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AbstractMetastable dynamics, which qualitatively refers to physical processes that involve anextremely slow approach to their �nal equilibrium states, is often associated with singu-larly perturbed convection-di�usion-reaction equations. A problem exhibits metastablebehavior when the approach to equilibrium occurs on a time-scale of order O(eC" ), whereC > 0 and " is the singular perturbation parameter. The studies of these mathematicalmodels are not only signi�cant in their own right, but also useful in simulating and ex-plaining observed physical phenomena and exploring possibly certain unknown ones. Atypical common characteristic associated with these convection-di�usion-reaction equa-tions is that the linearized operator is exponentially ill-conditioned. By exponentialill-conditioning we mean that the linearized operator has an exponentially small eigen-value. As a result, conventional analytical methods and numerical schemes may fail toprovide accurate information about the metastable behavior.This thesis is concerned with developing a systematic and robust approach based onasymptotic and numericalmethods to quantify the dynamic metastability associated withvarious problems. Using the asymptotic method called the projection method which wasoriginated by Ward in [108], we have succeeded in deriving ordinary di�erential equations(ODEs) or di�erential algebraic equations (DAEs) which characterize the metastablepatterns for several problems, including, the phase separation of a binary alloy modeledby the viscous Cahn-Hilliard equation, the upward propagation of a ame front in avertical channel modeled by the Mikishev-Rakib-Sivashinsky equation, and two problemsin slowly varying geometries. The main role of our numericalmethod called the transversemethod of lines is to give a numerical justi�cation of these ODEs/DAEs and to provideii



useful information about the metastable solutions in their transient phases and collapsephases during which our asymptotic method fails.From the numerical point of view, little is known of the nature concerning the con-vergence and stability of any numerical scheme that computes metastable behavior, as aresult of the exponential ill-conditioning of the linearized operator. In this thesis, several�nite di�erence schemes and their convergence are analyzed rigorously for a boundarylayer resonance problem. Our results from this problem are shown numerically to be alsovalid for other nonlinear metastable problems and some guidelines in designing e�ectivenumerical schemes are provided.The analytical and numerical results show that our approach is a powerful and generaltool to quantitatively study the metastable patterns in various physical problems. Inaddition, the metastable behavior revealed by our analysis appears to be also ratherinteresting from the viewpoint of physical applications.
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Chapter 1IntroductionThe subject of dynamic metastability has recently generated tremendous interest in themathematical science community and in several areas of application such as in the phaseseparation of binary alloys, the propagation of ames, the exit problem of a Brownianparticle con�ned by a �nite potential well, etc. Metastable dynamics, which refers tophysical processes that involve an extremely slow approach to their equilibrium states, isusually associated with particular types of singularly perturbed parabolic partial di�eren-tial equations. A problem exhibits metastable behavior when the approach to equilibriumoccurs on a time-scale of order O(eC" ), where C > 0 and " is the singular perturbationparameter. Examples of such equations include: the Cahn-Hilliard equation and the con-strained Allen-Cahn equation (cf. [24], [22], [91]) modeling the slow phase separation of abinary alloy; a Burger-type equation derived in [85] and [77] for ame-front propagationin a vertical channel; the Kolmogorov's backward equation in the exit problem (cf. [72],[75], [92], [93]); the Gierner Mienhardt equation as an activator-inhibitor model in themathematical biology (cf. [40], [56]).There are a few common characteristics associated with these singularly perturbedproblems exhibiting dynamical metastability. A typical feature is exponential ill-con-ditioning, by which we mean that the spectrum of the eigenvalue problem associatedwith the linearized equation about the steady state solution contains asymptoticallyexponentially small eigenvalues. As a result of this exponential ill-conditioning, thetime-dependent solution approaches its steady state only over an exponentially long time1



Chapter 1. Introduction 2interval. Moreover, the steady state itself is often extremely sensitive to perturbationsof the boundary values and the coe�cients in the di�erential operator. The signi�canceof such eigenvalues was �rst recognized for certain linear two-point problems involvingboundary layer resonance in [1], [31], [60], [67], and later in [3], [14], [61], [87], [111], [112]for the Cahn-Hilliard equation, the Allen-Cahn equation and the viscous shock problem.Another consequence of this exponential ill-conditioning is that a straightforward ap-plication of the method of matched asymptotic expansions (MMAE) fails to determinethe solution uniquely. Speci�cally, since a conventional MMAE approach is incapable ofresolving the exponentially small terms that are signi�cant for ill-conditioned problems,it typically yields an asymptotic approximation with undetermined constants.To overcome this de�ciency, various modi�cations of the MMAE approximations havebeen proposed to treat asymptotically exponentially ill-conditioned problems. A varia-tional principle [44] and its extensions [114] were postulated and used to calculate theleading order asymptotic solutions for certain linear turning point problems exhibitingthe phenomena of boundary layer resonance. Explicit matching of crucial exponentiallysmall terms was implemented to �nd the shock-layer locations for the steady state Burg-ers equation in [63] and to construct asymptotic expansions of the solutions to severalnonlinear boundary value problems in [66]. Another method is applying the nonlinearWKB{type transformation introduced in [86], [87] for the Ginzberg{Landau equation andthe viscous shock problem, by which the problems are transformed to well{conditionedsteady state problems. In this way, a conventional boundary layer theory or a traditionalnumericalmethod can be applied to �nd the equilibrium solutions. A more powerful tech-nique to resolve this indeterminacy is the projection method that combines the MMAEapproach with some information concerning the spectral properties associated with thelinearized problem. This method, motivated by the work of deGroen [31], was originallydeveloped by Ward [108] for some reaction-di�usion models and has been successfully



Chapter 1. Introduction 3applied to various problems including the one dimensional exit problem in [67], the vis-cous shock problem in [87] and several phase separation models in [86], [88], [109] and[110]. The projection method has an advantage over other approaches in its adaptabilityto treat various problems involving indeterminate constants where others may fail to.In addition, using this spectral approach it is possible to derive equations of motion forthe internal layers or other structure patterns pertaining to some time-dependent partialdi�erential equations exhibiting metastability.The characterization of these metastable patterns in various physical models in onespatial dimension has become the subject of much recent research. Metastable behav-ior for the time-dependent viscous shock problem was �rst observed numerically in [61],and a quantitative characterization of this exponentially slow dynamics was derived in[64], [65] and [87] by di�erent approaches. The work in [26], [38] and [39] dealt withthe unconstrained Allen-Cahn equation in the one-dimensional case and established theexponentially slow motion of the internal layers. The Cahn-Hilliard equation, model-ing phase separation, has been studied numerically in [76], [32], [9] and the existenceof metastable phase �eld boundaries has been proved in [3], [17], [15], [43] and [35].An explicit characterization of metastability for the (constrained) Allen-Cahn equationand the (viscous) Cahn-Hilliard equation can be found in [86], [88] and [109], where theasymptotic projection method is used to obtain the equation of motion for the locationsof the internal layers. In a multi-dimensional setting, dynamic metastability for phaseseparation models that conserve mass can also occur and were discussed in [3], [91] and[110]. In spite of numerous e�orts devoted to study metastable dynamics in variousphysical problems in the past decade, there still remain many interesting problems un-explored, especially in multi-dimensional domains and for systems of reaction-di�usionequations. In addition, even for phase separation models in one spatial dimension, quitea few questions and phenomena require further explanation.



Chapter 1. Introduction 4In the rest of this section, we �rst in x1.1, through studying the Burgers equationfor viscous shocks, illustrate some basic characteristics associated with the singularlyperturbed problems exhibiting dynamic metastability. Then in x1.2 we outline how theprojection method can be used to calculate the undetermined constants occurring inMMAE approximations and to analyze metastable dynamics for time{dependent prob-lems. In x1.3, we propose an algorithm based on the idea of the transverse method of lines(cf. [7]), which will be used to calculate full numerical solutions to the time{dependentsingularly perturbed problems studied in this thesis and to compare them with the cor-responding asymptotic approximations. Finally, the contribution of this thesis is givenin x1.4.1.1 Burgers Equation for Viscous ShocksWe investigate the following initial{boundary value problem for Burgers equation in thelimit "! 0 : ut + uux = "uxx ; 0 < x < 1 ; t > 0 ; (1.1a)u(x; 0) = u0(x) ; u(0; t) = �; u(1; t) = �� : (1.1b)Here � is a positive constant. In this equation, the term uux represents a nonlinearconvection or transport term, and "uxx is a Fickian di�usion term. The nonlinear con-vection term steepens the initial waveform, while the di�usion term attempts to smearout the solution. Thus (1.1) is a balance equation between these two e�ects. Equation(1.1) was �rst suggested by Bateman [13] to describe the discontinuous motion of a uidwhose nondimensionalized viscosity " tends to zero. This equation and its generalizationshave subsequently been successfully applied in a number of �elds, including turbulence,laminar transonic ow, tra�c ow, supersonic ow about an airfoil, biochemistry, etc.(cf. [18], [69], [68], [19] [37] and [52]). The �� boundary values were selected so that a



Chapter 1. Introduction 5traveling wave solution for (1.1a), connecting u = � and u = ��, has zero speed. Con-sequently, the shock layer solution u(x; t) of the initial{boundary value problem (1.1)converges, in time, to its steady state u(x;1) only over exponentially long time. Thissluggishness was attributed by [61] to the occurrence of the asymptotically exponentiallysmall principal eigenvalue for the linearized equation about the steady state solution.We �rst consider the equilibrium problem of (1.1):"uxx � uux = 0; 0 < x < 1; (1.2a)u(0) = �; u(1) = ��: (1.2b)This equation has an exact solution u = ue with an interior shock given by ue =�� tanh[�"�1(x� 12)=2] , where � satis�es� = � tanh �4" : (1.3)Using successive approximation (as in [62]), we can solve (1.3) to obtain� = �+ 2�e� �2" +O(e��" ) ; as "! 0 : (1.4)The eigenvalue problem associated with the linearized equation about ue can be writ-ten as "�xx � (ue�)x = ��; 0 < x < 1 ; (1.5a)�(0) = �(1) = 0 : (1.5b)Let �e0 denote the �rst eigenvalue of (1.5). The estimate in [61], based on the Rayleighquotient, showed that �e0 = O(e�C" ) for some constant C > 0 . More precisely, thiseigenvalue has been explicitly calculated in [87] to be�e0 � �2�2"�1e��"�1=2 + : : : ; as "! 0 ; (1.6)



Chapter 1. Introduction 6which is exponentially small.The exponentially ill{conditioning of the linearized problem suggests that the equilib-rium solution to (1.2) is rather sensitive to the small changes in the boundary conditionsand in the coe�cients of the equation. In fact, for problem (1.2a) with the followingboundary conditions:u(0) = ��Ale��"�1=2 ; u(1) = � +Are��"�1=2 ; (1.7)where Al and Ar are positive constants, Reyna and Ward [87] showed that the shocklayer solution is given asymptotically by u � �� tanh �(x�x�)2" , where x� is de�ned byx� � 12 + "� log[ + (2 + 1) 12 ] ;  � (Ar �Al)=4� : (1.8)This example shows that the exponentially small changes in the boundary conditionsresult in an O(") change in the location of the shock layer. This property is called\supersensitivity" in [62], [64], [64] and [65]. There are other examples in these papersshowing the substantial perturbation of the shock layer location x� resulting from expo-nentially small changes in the coe�cients of the di�erential equation as well as in theboundary values.As shown in [61], the speed of approach of the solution u(x; t) of (1.1) to its steadystate is determined by the principal eigenvalue �e0 of (1.5). Since �e0 is exponentiallysmall, the solution of (1.1) becomes quasi-stationary and the shock creeps extremelyslowly to the equilibrium position once the shock pro�le has been formed from initialdata. Speci�cally, the dynamical behavior of the solution to the Burgers equation (1.1)can be divided into two di�erent time phases: a transient O(1) phase where a shock layerof width O("), connecting u = � and u = �� , is formed from monotone decreasinginitial data; and an exponentially slow phase where the shock layer drifts towards itsequilibrium location at an exceeding slow rate. This shock layer is closely approximated



Chapter 1. Introduction 7by the traveling wave solution of (1.1a):~u"(x;x0(t)) � �� tanh �(x� x0(t))2" ! ; 0 < x < 1 ; (1.9)and its initial location x0(0) depends on the initial data u0(x). In Figure 1.1, we plot thesolution to the Burgers equation at various times to show these two di�erent phases.
t=0       

t=0.3337  

t=1.7030  

t=1.1266e7

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

u(x;t)
xFigure 1.1: The solution to the Burgers equation (1.1) at various times with " = 0:02and initial data u(x; 0) = 2x2�4x+1. Notice the slow motion of the shock layer towardsthe equilibrium solution.Using the Cole{Hopf transformation (cf. [30] and [49]), by which Burgers equationcan be reduced to the initial-boundary value problem for the linear di�usion equationand thus can be solved analytically in closed form, Reyna and Ward [87] wrote the exactsolution to (1.1) in terms of the eigenfunctions of the linear di�usion operator and derivedthe explicit dynamical behavior for (1.1). Speci�cally, if the initial data u0(x) satis�es



Chapter 1. Introduction 8u0(0) = �u0(1) = �� and u00(x) < 0 for 0 < x < 1 , then, for "! 0, the slow motion ofthe shock layer is described by (1.9) where x0(t) satis�estanh �(x0(t)� 12)2" ! = tanh �(x00 � 12)2" ! e� tt� ; (1.10)with t� � "(2�2)�1e �2" andx00 � 12 + 12� Z 10 u0(x)dx+ "22�3 [u00(1) � u00(0)] + : : : ; as "! 0: (1.11)It is clear from (1.10) that it will take O(t�) time scale for the shock layer to reach itsequilibrium position at x0 = 12 .Finally, we note that, for "! 0 , the leading order MMAE solution to (1.2) is givenby u � ~u"(x;x0), where the shock pro�le ~u"(x;x0) satis�es (1.9) and the shock locationx0 is an undetermined parameter. It is obvious that for any x0 2 (0; 1), with x0=" � 1and (1 � x0)=" � 1 , this leading order MMAE solution satis�es (1.2a) exactly and(1.2b) to within exponentially small terms. Therefore, we conclude that the correct valuex0 = 12 can not be determined analytically even after calculating higher order boundarylayer corrections near each endpoint. This indeterminacy in x0 can be eliminated bysymmetry considerations, by constructing a higher order MMAE solution accounting forexponentially small terms (cf. [62]) or by the projection method, which we will introducebelow.1.2 The Projection MethodThe idea of the projection method was originally introduced by Ward [108] to determinethe locations of the internal layer positions for certain nonlinear singularly perturbedboundary value problems. It was later generalized by Ward and his co-workers in [67],[79], [86], [87], [88], [89], [110], [111], [112] to study the metastable dynamics for variousclasses of time{dependent singularly perturbed problems. The basic idea behind this



Chapter 1. Introduction 9method is to supplement the method of matched asymptotic expansions with certainspectral information associated with the linearized equation.At the outset we illustrate the key elements of the projection method by studying thefollowing system of linear equations A"x = b ; (1.12)where x and b are N -dimensional vectors and A, depending on a small parameter " > 0,is an N � N Hermitian matrix with eigenvalues �1 � �2 � : : : � �N and correspondingorthonormal eigenvectors �1; �2; : : : ; �N . In addition, we assume that the right-hand sideb depends on a vector of unknowns, say � 2 Rm with m < N . Now, let's determine thisunknown vector � by assuming some properties of A speci�ed below.Suppose that A" does not have a zero eigenvalue. Then we can expand the solutionx in terms of eigenvectors of A": x = NXj=1 (b; �j)�j �j ; (1.13)where (b; �j) � bT�j . We further assume that the �rst m eigenvalues �1; : : : ; �m areexponentially small as "! 0 so that�j � O("pe�C" ) ; j = 1; : : : ;m ; (1.14)where C > 0 and p are constants independent of ", and �m+1; : : : ; �N are bounded awayfrom zero as "! 0. Then, for a solution of (1.12) to exist in the limit "! 0, we requirethat as "! 0, (b; �j)! 0 ; for j = 1; : : : ;m: (1.15)Setting (b; �j) = 0, for j = 1; : : : ;m, we obtain a system of algebraic equations fordetermining the unknown vector � 2 Rm.



Chapter 1. Introduction 10We now apply this technique to resolve the indeterminacy occurring in the conven-tional MMAE approximations and to derive equations of motion for the shock-like layersor other localized structures pertaining to some evolution equations exhibiting dynamicmetastability. Consider the following steady state nonlinear di�erential equation of theform N"(u) � "uxx + F (u; ux) = 0 ; 0 < x < 1 ; (1.16a)Blu � "ux � �l(u� u0) = 0 at x = 0 ; (1.16b)Bru � "ux + �r(u� u1) = 0 at x = 1 : (1.16c)Here " ! 0 is a small parameter, u0; u1; �l > 0 and �r > 0 are constants, and F (� ; �)is a nonlinear function. Assume that we can �nd a MMAE solution ~u"[x;�1; : : : ; �m] to(1.16), which represents an m-parameter family of \approximate" solutions with integerm � 1 and parameter �j belonging to some set Sj, so that for each �j 2 Sj, j = 1; : : : ;m,we have N"(~u") = O("pe� q" ) ; (1.17a)Bl~u" = O("p0e� q0" ) ; Br~u" = O("p1e� q1" ) ; (1.17b)where p; p0; p1; q > 0; q0 > 0 and q1 > 0 are constants. Then the conventional MMAEdoes not give a uniquely determined approximation, unless exponentially small terms aretaken into account.To select the correct vector �� (�1; : : : ; �m)T corresponding to a true steady statesolution, we linearize (1.16) around ~u" by writing u = ~u" + v to getL"v � "vxx + F2(~u"; ~u"")vx + F1(~u"; ~u"")v = �N"(~u") ; 0 < x < 1 ; (1.18a)Blv = �Bl~u" at x = 0 ; Brv = �Br~u" at x = 1 ; (1.18b)where F1(u; v) � @F (u;v)@u and F2(u; v) � @F (u;v)@v . Noting that the di�erential operatorL" with homogeneous boundary conditions can always be transformed into a selfadjoint



Chapter 1. Introduction 11form using a Liouville transformation in some weighted space !, we let �j and �j forj � 1 be the normalized eigenpairs in this space of the associated eigenvalue problemL"� = �� ; 0 < x < 1 ; Blu(0) = 0 ; Bru(1) = 0 : (1.19)Then we write the solution v to (1.18) in terms of the eigenfunctions �j as v = P1j=1 cj�j�j .Here the coe�cient cj can be obtained from (1.18) and the Lagrange's identity ascj = �(N"(~u"); �j)! + B.T. (boundary terms) ; (1.20)where the inner product is de�ned by (u; v)! � R 10 uv!dx and B.T. denotes some itemsdepending on the values and/or derivatives of ~u"; �j and ! at the endpoints.Let ~�j � @@�j ~u"[x;�1; : : : ; �m] . Then, by di�erentiating (1.17) with respect to �j, weget L" ~�j = e.s.t. (exponentially small terms) ; 0 < x < 1 ; (1.21a)Bl ~�j = e.s.t. at x = 0; Br ~�j = e.s.t. at x = 1 : (1.21b)Thus, if these functions ~�j , j = 1; : : : ;m , are independent, then (1.21) suggests that(1.19) has m eigenvalues that are exponentially small. Since L" ~�j is uniformly exponen-tially small, we have that �j is proportional to ~�j, except near the endpoints at x = 0; 1where boundary layer corrections must be inserted in order to satisfy the boundary con-ditions. When the asymptotic approximations of the eigenfunctions �j , j = 1; : : : ;m,are obtained, we can estimate the eigenvalues �j ; j = 1; : : : ;m . If these eigenvalues areshown to be exponentially small and other eigenvalues �m+1; : : : ; �N are negative andbounded away from zero as "! 0, then a necessary condition for the solvability of (1.16)is that cj ! 0 as " ! 0; j = 1; : : : ;m. Setting cj = 0 in (1.20), we obtain a system ofnonlinear algebraic equations for determining the unknown parameter vector �(N"(~u"); �j)! = B.T. ; j = 1; : : : ;m : (1.22)



Chapter 1. Introduction 12We now outline how the projection method can be used to analyze metastability forthe time{dependent problem corresponding to (1.16):ut = "uxx + F (u; ux) ; 0 < x < 1 ; (1.23a)Blu(0) = 0 ; Bru(1) = 0 ; u(x; 0) = u0(x) : (1.23b)We seek a solution to (1.23) for t� 1 in the formu(x; t) = ~u"[x;�1(t); : : : ; �m(t)] + v(x; t) ; (1.24)where v � ~u" and vt � @t~u" . Linearizing (1.23) around ~u", we obtain that v satis�esthe quasi-steady problemL"v = �N"(~u") + mXj=1�0j@�j ~u"; 0 < x < 1 ; (1.25a)Blv = �Bl~u" at x = 0 ; Brv = �Br~u" at x = 1 : (1.25b)Here �0j � d�j(t)=dt and the operator L" is the same as in (1.18). Applying the similartechnique used in studying the equilibrium problem (1.16), we expand v in terms of �jas v = P1j=1 cj(t)�j �j , wherecj(t) = �(N"(~u"); �j)! + B.T. + mXi=1 �0i(@�i~u"; �j) ; j = 1; : : : ;m : (1.26)Since the eigenvalues �j ; j = 1; : : : ;m are assumed to be exponentially small, for asolution of (1.23) to exist in the limit "! 0, we require that cj ! 0 as "! 0. Then, byletting cj = 0 in (1.26), we get(N"(~u"); �j)! = B.T. + mXi=1�0i(@�i~u"; �j) ; j = 1; : : : ;m : (1.27)This is a system of ordinary di�erential equations (ODEs), from which the dynamics ofm parameters �1(t); : : : ; �m(t) can be derived.



Chapter 1. Introduction 13In summary, the metastable dynamics for (1.23) is characterized by u � ~u"[x;�1(t);: : : ; �m(t)], where the quasi-equilibrium ~u" is the MMAE solution and �j(t); j = 1; : : : ;mis determined by the system of ODEs (1.27). The equilibrium values �ej for �j(t); j =1; : : : ;m, corresponding to the equilibrium solution for u(x; t), satisfy (1.22) which canalso be obtained by setting �0j = 0 in (1.27).1.3 The Numerical Method TMOLTo verify the ODE system (1.27) and other asymptotic results in the thesis numerically,we need to compute the numerical solutions to the time-dependent singular perturbationproblems directly. The numerical algorithm we will use is called the transverse method oflines (TMOL) (cf. [7]) which is applicable to various types of parabolic partial di�erentialequations or systems, especially in one spatial dimension. For illustration purposes, weuse the TMOL approach to compute numerical solutions to (1.23).The TMOL is based on replacing the time derivative in (1.23) by a di�erence ap-proximation and then solving the resulting boundary value problems in space. Morespeci�cally, suppose tj, for j = 0; 1; ::, are the grid points in time that are determinedin the actual computation using a time{stepping control strategy. Then, we convert thetime{dependent problem (1.23) to a set of boundary value problems using the BackwardDi�erentiation Formulas (BDF) (cf. [7])kXj=0 �jun�j(x) = �n+1N"un(x) ; Blun(0) = Brun(1) = 0 : (1.28)Here �0 = 1 and the di�erential operator N" is de�ned in (1.16a). The other coe�cients�j, for j > 0, which depend only on hi � ti � ti�1, for i = n; n � 1; :: ; n� k + 1, can becomputed numerically using Gaussian elimination in such a way that the BDF scheme(1.28) is k{th order accurate in time.



Chapter 1. Introduction 14For every �xed n, (1.28) is a two{point boundary value problem which we solveusing COLSYS ([6]). Although this approach is computationally expensive, it yieldsapproximate solutions to (1.23) that are highly accurate in space. Since several timescales may occur in our problem, we found it necessary to implement a time{steppingcontrol strategy to e�ciently track the solution to (1.1) over long time intervals. Toachieve this, we employed a higher (e. g. , (k + 1){th) order BDF scheme at each timestep for the purpose of comparison, and used the l2{norm of the di�erence between thesolutions of the k{th and the (k + 1){th order BDF schemes as an error indicator toreject large inaccurate time steps or to enlarge unnecessary small time steps. In all ofthe calculations below we took k = 2.Comparing the TMOL with the method of lines (MOL) which discretizes a time-dependent PDE in space �rst and then solves the resulting initial value problem (IVP)in time, we found that the TMOL is easier to implement and is rather accurate forour metastable problems. The numerical computations of various metastable dynamicsshowed that the global numerical errors are strongly dependent on the discretization er-rors in spatial variable, whereas they are usually less sensitive to the time discretization.Thus, we consider that a good implementation of a spatial discretization is criticallysigni�cant for a singular perturbation problem exhibiting metastable dynamics, whosesolutions often possess kinds of singularities in space such as internal layers and boundarylayers. Fortunately, COLSYS is a well-known e�ective software to yield a numerical solu-tion adaptively to a boundary value problem within a prescribed precision. IncorporatingCOLSYS into the TMOL makes it easier to treat various parabolic singular perturba-tion problems in this thesis. Since our time discretization (2nd order BDF scheme) doesnot depend on the speci�c nonlinearity, the major work to compute a new problem isto de�ne the parameters and supply the subroutines required by COLSYS to solve thesemi-discretized boundary value problems such as (1.28). On the other hand, if the



Chapter 1. Introduction 15MOL is employed to solve the time-dependent PDEs, we will have to pay much attentionto constructing the scheme and designing the corresponding mesh individually for eachproblem considered. This method has another obvious drawback in that the spatial meshdoes not change. This means that for our metastable problems having transient regionslike a moving shock layer, a �ne mesh should be used throughout the whole interval inspace. In other words, we do not have the exibility in treating the spatial variation un-less certain moving mesh techniques (cf. [54]) are employed. Moreover, even for problemwithout internal layer regions, the MOL has a severe limitation of the number of meshpoints in space due to the capacity of a computer, if the resulting IVP is to be solvedby an IVP software not accounting for the sparse structure of the right-hand side of theIVP. In consequence, we can not guarantee that the numerical results of the MOL areaccurate enough to examine the validity of our asymptotic results.1.4 Contribution of This ThesisThe �rst goal of the thesis is to further the development and application of the projectionmethod to certain time-dependent singular perturbation problems having metastabledynamics. The problems included in this thesis research fall into three categories: anupwardly propagating ame front in a vertical channel, internal layers in a weakly varyinggeometry and some phase separation models.In Chapter 2, we study a Burgers-type equation modeling an upward ame frontpropagation in a vertical channel. For this problem, it is shown that the principal eigen-value associated with the linearization around an equilibrium solution corresponding to aparabolic{shaped ame{front interface is exponentially small. This exponentially smalleigenvalue then leads to a metastable behavior for the time{dependent problem. This



Chapter 1. Introduction 16behavior is studied quantitatively by deriving an asymptotic ordinary di�erential equa-tion characterizing the slow motion of the tip location of a parabolic{shaped interface.The asymptotic results complement the rigorous, but qualitative, metastability resultobtained in [16]. Similar metastability results are obtained for a more generalized Burg-ers equation. These asymptotic results are shown to compare very favorably with fullnumerical computations. Most parts of this chapter are taken from the paper [100].In Chapter 3, the projection method is applied to study two time-dependent singularlyperturbed problems related to exponentially slowly varying geometries. The �rst problemis a Burgers-like convection-di�usion equation which describes one dimensional transonicow through a nozzle with a weakly variable cross-sectional area. The metastable be-havior of the shock waves occurring in the nozzle is studied quantitatively by derivingan asymptotic ODE characterizing the slow motion of the shock layer. From this ODE,we found that a stable steady shock layer may exist in the convergent part of a nozzle,which seems to contradict the previous experimental and analytical result that stablesteady shock layers only occur in the divergent parts of a nozzle. The disagreement isexplained. The second problem we consider in this chapter is a generalized Ginzburg-Landau(G-L) equation in one dimension, which is employed to determine conditions forthe existence of stable spatially-dependent steady state solutions to the Ginzburg Lan-dau equation in several space dimensions. In a convex domain, the Ginzburg-Landauequation ut = "24u+ Q(u) with Neumann boundary conditions does not admit stablespatially-dependent steady state solutions. However, this result does not hold for non-convex domains. From the ODE describing the metastable dynamics of this generalizedG-L equation, which arises from an asymptotic reduction of a G-L equation in a long,thin, axially symmetric channel, we show that non-constant stable steady solutions tothe G-L equation may exist in some non-convex domains. Most parts of this chapter aretaken from the paper [101].



Chapter 1. Introduction 17In Chapter 4, we consider a viscous Cahn-Hilliard equation in one spatial dimension,from which several phase separation models, including the constrained Allen-Cahn equa-tion, the viscous Cahn-Hilliard equation and the Cahn-Hilliard equation, can be derivedby letting a continuation coe�cient take on some limiting values. The metastable be-havior associated with these phase separation models is quantitatively described by anasymptotic system of di�erential algebraic equations (DAEs) derived by applying theprojection method. Through simplifying this system of DAEs, we identify the di�erencesand similarities of the metastable behavior associated with the various phase separa-tion models and we compare our asymptotic results with some previous results for themetastable dynamics associated with the Cahn-Hilliard equation. Our analysis is veri�ednumerically by solving the original viscous Cahn-Hilliard equation and the asymptoticsystem of DAEs directly. In addition, a hybrid algorithm based on the asymptotic infor-mation and the conservation of mass condition is proposed to model the entire coarseningprocess associated with the phase separation models. Most parts of this chapter are takenfrom the paper [102].From a numerical point of view, it seems that there is an insurmountable obstacle insolving exponentially ill-conditioned singular perturbation problems, say L"u = f . Morespeci�cally, since u(x) can be exponentially sensitive to all the data in the equation, e.g.,f(x), a perturbation 4f in f(x) may cause rather large changes in u(x), of the orderO(��10 4f), where �0 (exponentially small) is the principal eigenvalue associated with thelinearization operator of L". Thus, one may naturally guess that the numerical truncationerror must be less than the order of the principal eigenvalue �0 to guarantee the conver-gence of the numerical method. Based on this conjecture, it seems impractical to treatexponentially ill-conditioned problems by using conventional numerical methods, since�0 might be smaller than the machine precision. On the other hand, however, we havenoticed that many classical numerical schemes with moderate size meshes have been



Chapter 1. Introduction 18successfully applied to obtain approximate solutions to these ill-conditioned problems(cf. [32], [87], [88], [9], [8], [62]). Therefore, the second goal of the thesis is to explain whythese classical schemes succeed and shed some light on numerical computation of expo-nentially ill-conditioned problems by studying the \simplest" linear metastable problem| a boundary layer resonance problem in Chapter 5.For this resonance problem, bounds for numerical errors for the upwind scheme (cf.[90]), the coupled scheme (cf. [104]) and the Il'in scheme (cf. [5], [55]) are establishedrigorously. These bounds demonstrate our observations from numerical experiments thatalthough the discrete stability estimate is not valid for a numerical scheme of an expo-nentially ill-conditioned problem, a truncation error may not result in very large errorsin the numerical solution and a scheme may still be uniformly convergent with respect to" (i.e., the convergence constant does not depend on " ). However, the coe�cient matrixof a scheme will usually inherit the ill-conditioning from its continuous problem and con-sequently, we have to resort to high precision arithmetic to yield a true solution to thescheme. In addition, through solving the time-dependent problem corresponding to theboundary value resonance problem and a steady Allen-Cahn equation numerically, wefurther believe that the traditional �nite di�erence schemes and other standard numer-ical methods may also provide accurate approximation solutions to the time-dependentmetastable problems and to nonlinear problems exhibiting exponentially ill-conditioning.Finally, a summary of the major results in this thesis and the potential problems forfuture research are presented in Chapter 6.



Chapter 2Metastability in Upward Propagating Flame2.1 A Generalized Burgers EquationWe now apply the projection method to study the dynamics of an upward propagatingame-front in a vertical channel modeled by a generalized Burgers equation. We beginwith an outline of the physical background of this equation.There are three basic distinct types of phenomena that may be responsible for in-trinsic instabilities of premixed ames: body-force e�ects, hydrodynamic e�ects anddi�usive-thermal e�ects. Within the framework of a one-dimensional slab geometry (seeFigure 2.1), the weakly nonlinear ame interface evolution equation describing the e�ectsof buoyancy under conditions of di�usive-thermal instability of the ame was proposedby Rakib and Sivashinsky [85] asFt � 12UbF 2x � �DthFxx � 4Dthl2thFxxxx = g2Ub (F� < F >) : (2.1)Here y = F (x; t) is the perturbation of a planar ame front y = Ubt; < F > is thespace average over the gap between the vertical walls x = 0 and x = L; Ub is the amespeed related to the burnt gas; g is the acceleration of gravity;  = (�� � �+)=�� is thethermal expansion coe�cient of the gas; �� and �+ are the densities of the unburnt andburnt gases, respectively; Dth is the thermal di�usivity of the gaseous mixture; lth is thethermal thickness of the ames; � = 12�(1�Le)�1 where � is the Zeldovich number andthe Lewis number Le = Dth=Dmol is the ratio of the thermal di�usivity of the mixtureto the molecular di�usivity of the de�cient reactant.19



Chapter 2. Metastability in Upward Propagating Flame 20
hot
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Figure 2.1: Diagram illustrating an upward propagating ame in a vertical channel.Equation (2.1) covers the whole range of buoyancy and di�usive-thermal e�ects in theame and is a rigorous asymptotic equation derived from some equations of aerothermo-chemistry (cf. [85], [96]). In the absence of the e�ects for buoyancy, the asymptotic equa-tion (2.1) will reduce to the well known Kuramoto-Sivashinsky equation, i.e., (2.1) with ahomogeneous right hand side. In a particular parameter region (4�(2� )U2b =gL� 1)(cf. [77]), a nonlinear analysis in [96] shows that one can also consider the equationFt � 12UbF 2x = Dth �12�(1� Le)� 1�Fxx + g2Ub (F� < F >) ; (2.2)instead of (2.1). This equation was derived within the framework of the Boussinesq modelwhich neglects density variation everywhere except in the external forcing term. Herewe assume that the Lewis number Le is large enough to ensure the positive sign of thecoe�cient of the second derivative. Otherwise, the corresponding evolution problem is ill-posed. Assuming that the walls are thermally insulating, we thus consider the evolution



Chapter 2. Metastability in Upward Propagating Flame 21equation (2.2) subject to the adiabatic boundary conditionsFx(0; t) = Fx(1; t) = 0: (2.3)In terms of certain appropriate dimensionless variables, problems (2.2), (2.3) may bewritten as yt � 12y2x = "yxx + y � Z 10 y dx ; 0 < x < 1 ; t > 0 ; (2.4a)yx(0; t) = 0 ; yx(1; t) = 0 ; y(x; 0) = y0(x) : (2.4b)Here " � 2�DthUb=gL2 > 0 is a small parameter and the dimensionless variables t andx have been chosen to share the same notations for the corresponding dimensional vari-ables for convenience. Finally, the substitution u(x; t) = �yx(x; t) leads to the followingBurgers type equationut + uux � u = "uxx ; 0 < x < 1 ; t > 0 ; (2.5a)u(0; t) = u(1; t) = 0 ; u(x; 0) = u0(x) : (2.5b)As shown numerically in [77], the solution to (2.4) (or (2.5)), for a certain class ofinitial conditions relevant to ame{front propagation, exhibits a phenomenon known asdynamic metastability when "� 1. In Figure 2.2 we illustrate this metastable behaviorby plotting some numerical results for the shape of the interface y = y(x; t) versus x atfour di�erent values of t when " = 0:0115. In Figure 1a we choose an initial conditionwhere the ame{front assumes a somewhat concave parabolic shape. Then, as shown inFigure 2.2a{c, the tip location x0 = x0(t) of the parabola, de�ned as the location of themaximum value of y at time t, moves towards the channel wall at x = 0 rather slowly.For other initial conditions, the tip of this interface can move slowly towards the otherwall at x = 1. When " is decreased, this stage of the motion, whereby the tip of the



Chapter 2. Metastability in Upward Propagating Flame 22parabolic ame{front moves towards one of the walls, becomes exceedingly slower thanin Figure 2.2a{c. In [16] it was proved that this motion is asymptotically exponentiallyslow as " ! 0. Finally, when the tip of the interface comes close enough to the wall,the rate of evolution of the ame{front increases and a �nal equilibrium state is attainedwhen the tip touches the wall (see Figure 2.2c{d).
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(c) (d)Figure 2.2: Plot of y(x; t) versus x with " = :0115 obtained from (2.84) . (a) ini-tial quasi{equilibrium solution y(x; t) with tip location x0 = 0:45 at t = 0 ; (b)quasi{equilibrium solution with x0 = 0:4 at t = 90:05 ; (c) quasi{equilibrium solutionwith x0 = 0:3 at t = 113:69 ; (d) �nal stable equilibrium solution at t � 117:07 .For the equilibrium problem, it was shown in [16] that (2.5) admits multiple equi-librium solutions when " � 1. In particular, there exists a unique positive equilibriumU+" and a unique negative equilibrium U�" . These solutions were found to be linearlystable. In addition, for " � 1, it was shown that (2.5) has two unstable equilibriumsolutions U+";1 and U�";1, which each have exactly one zero{crossing in the interval (0; 1).



Chapter 2. Metastability in Upward Propagating Flame 23Other equilibrium solutions with more than one zero{crossing are also possible. The sta-bility of these equilibrium solutions with more than one zero{crossing and the associatedtime{dependent solutions were studied in [41]. In Figure 2.3 we plot the four equilib-rium solutions U+" , U�" , U+";1 and U�";1 when " = 0:005. From this �gure we observe thatU+" and U�" have boundary layers of width O(") near one of the endpoints, U+";1 has aninternal layer of width O(") near x = 1=2, and U�";1 has an O(") boundary layer neareach endpoint. Among these solutions, U�";1 corresponds to a concave parabolic{shapedequilibrium ame{front interface. We show that the linearization of (2.5) around U�";1has an exponentially small principal eigenvalue as " ! 0. Thus, it is this equilibriumsolution that is the most signi�cant for the occurrence of metastable behavior for thetime{dependent problem.For the time{dependent problem, our numerical computations and the results in [77]and [16] suggest that the occurrence of metastable behavior for (2.5) strongly dependson the initial condition. In particular, from [16], a su�cient condition as " ! 0 formetastable ame-front dynamics for (2.5) (or equivalently (2.4)) is that the initial datau0(x) satis�esu0(x) < 0 for x 2 (0; a) ; and u0(x) > 0 for x 2 (a; 1) ; (2.6)where a > 0. For other cases, our numerical computations suggest that a stable equilib-rium con�guration can usually be attained in an O(1) time interval. In Figure 2.4{2.6 weillustrate the dynamics of the solution u to (2.5) for various initial conditions. Only inFigure 2.4, where the initial data satis�es (2.6), is an exponentially slow motion observed.Therefore, when the initial data satis�es (2.6) and when "� 1, we have three di�erenttime behaviors under (2.4): a transient O(1) phase where the parabolic{shaped ame{front interface is formed; an exponentially slow phase where the tip of the parabolic
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Chapter 2. Metastability in Upward Propagating Flame 25where u is roughly linear in x . Numerical computations, which we do not give, showthat in certain cases metastable patterns may happen.
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Figure 2.4: Plot of the solution to (2.5) at various times with " = 0:003, x00 = 0:45, andinitial data u(x; 0) = x(1� x)(x� x00). Notice that the zero of u, which is the tip of theparabolic ame-front interface, moves slowly towards the wall at x = 0.One of our objectives is to use the projection method to give an explicit asymptoticcharacterization of metastable ame{front motion for (2.4), (2.5) in the limit " ! 0.The asymptotic results complement the rigorous, but qualitative, metastability resultobtained in [16]. Using the method of matched asymptotic expansions, a quasi-steadyconcave parabolic{shaped ame{front interface for (2.4) can be expressed in terms ofu(x; t) as u(x; t) � ~u"[x;x0(t)], where~u"[x;x0] � x� x0 + ul h"�1x;x0i+ ur h"�1(1� x);x0i : (2.7)Here ul(y;x0) and ur(y;x0) are boundary layer functions that tend to zero exponentially



Chapter 2. Metastability in Upward Propagating Flame 26
t=0   

t=1.48

t=2.44

t=4.64

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

x

u(
x,

t)

Figure 2.5: Plot of the solution to (2.5) at various times with " = 0:003, x00 = 0:48, andinitial data u(x; 0) = �x(1�x)(x�x00). A shock-layer is formed in an O(1) time intervaland no metastable behavior is observed.as y !1, and the unknown x0 satis�es x0 2 (0; 1). Thus, to within exponentially smallterms, x0 is the zero of u. Since yx = �u, it follows that x0 = x0(t) also represents thetrajectory of the tip of the parabolic{shaped ame{front interface for (2.4). For a �xedx0 satisfying x0 2 (0; 1), we show below that the principal eigenvalue associated with thelinearization of (2.5) around ~u" is exponentially small and has the asymptotic estimate�0 � 1" hx0 �x0 � c"1=2� e�x20=2" + (1� x0) �(1� x0)� c"1=2� e�(1�x0)2=2"i ; (2.8)as "! 0, where c = (8=�)1=2. This eigenvalue is responsible for the metastable behavior.For the time{dependent problem, we use the projection method to derive an asymp-totic ordinary di�erential equation for x0(t), which explicitly characterizes the metastable
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t)Figure 2.6: Plots of the solutions to (2.5) at various times with " = 0:01 and initialdata u(x; 0) = x(1� x), (left �gure) and u(x; 0) = �x(1� x), (right �gure). Metastablebehavior does not occur for these initial data.ame{front motion. This method is based on a quasi-steady linearization of (2.5) around~u" given in (2.7). Since �0 is exponentially small, a limiting solvability condition musthold in the limit " ! 0 for the linearized problem. From this condition, we will derivethat x0(t) satis�esx00 � s 2�" " (1 � x0)2 + �2"3 ! e�(1�x0)2=2" � (x20 + �2"3 )e�x20=2"# : (2.9)Rather than focusing exclusively on (2.5), we instead analyze the following generalizedform of (2.5): ut + f 0(u)ux � f 0(u) = "uxx; 0 < x < 1; t > 0; (2.10a)u(0; t) = u(1; t) = 0; u(x; 0) = u0(x) : (2.10b)Here f(u) is smooth, convex, and satis�es f(0) = f 0(0) = 0. The special case f(u) = u2=2yields (2.5). This generalized problem exhibits a very similar metastable behavior as thatfor (2.5) and is no more di�cult to analyze.The chapter is organized as follows. In x2.2, we construct an asymptotic expansionfor a certain equilibrium solution of (2.10) and we outline an application of the projection



Chapter 2. Metastability in Upward Propagating Flame 28method to (2.10). In x2.3 we derive a two{term asymptotic expansion for the principaleigenvalue �0 associated with the corresponding linearized problem and we compare thisexpansion with full numerical results for �0. In x2.4, the asymptotic projection method isused to derive an ordinary di�erential equation characterizing the metastability in (2.10).The results are then applied to the special case f(u) = u2=2, and we show how to recoverthe ame{front interface y(x; t) satisfying (2.4). In x2.5, we use a full numerical methodto compute metastable behavior for (2.10). The numerical results are found to comparevery favorably with the corresponding asymptotic results in x2.4.2.2 The Equilibrium ProblemWe �rst consider the equilibrium problem for (2.10) in the limit "! 0"uxx � f 0(u)ux + f 0(u) = 0; 0 < x < 1 ; (2.11a)u(0) = 0 ; u(1) = 0 : (2.11b)Here f(u) is smooth, convex, and satis�es f(0) = f 0(0) = 0. This problem admitsmultiple equilibria. However, we will only construct a solution to (2.11) having the formgiven in (2.7), since it is this solution that is closely related to metastable behavior inthe corresponding time{dependent problem.The outer approximation for this solution is clearly u � x� x0 for some x0 2 (0; 1).This outer solution satis�es the di�erential equation (2.11a) exactly, but not the boundaryconditions (2.11b). Therefore, there are boundary layers near the end points x = 0 andx = 1. In the boundary layer near x = 0 we let y = "�1x and ul(y) = u("y), and weexpand ul(y) = �x0 + ul0(y) + "[y + ul1(y)] + � � � : (2.12)Substituting (2.12) into (2.11), collecting powers of ", and matching to the outer solution,



Chapter 2. Metastability in Upward Propagating Flame 29we obtain u00l0 � f 0(�x0 + ul0)u0l0 = 0 ; 0 < y <1 ; (2.13a)ul0(0) = x0 ; ul0(y) � al0e��ly as y !1 ; (2.13b)and u00l1 � [f 0(�x0 + ul0)ul1]0 = yf 00(�x0 + ul0)u0l0 ; 0 < y <1 ; (2.14a)ul1(0) = 0 ; ul1(y) � al1y2e��ly + bl1ye��ly as y !1 : (2.14b)Here al1 = f 00(�x0)al0=2 and bl1 = 2al1=�l. Upon integrating (2.13), we �nd that thepositive constants �l and al0 are given by�l = �f 0(�x0) ; (2.15a)log al0 = log x0 � �l Z 0�x0 " 1f(s) � f(�x0) � 1f 0(�x0)(s+ x0)# ds : (2.15b)The asymptotic form in (2.14b) is obtained from (2.14a) by using the far-�eld behaviorof ul0(y) as y !1. By integrating (2.13) we obtain the equivalent �rst order equationu0l0 = f(ul0 � x0)� f(�x0) ; ul0(0) = x0 ; with u0l0(0) = �f(�x0) : (2.16)Similarly, in the boundary layer near x = 1 we let y = "�1(1�x) and ur(y) = u(1�"y),and we expand ur(y) = 1 � x0 + ur0(y) + "[ur1(y)� y] + � � � : (2.17)From (2.17) and (2.11) we obtain the boundary layer equationu00r0 + f 0(1� x0 + ur0)u0r0 = 0 ; 0 < y <1 ; (2.18a)ur0(0) = x0 � 1 < 0 ; ur0(y) � �ar0e��ry as y !1 : (2.18b)



Chapter 2. Metastability in Upward Propagating Flame 30A similar equation holds for ur1. Here ar0 and �r are de�ned by�r = f 0(1� x0); (2.19a)log ar0 = log(1� x0) + �r Z 1�x00 " 1f(1 � x0)� f(s) + 1f 0(1 � x0)(s� 1 + x0)# ds:(2.19b)Consider the left boundary layer expansion (2.12). Using the asymptotic behavior oful0 and ul1 as y ! 1, we observe that (2.12) becomes disordered (i.e., "ul1 � ul0 doesnot hold) as y !1 when "y2 = O(1) or, equivalently, when x = O("1=2). Thus, (2.12)holds on the interval y = O("q), where �12 < q � 0. A similar comment can be madefor the boundary layer expansion (2.17) near x = 1. This observation is used in x2.3 andx2.4 to help evaluate certain integrals asymptotically.A composite expansion for this equilibrium solution, valid for x 2 [0; 1], is obtainedby combining (2.12) and (2.17). This yields,u � ~u"[x;x0] � x� x0 + ul0["�1x;x0] + ur0["�1(1 � x);x0] + � � � : (2.20)Here ul0 and ur0 satisfy (2.13) and (2.18), respectively. In (2.20), we have emphasized theparametric dependence of ul0, ur0 and ~u" on the unknown constant x0, which satis�es 0 <x0 < 1. When f(u) = u2=2, this constant represents the tip of the equilibrium parabolic{shaped ame{front interface. The di�culty in analytically determining the correct valuefor x0 still persists even after calculating higher order boundary layer corrections neareach endpoint. By symmetry, when f(u) is even, the correct value is clearly x0 = 1=2.However, to determine x0 analytically for general f(u) we must retain exponentiallysmall terms in the asymptotic expansion of the solution. One way to do this is to usethe projection method as shown below.



Chapter 2. Metastability in Upward Propagating Flame 312.2.1 An Application of the Projection MethodWe now outline how this method can be used to determine the equilibrium value for x0 in(2.20) and to analyze metastability for the time{dependent problem (2.10). To analyzemetastable behavior for (2.10), we seek a solution to (2.10) for t� 1 in the formu(x; t) = ~u"[x;x0(t)] + v(x; t) ; (2.21)where v � ~u" and vt � @t~u". Linearizing (2.10) around ~u", we obtain that v satis�es thequasi-steady problem L"v = �R+ x00@x0~u" ; 0 < x < 1 ; (2.22a)v(0; t) = �~u"(0;x0) ; v(1; t) = �~u"(1;x0) : (2.22b)Here the operator L" and the residual R = R(x;x0) are de�ned byL"v � "vxx � [f 0(~u")v]x + vf 00(~u") ; (2.23a)R � "~u"xx � f 0(~u")~u"x + f 0(~u") : (2.23b)Now consider the homogeneous operator L" where x0 is a parameter. Let �j, �j forj � 0 be the normalized eigenpairs of the associated eigenvalue problemL"� = �� ; 0 < x < 1 ; �(0) = �(1) = 0 : (2.24)The �j are real and the �j satisfy the orthogonality relations(�j; �k)! = �jk; j; k = 0; 1; : : : : (2.25)Here the inner product is de�ned by (u; v)! � R 10 uv! dx, where the weight function! = !(x) is given by !(x) � exp��"�1 Z xx0 f 0 [~u"(z;x0)] dz� : (2.26)



Chapter 2. Metastability in Upward Propagating Flame 32Upon integrating by parts, we obtain Lagrange's identity for any two smooth functionsv and �, (�;L"v)! = ("�!vx � "�x!v) ���10 +(L"�; v)! : (2.27)Next, we expand the solution v to (2.22) in terms of the eigenfunctions �j asv = 1Xj=0 cj�j �j : (2.28)The coe�cients cj, obtained from (2.22) and (2.27) arecj = �"�jx!~u" ���10 � (R;�j)! + x00 (@x0 ~u"; �j)! : (2.29)As shown in x2.3, the severe indeterminacy in selecting the correct x0 for the equi-librium problem results in an exponentially small principal eigenvalue for (2.24). SinceL"[@x0~u"] is uniformly small on [0; 1] and @x0~u" is of one sign, this suggests that �0 isproportional to @x0~u". Since �0 ! 0 as " ! 0, a necessary condition for the solvabilityof (2.22) is that c0 ! 0 as " ! 0. Setting c0 = 0 in (2.29) we obtain an asymptoticdi�erential equation for x0 = x0(t):x00 (�0; @x0~u")! = (R;�0)! + "�0x!~u" ���10 : (2.30)This di�erential equation will be valid for time intervals over which x0 � O(") and1 � x0 � O(") (i.e., away from the endpoints). The metastable dynamics for (2.10) isthen characterized by u(x; t) � ~u"[x;x0(t)], where ~u" is de�ned in (2.20). The equilibriumvalue for x0, corresponding to the equilibrium solution for u, is obtained by setting x00 = 0in (2.30), which yields the algebraic condition(R;�0)! = �"�0x!~u" ���10 : (2.31)In x2.3 we will estimate �0 and �0 as " ! 0, and in x2.4 we will evaluate the innerproducts in (2.30) and (2.31) asymptotically. These calculations allow us to explicitlydetermine the equilibrium value for x0 from (2.31) and the form of the ODE for x0(t) in(2.30).



Chapter 2. Metastability in Upward Propagating Flame 332.3 Asymptotics and Numerics for the Principal EigenpairWe now estimate the principal eigenpair �0, �0 for (2.24). Let ~�0 be a trial function for�0. Then, from Lagrange's identity (2.27), we get�0 �~�0; �0�! = �L" ~�0; �0�! + "�0x! ~�0 ���10 : (2.32)To a get a very rough estimate for �0 take ~�0 = 1 for which L"1 is exponentially smallfor O(")� x� 1�O("). Then, substituting �0 � @x0~u" into (2.32), and using the factthat ! is exponentially small unless jx�x0j = O("), it is readily clear that �0 = O(e�c=")for some c > 0.To get a precise estimate for �0, we �rst replace (2.24) with the approximate equationL"�0 = 0. Then, in x2.3.1, we use boundary layer theory to construct �0 for "! 0. Theouter solution for �0 is clearly �0 � 1 (apart from a normalization constant). In x2.3.2we use (2.32) to estimate �0, and in x2.3.3 we compute �0 numerically.2.3.1 Asymptotics for Principal EigenfunctionIn the left boundary layer we let y = "�1x, �l(y) = �0("y), and we expand �l as�l(y) = 1 + �l0(y) + "�l1(y) + � � � : (2.33)Substituting (2.33) into L"�0 = 0, and using (2.12), we obtain that �l0 satis�es�00l0 � [f 0(�x0 + ul0)(1 + �l0)]0 = 0 ; 0 < y <1 ; �l0(0) = �1 ; �l0(1) = 0 : (2.34)Comparing (2.34) with (2.13), we conclude that �l0 = �@x0ul0. Therefore, we have�0l0(0) = �f 0(�x0) ; �l0(y) � (al0� 0ly � a0l0) e��ly ; as y !1 : (2.35)Here and in the formulae to be derived below, the primes on the constants al0, ar0, �land �r denote derivatives with respect to x0.



Chapter 2. Metastability in Upward Propagating Flame 34Similarly, in the right boundary layer we let y = "�1(1� x), �r(y) = �0(1 � "y), andwe expand �r as �r(y) = 1 + �r0(y) + "�r1(y) + � � � : (2.36)Substituting (2.36) and (2.17) into L"�0 = 0, we get to leading order that�00r0 + [f 0(1� x0 + ur0)(1 + �r0)]0 = 0 ; 0 < y <1 ; (2.37a)�r0(0) = �1 ; �r0(1) = 0 : (2.37b)Comparing (2.37) with (2.18), we have �r0 = �@x0ur0 .For similar reasons as outlined following (2.19) above, the expansions (2.33) and (2.36)hold only on the interval y = O("q), where �1=2 < q � 0. A composite expansion for�0, valid for x 2 [0; 1], is�0(x) = 1 + �l0("�1x) + �r0["�1(1 � x)] + � � � : (2.38)This asymptotic eigenfunction can then be suitably normalized.In the derivation below to estimate �0 we require certain formulae involving the ratios�0r0=u0r0 and �0l0=u0l0. The �rst identity is obtained by combining (2.13) and (2.34) to getddy  �0l0u0l0! = f 00(�x0 + ul0) (�l0 + 1) ; 0 < y <1 ; (2.39a)�0l0(0)u0l0(0) = f 0(�x0)f(�x0) ; �0l0(y)u0l0(y) = � 0ly � (al0�l)0al0�l + o(1) ; as y !1 : (2.39b)In a similar way, combining (2.18) and (2.37) we obtainddy  �0r0u0r0 ! = �f 00(1� x0 + ur0) (�r0 + 1) ; 0 < y <1 ; (2.40a)�0r0(0)u0r0(0) = f 0(1 � x0)f(1 � x0) ; �0r0(y)u0r0(y) = �0ry � (ar0�r)0ar0�r + o(1) ; as y !1 : (2.40b)



Chapter 2. Metastability in Upward Propagating Flame 352.3.2 Asymptotics for the Principal EigenvalueTo estimate �0 from (2.32) we choose the comparison function ~�0 = 1 and use (2.20) and(2.38) for ~u" and �0, respectively. Substituting (2.38) and ~�0 = 1 into (2.32) we get�0 (1; �0)! � (L"1; 1)! + (L"1; �l0)! + (L"1; �r0)! � �0r0(0)!(1) � �0l0(0)!(0) ; (2.41)where (u; v)! � R 10 uw! dx and ! = !(x) is de�ned in (2.26). From (2.23a), we calculateL"1 = f 00(~u") (1 � ~u"x) : (2.42)To evaluate the three integrals on the right side of (2.41) we break the range ofintegration for each integral into the three regions x 2 [0; "p], x 2 ["p; 1 � "p], andx 2 [1 � "p; 1]. Here the choice 1=2 < p < 1 gives an intermediate scaling between theouter and boundary layer regions and is needed to ensure that the leading order termsin the expansions for �0 and ~u" in the boundary layer regions are asymptotically valid(see the remark following (2.19) above). To determine which integrals are asymptoticallydominant we make the following observations: ! = O(1) for jx � x0j = O("); ! = t.s.t.for jx� x0j � O("); �l0 = t.s.t for x� O("p); �r0 = t.s.t for 1� x� O("p). From theseconsiderations, we can reduce (2.41) asymptotically to�0 (1; 1)! � �I1 � �0l0(0)!(0)� + �I2 � �0r0(0)!(1)�+ I3 ; (2.43)whereI1 � Z "p0 !(1 + �l0)L"1 dx ; I2 � Z 11�"p !(1 + �r0)L"1 dx ; I3 � Z 1�"p"p !L"1 dx : (2.44)We �rst estimate I1. Letting y = "�1x and using (2.20) and (2.42) we getI1 � � Z "p�10 !u0l0(y)f 00[�x0 + ul0(y)] (1 + �l0(y)) dy : (2.45)



Chapter 2. Metastability in Upward Propagating Flame 36As shown in (A.5) of the Appendix, !u0l0 is asymptotically constant on [0; "p�1]. Then,substituting (2.39a) into (2.45) we getI1 � �!(0)u0l0(0) Z "p�10 ddy  �0l0u0l0! dy � �!(0)u0l0(0) �0l0u0l0! ���"p�10 : (2.46)Therefore, using (2.39b), we obtainI1 � �0l0(0)!(0) � �!(0)u0l0(0) "� 0l"p�1 � (al0�l)0al0�l # : (2.47)The integral I2 can be estimated in a similar way by using (2.40) and (A.7) of theAppendix to deriveI2 � �0r0(0)!(1) � �!(1)u0r0(0) "� 0r"p�1 � (ar0�r)0ar0�r # : (2.48)Asymptotic formulae for !(0)u0l0(0) and !(1)u0r0(0) are given in (A.6) and (A.7) of theAppendix, respectively.Next we estimate I3. Using (2.42) and (2.20) we can decompose I3 asI3 � I3L + I3R ; I3L � � Z 1�"p"p !f 00(~u")ul0x dx ; I3R � � Z 1�"p"p !f 00(~u")ur0x dx : (2.49)For x 2 ["p; 1�"p] we have from (A.1) of the Appendix that !(x) = exp[�f(x� x0)="](1+t.s.t.). Thus, using the decay behavior (2.13b) for ul0 and ~u" � x� x0, I3L becomesI3L � "�1al0�l Z 1�"p"p f 00(x� x0)e�hl(x)=" dx ; hl(x) � �lx+ f(x� x0) ; (2.50)where �l = �f 0(�x0). Clearly hl(x) has a minimum on ["p; 1 � "p] at x = "p. Thus,for " ! 0, the dominant contribution to I3L arises from the region near x = "p. Letx = "p + s in I3L and expand hl(x) and f 00(x� x0) near x = "p to getI3L � "�1al0�le�f(�x0)=" Z 10 [f 00(�x0) + sf 000(�x0) + � � �]� exp �� 12"f 00(�x0) �s2 + 2"ps+ "2p�� ds : (2.51)



Chapter 2. Metastability in Upward Propagating Flame 37Then, using Laplace's method and the bound 1=2 < p < 1, we obtain as "! 0I3L � al0�le�f(�x0)=" "� �2"�1=2 [f 00(�x0)]1=2� "p�1f 00(�x0) + f 000(�x0)f 00(�x0) # : (2.52)A similar calculation, which we shall omit, can be used to calculate I3R as " ! 0. We�nd,I3R � ar0�re�f(1�x0)=" "� �2"�1=2 [f 00(1 � x0)]1=2 � "p�1f 00(1� x0)� f 000(1 � x0)f 00(1� x0) # : (2.53)Finally, we estimate (1; 1)! in (2.43). The dominant contribution to this integralarises from the region near x = x0. Assuming that f 00(0) > 0, we obtain upon using(A.1) of the Appendix and Laplace's method that(1; 1)! � Z 1�1 e�f(x�x0)=" dx � "1=2�0 (1 + "�1 + � � �) ; (2.54a)�0 =  2�f 00(0)!1=2 ; �1 =  � f 0000(0)8[f 00(0)]2 + 5[f 000(0)]224[f 00(0)]3! : (2.54b)To obtain our asymptotic estimate for �0 we substitute (2.47), (2.48), (2.49), (2.52),(2.53) and (2.54) into (2.43). This leads to the following result:Proposition 2.1 Let f(u) be smooth, convex, and satisfy f(0) = f 0(0) = 0 with f 00(0) >0. Then, for "! 0 and 0 < x0 < 1, the principal eigenvalue �0 for (2.24) satis�es�0 � [f 00(0)]1=22" �al0�le�f(�x0)=" hbl0 + "1=2bl1 + � � �i+ ar0�re�f(1�x0)=" hbr0 + "1=2br1 + � � �i� ; (2.55)where bl0 = [f 00(�x0)]1=2 ; bl1 = �2��1=2 "f 000(�x0)f 00(�x0) � (al0�l)0al0�l # ; (2.56a)br0 = [f 00(1 � x0)]1=2 ; br1 = ��2��1=2 "f 000(1 � x0)f 00(1� x0) � (ar0�r)0ar0�r # : (2.56b)



Chapter 2. Metastability in Upward Propagating Flame 38Here al0, �l, ar0, and �r, which depend on x0, are de�ned in (2.15) and (2.19). Theprimes on these coe�cients indicate di�erentiation with respect to x0.This estimate for �0 characterizes the ill-conditioning of the equilibrium problem(2.11). Since �0 > 0 it also indicates that the equilibrium solution is marginally unstable.2.3.3 Numerics for the Principal EigenvalueWe now verify (2.55) by comparing it with full numerical results for �0 computed from(2.24) for two choices of f(u) and for various values of x0 and ". Numerical methodsto compute eigenvalues include the software packages SLEDGE and SLEIGN, and theNAG library code SL02FM (cf. [10], [11], [83], [84]). Our approach to compute �0 is touse the boundary value ODE solver COLSYS [6] with a suitable initial guess.To numerically evaluate the operator L" in (2.24) we must �rst determine ~u" given in(2.20). In general, this requires us to numerically compute the boundary layer functionsul0 and ur0 satisfying (2.13) and (2.18) using COLSYS. Then, to compute �0 we re-write(2.24) as a �rst order system. Using �0 = 0 and (2.38) for �0 as initial guesses, we foundthat COLSYS readily converged to the principal eigenvalue for (2.24).Example 2.1: Let f(u) = u2=2, which corresponds to the ame{front problem (2.5).For this problem, we calculate from (2.15) and (2.19) that al0 = 2x0, �l = x0, ar0 =2(1 � x0), and �r = 1 � x0. Thus, (2.55) becomes�0 � "�1  x0 "x0 � �8"� �1=2# e�x20=2"+ (1� x0) "(1 � x0)� �8"� �1=2# e�(1�x0)2=2"! : (2.57)For this example, ul0(y;x0) and ur0(y;x0) can be found analytically asul0(y) = x0 � x0 tanh�x0y2 � ; ur0(y) = (1� x0) "tanh (1� x0)y2 � 1# : (2.58)



Chapter 2. Metastability in Upward Propagating Flame 39Thus, the composite expansion ~u", which is needed in (2.24), is obtained explicitly.Example 2.2: Here we choose the function f(u) = u � 2 + 4=(u + 2), which is noteven. A careful calculation from (2.15) and (2.19) yields�l = �1 + 4(2� x0)2 ; al0 = x0 exp �4(2 � x0)�2 log�4� x02 �� ; (2.59a)�r = 1� 4(3� x0)2 ; ar0 = (1� x0) exp �4(3 � x0)�2 log�5� x02 �� : (2.59b)Substituting (2.59) into (2.55) gives the asymptotic result for �0. For this example theboundary layer functions, and hence L", must be computed numerically." �0 (num.) �0 (2.57) 1-term rate1 �0 (2.57) 2-term rate20.004 0.2676�10�11 0.3351�10�11 0.252 0.2674�10�11 -6.13�10�40.006 0.5626�10�7 0.7465�10�7 0.327 0.5619�10�7 -1.23�10�30.008 0.7333�10�5 0.1023�10�4 0.395 0.7312�10�5 -2.88�10�30.010 0.1276�10�3 0.1863�10�3 0.461 0.1269�10�3 -5.57�10�30.012 0.8182�10�3 0.1247�10�2 0.524 0.8111�10�3 -8.70�10�3Table 2.1: Example 2.1: Comparison of asymptotic and numerical values for �0 withf(u) = u2=2 and x0 = 0:50 ." �0 (num.) �0 (2.57) 1-term rate1 �0 (2.57) 2-term rate20.002 0.2443�10�11 0.3068�10�11 0.256 0.2442�10�11 -3.52�10�40.003 0.4168�10�7 0.5548�10�7 0.331 0.4163�10�7 -1.31�10�30.004 0.4893�10�5 0.6854�10�5 0.401 0.4878�10�5 -3.08�10�30.006 0.4920�10�3 0.7526�10�3 0.530 0.4868�10�3 -1.05�10�20.008 0.4369�10�2 0.7244�10�2 0.658 0.4290�10�2 -1.81�10�20.010 0.1476�10�1 0.2680�10�1 0.815 0.1458�10�1 -1.22�10�2Table 2.2: Example 2.1: Comparison of asymptotic and numerical values for �0 withf(u) = u2=2 and x0 = 0:35 .In Table 2.1{2.4 we display the asymptotic and numerical results for �0 for each ofthe two examples. In each of these tables, the second column gives the numerical results



Chapter 2. Metastability in Upward Propagating Flame 40" �0 (num.) �0 (2.55) 1-term rate1 �0 (2.55) 2-term rate20.00325 0.3888�10�11 0.5267�10�11 0.354 0.3791�10�11 -2.49�10�20.00350 0.3210�10�10 0.4405�10�10 0.372 0.3124�10�10 -2.68�10�20.00400 0.9736�10�9 0.1371�10�8 0.408 0.9448�10�8 -2.96�10�20.00450 0.1358�10�7 0.1961�10�7 0.444 0.1314�10�7 -3.24�10�20.00500 0.1101�10�6 0.1629�10�6 0.480 0.1063�10�6 -3.45�10�20.00550 0.6026�10�6 0.9129�10�6 0.515 0.5798�10�6 -3.78�10�20.00600 0.2458�10�5 0.3809�10�5 0.549 0.2357�10�5 -4.11�10�2Table 2.3: Example 2.2: Comparison of asymptotic and numerical values for �0 withf(u) = u� 2 + 4=(u+ 2) and x0 = 0:40 ." �0 (num.) �0 (2.55) 1-term rate1 �0 (2.55) 2-term rate20.00225 0.4172�10�12 0.5519�10�12 0.323 0.4082�10�12 -2.16�10�20.00250 0.9997�10�11 0.1346�10�10 0.347 0.9769�10�11 -2.28�10�20.00300 0.1137�10�8 0.1584�10�8 0.393 0.1107�10�8 -2.64�10�20.00350 0.3239�10�7 0.4659�10�7 0.439 0.3145�10�7 -2.90�10�20.00425 0.1077�10�5 0.1621�10�5 0.506 0.1041�10�5 -3.34�10�20.00550 0.4114�10�4 0.6645�10�4 0.615 0.3937�10�4 -4.30�10�20.00650 0.2637�10�3 0.4489�10�3 0.702 0.2500�10�3 -5.20�10�2Table 2.4: Example 2.2: Comparison of asymptotic and numerical values for �0 withf(u) = u� 2 + 4=(u+ 2) and x0 = 0:35 .for �0, while the third and �fth columns show the asymptotic expansion (2.55) with oneterm and two terms in the pre-exponential factors, respectively. In the fourth and sixthcolumns we display the relative errorrate = �0(asy.)� �0(num.)�0(num.) : (2.60)Here �0(asy.) denotes the asymptotic result with either one or two terms in the pre-exponential factors.From these tables we observe that a two{term asymptotic expansion for the pre{exponential factor of �0 is certainly needed to obtain close quantitative agreement with



Chapter 2. Metastability in Upward Propagating Flame 41the numerical results for �0. A similar situation was found in [67] for some relatedproblems with exponentially small eigenvalues. From Tables 2.1 and 2.2 we �nd that,in most cases, the relative errors for the two{term expansion in most cases are below1 %, while they are only between 20 % and 70 % for the one{term expansion. Similarbehavior is observed in Tables 2.3 and 2.4 for the relative errors for Example 2.2.2.4 Derivation of the Metastable DynamicsWe now asymptotically evaluate the various terms in (2.30) to obtain an explicit ODEfor x0 = x0(t). The metastable dynamics for (2.10) is then given by u(x; t) � ~u"[x;x0(t)],where ~u" is de�ned in (2.7).Similar considerations as given following (2.42) above show that (2.30) reduces asymp-totically to �x00 (1; 1)! � I1 + I2 + I3 ; (2.61)where the Ij, for j = 1; 2; 3, are de�ned byI1 � Z "p0 !(1 + �l0)Rdx ; I2 � Z 11�"p !(1 + �r0)Rdx ; I3 � Z 1�"p"p !R dx : (2.62)Here R is de�ned in (2.23b) and 1=2 < p < 1 gives the intermediate scaling used in x2.3.We note that the boundary term "�0x!~u" ���10 in (2.30) can be neglected in comparison toeach Ij since it involves the product of the two exponentially small terms ! and ~u" atx = 0; 1. To calculate R we substitute (2.20) into (2.23b) and use (2.13a) and (2.18a) toget R � [f 0(�x0 + ul0)� f 0(~u")]ul0x + [f 0(1 � x0 + ur0)� f 0(~u")]ur0x : (2.63)The inner product (1; 1)! in (2.61) was calculated for "! 0 in (2.54).We �rst estimate I1. In the region 0 < x < "p we can approximate R by R ��f 00(�x0+ul0)xul0x. Substituting this expression into I1 and letting y = "�1x we obtain,



Chapter 2. Metastability in Upward Propagating Flame 42upon using (2.39a) and (A.5) of the Appendix, thatI1 � �" Z "p�10 !u0l0yf 00(�x0 + ul0) (1 + �l0) dy� �"!(0)u0l0(0) Z "p�10 y ddy  �0l0u0l0! dy : (2.64)Then, since �0l0 = �@x0u0l0 and u0l0 < 0 we can re-write (2.64) after integrating by partsas I1 � "!(0)u0l0(0)@x0 "y log(�u0l0) ���"p�10 � Z "p�10 log ��u0l0� dy# : (2.65)Recall from (2.13b) that u0l0 � �al0�le��ly as y ! 1. Since "p�1 ! 1 as " ! 0for 1=2 < p < 1 we can use this decay behavior to estimate log(�u0l0) at the upperendpoint y = "p�1. In addition, we can add and subtract the term log (al0�l)� �ly insidethe integrand in (2.65) so that the resulting integral converges when the upper limit ofintegration is set to in�nity. In this way, we obtain thatI1 � "!(0)u0l0(0) �� 0l2 "2p�2 + �l! : (2.66)Here � 0l � d�l=dx0 = f 00(�x0) from (2.15a), and �l = �l(x0) is de�ned by�l � � ddx0 �Z 10 hlog ��u0l0(y)�� log(al0�l) + �lyi dy� : (2.67)A very similar calculation can be done to estimate I2 in (2.62). In the region 1� "p <x < 1, we have R � �f 00(1 � x0 + ur0)(x � 1)ur0x in (2.62). Thus, upon using (A.7) ofthe Appendix and (2.40a), I2 becomesI2 � �" Z "p�10 !u0r0yf 00(1 � x0 + ur0) (1 + �r0) dy� " !(1)u0r0(0) Z "p�10 y ddy  �0r0u0r0! dy : (2.68)Then, since �0r0 = �@x0u0r0 and u0r0 > 0 we can re-write (2.68) after integrating by partsas I2 � �"!(1)u0r0(0)@x0 "y log(u0r0) ���"p�10 � Z "p�10 log �u0r0� dy# : (2.69)



Chapter 2. Metastability in Upward Propagating Flame 43Finally, using u0r0 � ar0�re��ry as y ! 1 in (2.69) we obtain, in analogy with (2.66),that I2 � �"!(1)u0r0(0) �� 0r2 "2p�2 + �r! : (2.70)Here � 0r � �f 00(1� x0) and �r is de�ned by�r � � ddx0 �Z 10 hlog �u0r0(y)�� log(ar0�r) + �ryi dy� : (2.71)Next we estimate I3 in (2.62). Using (2.63) we �rst decompose I3 as I3 � I3L + I3R,where I3L � Z 1�"p"p !ul0x [f 0(�x0 + ul0)� f 0(~u")] dx ; (2.72a)I3R � Z 1�"p"p !ur0x [f 0(1� x0 + ur0)� f 0(~u")] dx : (2.72b)The dominant contribution to I3L arises from the region near x = "p. To calculate I3Lwe use (A.1) of the Appendix to estimate !, (2.13b) to evaluate ul0x, and we expandf 0(�x0 + ul0)� f 0(~u") for x! 0. This yields,I3L � "�1al0�l Z 1�"p"p  xf 00(�x0) + x22 f 000(�x0) + � � �! e�hl(x)=" dx ; (2.73)where hl(x) � �lx+f(x�x0) . It is clear that hl(x) is minimized on ["p; 1�"p] at x = "p.Therefore, we can use Laplace's method to evaluate (2.73) by expanding hl(x) as x! 0.In this way, we obtain for "! 0 thatI3L � al0�le�f(�x0)="  1 � "2p�12 f 00(�x0) + � � �! : (2.74)A similar calculation, which we shall omit, can be done to calculate I3R as "! 0, withthe result I3R � �ar0�re�f(1�x0)="  1 � "2p�12 f 00(1� x0) + � � �! : (2.75)Then, I3 in (2.62) is given by I3 � I3L + I3R.



Chapter 2. Metastability in Upward Propagating Flame 44Finally, an explicit ODE for x0 = x0(t) is obtained by substituting (2.54), (2.66),(2.70), (2.74) and (2.75) into (2.61). The formulae (A.6) and (A.7) of the Appendix areused to evaluate !(0)u0l0(0) and !(1)u0r0(0), respectively. This leads to our main result.Proposition 2.2 (Metastable Dynamics): Let f(u) be smooth, convex, and satisfyf(0) = f 0(0) = 0 with f 00(0) > 0. Then, for " ! 0 and t � 1, the metastable dynamicsfor (2.10) is given by u(x; t) � ~u"[x;x0(t)], where ~u" is given in (2.20) and x0(t) satis�esthe asymptotic nonlinear ODEx00 � "�1=2��10 (1 + "�1)�1 har0�r (1 + "�r) e�f(1�x0)=" � al0�l (1� "�l) e�f(�x0)="i : (2.76)The coe�cients al0, �l, ar0, �r, �l and �r, which all depend on x0, are de�ned in (2.15),(2.19), (2.67) and (2.71). In addition, �0 and �1 are given in (2.54b).The following equilibrium result is obtained by setting x00 = 0 in (2.76):Corollary 2.1 (Equilibrium): The (unstable) equilibrium solution to (2.10) of theform given in (2.7) is u � ~u"[x;xm0 ], where xm0 satis�es the nonlinear algebraic equationar0�r (1 + "�r) e�f(1�x0)=" � al0�l (1� "�l) e�f(�x0)=" : (2.77)The special case f(u) = u2=2 corresponds to the ame{front problem (2.4) (or equiv-alently (2.5)). For this special case, al0 = 2x0, �l = x0, ar0 = 2(1 � x0) and �r = 1 � x0.In addition, since ul0 and ur0 are given analytically in (2.58), we can calculate �l and �rexplicitly as�r = 2 ddx0 �Z 10 log h1 + e�(1�x0)yi dy� = �26(1 � x0)2 ; �l = � �26x20 : (2.78)In addition, when f(u) = u2=2, we have �0 = (2�)1=2 and �1 = 0. Substituting theseformulae into (2.76) yields the following explicit metastability result for (2.4) (or (2.5):



Chapter 2. Metastability in Upward Propagating Flame 45Corollary 2.2 (Metastable Flame{Front Dynamics): For " ! 0 and t � 1, thetip x0 = x0(t) of the metastable parabolic{shaped ame{front interface for (2.4) satis�esthe asymptotic nonlinear ODEx00 � s 2�" " (1 � x0)2 + �2"3 ! e�(1�x0)2=2" � (x20 + �2"3 )e�x20=2"# : (2.79)Some trends can be observed from these results. Let x00 � x0(0) denote the initialcondition for (2.76). Then, since for x00 < xm0 (x00 > xm0 ) we have x00 < 0 (x00 > 0) from(2.76), it follows that x0(t) will not approach xm0 as t !1, but instead will eventuallyhit the wall at x = 0 (x = 1). In addition, when O(") � x0 � 1 � O("), (2.76) showsthat x00 is exponentially small and hence the motion is metastable. It is also clear thatunless x00 is within an O(") neighborhood of xm0 only one of the exponentials on the rightside of (2.76) is signi�cant for "! 0. Finally, in the case when f(u) is even, it is easy tosee from the de�nitions of the coe�cients in (2.77) that �l = ��r, al0 = ar0 and �l = �r.Hence, in this case we have xm0 = 1=2 as expected.2.5 Comparison of Asymptotic and Numerical ResultsWe now compare the asymptotic results (2.76), (2.77) and (2.79) with corresponding fullnumerical results computed directly from (2.5), (2.10) and (2.11) using the TMOL inx1.3.The metastability results (2.76) and (2.79) are valid only after the completion ofan O(1) transient period that describes the formation of the quasi{equilibrium solution(2.20) from initial data. As discussed in x2.1, a metastable quasi{equilibrium solutionwill not be formed for arbitrary initial data u0(x). A su�cient condition on u0(x) formetastability to occur is given in (2.6). To eliminate the e�ect of the initial transient,in the computations below we took u(x; 0) = ~u"[x;x00] as the initial data for (2.10) and(2.5). Here ~u" is the quasi{equilibrium pro�le given in (2.20) and x00 2 (0; 1) is the initial



Chapter 2. Metastability in Upward Propagating Flame 46zero of u. The value x00 is then used as the initial condition for the asymptotic ODE's(2.76) and (2.79) (i. e. x0(0) = x00). With this initial condition, these ODE's are solvedfor t = t(x0) using a numerical quadrature.Asymptotic and numerical results for t = t(x0) are compared for f(u) = u2=2 and forthe asymmetric f(u) of Example 2.2 in x2.3.3 given byf(u) = u� 2 + 4u+ 2 : (2.80)For this latter form of f(u), explicit formulas for �l, al0, �r, and ar0 are given in (2.59).However, the functions �l(x0) and �r(x0) in (2.76) are calculated from a numerical quadra-ture after �rst using COLSYS to solve for the boundary layer functions u0l0 and u0r0. Forthe f(u) of (2.80) we have �0 = (2�)1=2 and �1 = 3=32 in (2.76).x0 t(num.) t(asy.)0.3999125 0.196752251 �105 0.192198642 �1050.3972259 0.554179455 �106 0.541388563 �1060.3943236 0.997547019 �106 0.974550456 �1060.3829263 0.197541881 �107 0.193020273 �1070.3636165 0.235602159 �107 0.230237584 �1070.3094434 0.245565007 �107 0.240006441 �1070.2514594 0.245728124 �107 0.240171229 �1070.2005907 0.245732411 �107 0.240176186 �1070.1122723 0.245732918 �107 0.240176776 �107Table 2.5: A comparison of the asymptotic and numerical results for the tip t = t(x0) ofthe ame{front for (2.5) with " = 0:004 and x00 = 0:4 .For f(u) = u2=2, in Table 2.5 and 2.6, we compare the asymptotic and numericalresults for the tip t = t(x0) of the ame{front interface for " = 0:004 and " = 0:002,respectively. The initial tip location of the interface was x00 = 0:4 for " = 0:004 andx00 = 0:3 for " = 0:002. The asymptotic and numerical results for the elapsed time agreeto roughly within 2% for each of these examples. In Figure 2.7 we plot, at di�erent times,



Chapter 2. Metastability in Upward Propagating Flame 47x0 t(num.) t(asy.)0.2996765 0.110811891 �107 0.108295000 �1070.2958542 0.109730472 �108 0.107247855 �1080.2907243 0.180669282 �108 0.176594370 �1080.2875337 0.205054498 �108 0.200430705 �1080.2704028 0.245669157 �108 0.240128133 �1080.2500379 0.250251570 �108 0.244610251 �1080.2306506 0.250644804 �108 0.244996311 �1080.1811032 0.250699164 �108 0.245050448 �1080.0903085 0.250699778 �108 0.245051150 �108Table 2.6: A comparison of the asymptotic and numerical results for the tip t = t(x0) ofthe ame{front for (2.5) with " = 0:002 and x00 = 0:3 .the numerical solution to (2.5) for " = 0:002 with the initial data u(x; 0) = ~u"(x;x00),where x00 = 0:3. In Figure 2.8 we compare the asymptotic and numerical tip trajectoriest = t(x0) for di�erent initial conditions x00 when " = 0:005. A logarithmic (base 10)scale is used for the vertical axis and the horizontal axis represents the parabolic tiplocation x0. On this logarithmic scale, the asymptotic and numerical results are virtuallyindistinguishable.For the asymmetric f(u) of (2.80), in Tables 2.7 and 2.8 we give a similar comparisonbetween the asymptotic and numerical results for t = t(x0) for " = 0:004 and " = 0:003,respectively. The initial zeroes x00 of u are given in the captions of these Tables. Forboth values of " , the agreement between the asymptotic and numerical results is slightlycloser than that for the case f(u) = u2=2. For the f(u) in (2.80), in Figure 2.9 we plotthe numerical solution to (2.10) at di�erent times when " = 0:004. In Figure 2.10 wecompare some asymptotic and numerical trajectories for t = t(x0) for di�erent initialconditions x00 when " = 0:006.For the asymmetric f(u) of (2.80), we now verify the asymptotic result (2.77) for theequilibrium location x0 = xm0 corresponding to the equilibrium solution u � ~u"(x;xm0 ).



Chapter 2. Metastability in Upward Propagating Flame 48x0 t(num.) t(asy.)0.3999931 0.131068167 �106 0.133057866 �1060.3999216 0.149606553 �107 0.151644288 �1070.3983913 0.277759851 �108 0.281609517 �1080.3904987 0.103529490 �109 0.105057930 �1090.3750825 0.140377491 �109 0.142599219 �1090.3202282 0.146999074 �109 0.149374926 �1090.2574865 0.147019482 �109 0.149396440 �1090.2020624 0.147019608 �109 0.149396594 �1090.0898295 0.147019614 �109 0.149396603 �109Table 2.7: A comparison of the asymptotic and numerical results for t = t(x0) for theasymmetric f(u) of (2.80) with " = 0:004 and x00 = 0:4 .In Table 2.9 we compare asymptotic and numerical results for xm0 at di�erent values of". The asymptotic result for xm0 was computed from (2.77) using Newton's method. Thenumerical value for xm0 was computed from (2.11) using COLSYS (cf. [6]). These fullnumerical equilibrium solutions are plotted versus x for various " in Figure 2.11 for theasymmetric f(u) of (2.80) as well as f(u) = u2=2 . As expected, the asymptotic resultsprovide a closer determination of the corresponding numerical result as " is decreased.Finally, we show how to recover the solution y(x; t) to (2.4) from u(x; t). Sinceu = �yx, we have y(x; t) = h(t)� Z x0 u(s; t) ds ; (2.81)where h(t) is to be found. To determine h(t), we substitute (2.81) into (2.4a) to deriveh0(t) = �"ux(0) + Z 10 Z x0 u(s; t) ds dx : (2.82)Since (2.4a) is invariant under a constant shift in y, we can take h(0) = 0. Therefore,h(t) = Z t0 ��"ux(0) + Z 10 Z x0 u(s; t) ds dx� dt : (2.83)To determine h(t) during the metastable evolution we substitute u(x; t) � ~u"[x;x0(t)]into (2.81) and (2.83). Here ~u" is given by (2.7), where ul0 and ur0 are given in (2.58).



Chapter 2. Metastability in Upward Propagating Flame 49x0 t(num.) t(asy.)0.3499993 0.112330078 �105 0.111349461 �1050.3499269 0.132980269 �107 0.134879406 �1070.3493105 0.120121899 �108 0.121708663 �1080.3476808 0.359540384 �108 0.364335772 �1080.3380873 0.102874830 �109 0.104310107 �1090.3005508 0.126006321 �109 0.127873597 �1090.2503833 0.126203956 �109 0.128078207 �1090.2012807 0.126205089 �109 0.128079463 �1090.0884271 0.126205114 �109 0.128079498 �109Table 2.8: A comparison of the asymptotic and numerical results for t = t(x0) for theasymmetric f(u) of (2.80) with " = 0:003 and x00 = 0:35 .This yields, y(x; t) = h(t)� �12x2 � x0x+ 2" log 2 � 2" log(1 + e�x0x=")+2" hlog(1 + e�(1�x0)=")� log(1 + e�(1�x0)(1�x)=")io ; (2.84a)where h(t) is de�ned byh(t) = Z t0 (� �2"26x0(1 � x0) + "(log 4 � 1) + 12x20 � 12x0 + 16 + 2" log(1 + e�(1�x0)=")+12(1� x0)2 �1� tanh2 1 � x02" �� 2"2 "g(1 + e�x0=")x0 + g(1 + e�(1�x0)=")1 � x0 #) dt� Z t0 (� �2"26x0(1 � x0) + "(log 4 � 1) + 12x20 � 12x0 + 16) dt : (2.84b)Here g(x) is the Dilogarithm function de�ned by g(x) = R x0 log t1�t dt, which satis�es g(x) �1� x as x! 1. To determine y(x; t) during the metastable evolution we solve the ODE(2.79) numerically and obtain h(t) from a numerical quadrature. Equation (2.84a) thenyields y(x; t).In Figure 2.2 and Figure 2.12 we plot the metastable solution y(x; t) versus x with" = 0:0115 and " = 0:006, respectively, at several values of t. For the example in



Chapter 2. Metastability in Upward Propagating Flame 50
t=0           

t=.250251570e8

t=.250696615e8

t=.250699782e8

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

x

u(
x,

t)

Figure 2.7: Plot of the numerical solution to (2.5) at di�erent times. Here " = 0:002 andx00 = 0:3 .Figure 2.2 it takes a time t � 117:1 for the tip of the parabola to move from its initialposition x00 = 0:45 to its �nal equilibrium state at x0 = 0. The height h(t) of the parabolaincreases by roughly 5:86 during this evolution. A similar observation was observed inthe numerical computations of [77] (see Figure 3 of [77]). When " is decreased, theheight h(t) can increase dramatically as shown in Figure 2.12. This can be explainedfrom (2.84b) since for "! 0h(t) � Z t0 �12x20 � 12x0 + 16� dt � 124t : (2.85)
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Figure 2.9: Plot of the numerical solution to (2.10) with the asymmetric f(u) of (2.80)at di�erent times. Here " = 0:004, and x00 = 0:4 .
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Chapter 3Metastability in Slowly Varying Geometry Problems3.1 Convection-Di�usion-Reaction Equations in Thin DomainsIn this chapter, we study two singularly perturbed evolution equations exhibiting meta-stable dynamics in a weakly inhomogeneous medium. The �rst problem we consider isthe following generalized Ginzburg-Landau equation, which models the slow propagationof an internal layer in a thin channelut = "2A (Aux)x +Q(u) ; 0 < x < 1 ; t > 0 ; (3.1a)ux(0; t) = ux(1; t) = 0 ; u(x; 0) = u0(x) : (3.1b)Here " > 0 is a small parameter and A = A(x; ") > 0 is the local cross-sectional areaof the channel, which is speci�ed below. In addition, Q(u) is a smooth function withexactly three zeroes on the interval [s�; s+] located at u = s� < 0, u = 0 and u = s+ > 0.Introducing the double-well potential V (u) by V (u) � � R us� Q(�) d�, we assume thatQ0(s�) < 0 ; Q0(0) > 0 ; V (s+) = 0 : (3.2)A typical example is Q(u) = 2(u� u3) for which s� = �1 and V (u) = 12(1� u2)2.The motivation for studying (1:1) is related to the problem of determining the con-ditions for the existence of stable spatially inhomogeneous steady-state solutions to theGinzburg-Landau equationut =4u+Q(u) ; x 2 D ; @nu = 0 ; x 2 @D : (3.3)55



Chapter 3. Metastability in Slowly Varying Geometry Problems 56Here D is a bounded domain in RN and @n denotes the outward normal derivative to@D. In a convex domain it is well-known that (3.3) does not admit a stable spatiallyinhomogeneous steady-state solution (cf. [28], [73]). However, this non-existence resultdoes not hold for non-convex domains (cf. [45], [57], [73]). In Appendix B we show how(3.1) arises from an asymptotic reduction of (3.3) when D is a thin, axially symmetricdomain as shown in Fig. 3.1. In this context, x represents the direction along the axis ofthe channel and A represents the local cross-sectional area of the channel. When A � 1,which yields a constant channel cross-section, it is well-known that the propagation ofan internal layer for (3.1) is exponentially slow as " ! 0 (i. e. metastable) and that astable spatially inhomogeneous solution for (3.1) does not exist (see [26], [39], [62], [109]).When A � 1, the metastability is a consequence of an exponentially small eigenvalue forthe linearization of (3.1) around an internal layer solution.This exponential ill-conditioning suggests that the dynamics of an internal layer so-lution for (3.1) will depend very sensitively on the channel cross-section A, when A isslightly o�set from the uniform value A � 1. In particular, exponentially small changesin A�1 should inuence the dynamics greatly. Therefore, in x3.2 we study (3.1) as "! 0for an A(x; ") of the form A(x; ") = 1 + "�g(x)e�"�1d : (3.4)Here � and d > 0 are constants and g(x) is smooth. If g00(x) < 0 then D is convex andwe expect that (3.1) will have no stable spatially inhomogeneous equilibrium solutions.When g00(x) > 0 and 0 < d < dc, where dc is some constant, we show in x3.2 that(3.1) can have a stable spatially inhomogeneous equilibrium internal layer solution wherethe internal layer is located at a zero of g0(x). This phenomenon in which an internallayer or other localized structure is stabilized by a weakly inhomogeneous medium iscalled pinning. The e�ect of pinning of other localized structures such as vortices in
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Figure 3.1: A cylinder of revolution with cross-section described in dimensional variablesby R = R0F (X=L) .superconductivity has been studied in [29], [70]. When g00(x) > 0 and d = dc, we showin x3.2 that the internal layer can be pinned at other locations in the interval [0; 1]. Inx3.2.1 we provide an asymptotic estimate for the principal eigenvalue �0 associated withthe linearization of (3.8). In x3.2.2 we use the projection method to derive a di�erentialequation for the location x0(t) of the internal layer, and we determine its limiting behavioras t!1. Finally, in x3.2.3 we compare our asymptotic results with corresponding resultsobtained from a full numerical solution of (3.1).The second problem we consider is the nonlinear convection-di�usion equationut + [f(u)]x � c(x; ")h(u) = "uxx ; 0 < x < 1 ; t > 0 ; (3.5a)u(0) = �� ; u(1) = �+ ; u(x; 0) = u0(x) : (3.5b)



Chapter 3. Metastability in Slowly Varying Geometry Problems 58Here 0 < "� 1, �� > 0 and �+ < 0 are constants, and h(u) and f(u) are smooth. Theux function f(u) is assumed to be convex and satis�esf(�+) = f(��) ; f(0) = f 0(0) = 0 ; uf 0(u) > 0 for u 6= 0 : (3.6)The function c(x; ") is chosen to bec(x; ") = �"�g0(x)e�"�1d : (3.7)Here � and d > 0 are constants and g(x) is smooth.A primary motivation for studying (3.5)-(3.7) is that for the special case when h(u) =u and f(u) = u2=2, this problem models transonic gas ow in a nozzle of cross-sectionalarea A(x; ") given by c(x; ") = �Ax(x; ")=A(x; ") (cf. [53], [51], [71], [94]). Hence, for"� 1, the cross-sectional area A(x; ") can be taken precisely as in (3.4). In this context,the nozzle is said to be divergent if g0(x) > 0 for all x, convergent if g0(x) < 0 for all x, andconvergent-divergent if g0(x) has no de�nite sign. For Burgers equation (f(u) = u2=2)in a straight channel where g(x) � 0 , it was shown in [61], [64] and [87] that thereexists a unique and stable equilibrium shock layer solution centered at x0 = 12 . It wasalso shown that for the corresponding time-dependent problem, a viscous shock, whichgets formed from the initial data, tends toward the steady-state solution only over anasymptotically exponentially long time interval as " ! 0 . This metastable behaviorarises from the occurrence of an asymptotically exponentially small principal eigenvaluefor the linearization of Burgers equation around the viscous shock solution. In view ofthis exponential ill-conditioning of Burgers equation, we expect that shock-layer solutionscan be signi�cantly altered by perturbing the di�erential operator by exponentially smallterms. The e�ect of such spatially homogeneous perturbations were considered in [64].Our primary goal in x3.3 is to study the pinning e�ect induced by the spatiallyinhomogeneous term c(x; ") in (3.5). In particular, we analyze the existence, stability



Chapter 3. Metastability in Slowly Varying Geometry Problems 59and dynamics of equilibrium and time-dependent shock-layer solutions to (3.5). In x3.3.1we obtain an asymptotic estimate for the principal eigenvalue �0 associated with thelinearization of (3.5) around a shock-layer pro�le. In x3.3.2 we use the projection methodof [110] to derive a di�erential equation for the location x0(t) of the shock-layer trajectory.We then analyze the equilibrium solutions of this di�erential equation and determinetheir stability properties. In x3.3.3 we illustrate the results for certain forms of g(x)when h(u) = u and f(u) = u2=2, modeling transonic nozzle ow, and we compare ourasymptotic results with corresponding numerical results. Our results show that, undercertain assumptions, there can exist stable steady-state shock-layer solutions along aconvergent nozzle or in the convergent part of a convergent-divergent nozzle. In contrast,it was shown using a nonlinear stability analysis in [34] that when c(x; ") is independent of" and when the di�usive term "uxx in (3.5) is absent, the corresponding inviscid problemdoes not admit stable shock waves in these nozzles.3.2 A Generalized Ginzburg-Landau EquationWe now study (3.1) in the limit " ! 0 with A(x; ") as given in (3.4). A one-layermetastable pattern for (3.1) can be approximated byu(x; t) � uc h"�1(x� x0(t))i ; (3.8)where uc(z) is the heteroclinic orbit that connects s+ and s�, which satis�esu00c (z) +Q(uc) = 0 ; �1 < z <1 ; uc(0) = 0 ; (3.9a)uc(z) � s� + a�e��z ; as z ! �1 ; uc(z) � s+ � a+e��+z ; as z !1 : (3.9b)Here the positive constants �� and a� are de�ned by�� = [�Q0(s�)]12 ; log a� = log(�s�) + Z s�0 " ���[2V (s)] 12 + 1s� s�# ds : (3.10)



Chapter 3. Metastability in Slowly Varying Geometry Problems 60We now look for a solution to (3.1) for t� 1 in the formu(x; t) = uc h"�1(x� x0(t))i+ w(x; t) ; (3.11)where w� uc and wt � @tuc . The trajectory x0 = x0(t) gives the approximate locationof the zero of u(x; t) during the metastable evolution. Substituting (3.11) into (3.1), andusing (3.9), we obtain that w satis�es the quasi-steady problemL"w = A ��"�1x00u0c(z)� "AxA u0c� ; 0 < x < 1 ; (3.12a)wx(0; t) = ux(0; t)� @xucjx=0 � �"�1a���e�"�1��x0 ; (3.12b)wx(1; t) = ux(1; t)� @xucjx=1 � �"�1a+�+e�"�1�+(1�x0) ; (3.12c)where z = "�1[x� x0(t)]. Here A is given in (3.4) and the operator L" is de�ned byL"w = "2 (Awx)x +AQ0(uc)w : (3.13)3.2.1 The Eigenvalue AnalysisFor a �xed x0 2 (0; 1), we now study the eigenvalue problemL"� = �� ; 0 < x < 1 ; (3.14a)�x(0) = �x(1) = 0 ; (�; �) = 1 : (3.14b)Here (u; v) � R 10 uvdx . For this eigenproblem, the eigenvalues �j for j � 0 are real andthe principal eigenvalue �0 is exponentially small as " ! 0 . To estimate �0 and thecorresponding eigenfunction �0 we use the trial function ~�0 � u0c["�1(x � x0)]. Then,upon integrating by parts, we derive�0 ��0; ~�0� = ��0; L" ~�0�� "2A�0 ~�0xj10 : (3.15)Using (3.4) and (3.12) we estimateL" ~�0 = "�+2g0(x)e�"�1d ~�0x : (3.16)



Chapter 3. Metastability in Slowly Varying Geometry Problems 61Since L" ~�0 is exponentially small and ~�0 is of one sign, we have that �0 � N0 ~�0 awayfrom O(") regions near the endpoints at x = 0 and x = 1 , where N0 is a normalizationconstant. However, this approximate form for �0 does not satisfy the homogeneousboundary conditions in (3.14b) and so we cannot use it to calculate �0(0) and �0(1).Instead, these quantities are calculated after constructing boundary layer pro�les for �0near each endpoint.Since A is exponentially close to 1 , the boundary layer analysis given in [109] for thecase A � 1 can be used to calculate�0(0) � 2N0a���e�"�1��x0 ; �0(1) � 2N0a+�+e�"�1�+(1�x0) : (3.17)Then, since the dominant contribution to the inner product integrals arises from theregion near x = x0, the left side of (3.15) is estimated as��0; ~�0� � N0 �~�0; ~�0� � "�0N0 ; �0 � Z 1�1 hu0c(z)i2 dz = Z s+s� [2V (u)]1=2 du : (3.18)Next, we use (3.16) to estimate��0; L" ~�0� � N0 �~�0; L" ~�0� � N0"�+2e�"�1d Z 1�1 u0c(z)g0(x0 + "z)u00c(z) dz : (3.19)By using a Taylor series expansion for g0(x0 + "z) we get��0; L" ~�0� � �N0"�+2e�"�1d 1Xk=0 "kg(k+1)(x0)k ; (3.20)where the coe�cients k are de�ned byk � � 1k! Z 1�1 u0c(z)u00c (z)zk dz ; k = 0; 1; : : : : (3.21)The �rst two coe�cients are readily calculated to be0 = 0 ; 1 = �0=2 : (3.22)Moreover, if uc(z) is an even function then 2k = 0 . Finally, substituting (3.17){(3.20)into (3.15), we obtain the following key estimate for �0 :



Chapter 3. Metastability in Slowly Varying Geometry Problems 62Proposition 3.1 (Exponentially Small Eigenvalue): For " ! 0, the exponentiallysmall eigenvalue of (3.14) satis�es�0 = �0(x0) � 2��10 na2+�3+e�2"�1�+(1�x0) + a2��3�e�2"�1��x0o���10 "�+1e�"�1d 1Xk=1 "kg(k+1)(x0)k : (3.23)Here ��, a� are de�ned in (3.10), �0 is de�ned in (3.18), and k is de�ned in (3.21).3.2.2 The Metastabilty AnalysisWe now derive a di�erential equation for the location x0 = x0(t) of the internal layertrajectory. We �rst expand the solution w to (3.12) in terms of the eigenfunctions �j of(3.14) as w(x; t) = 1Xj=0 cj(t)�j �j(x) : (3.24)The coe�cients cj, which are found by integrating by parts, arecj = �"�1 �Ax00u0c; �j�� " �Axu0c; �j�� "2Awx�jj10 ; j = 0; 1; : : : : (3.25)Since �0 ! 0 as "! 0 , a necessary condition for the solvability of (3.12) is that c0 ! 0as " ! 0 . Setting c0 = 0 in (3.25), we obtain the asymptotic di�erential equation forx0 = x0(t) "�1x00 �Au0c; �0� � �" �Axu0c; �0�� "2�0Awxj10 : (3.26)To obtain an explicit di�erential equation for x0(t) we must evaluate the inner productintegrals and the boundary terms in (3.26). The dominant contributions to the innerproduct integrals arise from the region near x = x0.First, the boundary terms in (3.26) can be calculated asymptotically from (3.12) and(3.17) as "2A�0wxj10 � 2N0" ��a2+�2+e�2"�1�+(1�x0) + a2��2�e�2"�1��x0� : (3.27)



Chapter 3. Metastability in Slowly Varying Geometry Problems 63Now to evaluate �Axu0c; �0� we use (3.4) and �0 � N0u0c to get�Axu0c; �0� � N0"�+1e�"�1d Z 1�1 g0(x0 + "z)[u0c(z)]2 dz : (3.28)By using a Taylor series expansion of g(x0 + "z) we obtain�Axu0c; �0� � N0"�+1e�"�1d 1Xk=0 "kg(k+1)(x0)�k ; (3.29)where the coe�cients �k are de�ned by�k = 1k! Z 1�1[u0s(z)]2zk dz ; k = 0; 1; : : : : (3.30)Upon integrating by parts, we can show that �k = 2k+1 for k � 0, where k is de�nedin (3.21). Next, for "! 0 , we estimate the left side of (3.26) to get"�1x00 �Au0c; �0� � N0�0x00 : (3.31)Finally, substituting (3.27), (3.29) and (3.31) into (3.26) we obtain our main resultfor the metastable dynamics associated with the generalized Ginzburg-Landau equation(3.1):Proposition 3.2 (Metastable Dynamics): For " ! 0 and t � 1, a one-layermetastable pattern for (3.1) is represented by u(x; t) � uc ["�1(x� x0(t))], where theinternal layer trajectory x0(t) satis�es the asymptotic di�erential equationx00 � h(x0) � 2"��10 ha2+�2+e�2"�1�+(1�x0) � a2��2�e�2"�1��x0i�"�+2e�"�1d��10 1Xk=0 "k�kg(k+1)(x0) : (3.32)Here ��, a� are de�ned in (3.10), �k for k � 0 is de�ned in (3.30), and uc(z) is de�nedin (3.9).The following equilibrium result is obtained by setting x00 = 0 in (3.32):



Chapter 3. Metastability in Slowly Varying Geometry Problems 64Corollary 3.1 (Equilibrium): For " ! 0 an equilibrium solution U(x; ") to (3.1)corresponding to a one-layer pattern is given by U(x; ") � uc ["�1(x� xm0 )], where uc(z)is de�ned in (3.9) and xm0 satis�es the nonlinear algebraic equation h(x0) = 0 , i.e.,a2+�2+e�2"�1�+(1�x0) � a2��2�e�2"�1��x0 = 12"�+1e�"�1d 1Xk=0 "k�kg(k+1)(x0) : (3.33)We now discuss the behavior of the equilibrium solutions for x0(t) . We �rst observethat in (3.32), h(0) < 0 and h(1) > 0 for " ! 0 . Thus, there exists at least oneequilibrium value xm0 for x0(t) . The existence of any other equilibrium value for x0depends on the constants d and � and the function g0(x) . For example, when d >0 is su�ciently large, the terms in (3.33) proportional to e�"�1d are insigni�cant andconsequently, the equilibrium value for x0 is given uniquely byxm0 � �+�� + �+ � "�� + �+ log "a+�+a��� # : (3.34)Alternatively, when d > 0 is su�ciently small, the right side of (3.33) dominates the leftside of (3.33) and, consequently, for "! 0, (3.33) has a root xm0 near each zero of g0(x).As shown in the examples below, when d is near some critical value so that the rightand left sides of (3.33) balance as "! 0, we can have equilibrium internal layer solutionscentered at di�erent points on the interval [0; 1].Although the only stable equilibrium solutions to (3.3) in a convex domain are con-stants, the generalized G-L equation (3.1) may admit stable spatially dependent equi-librium solution with an internal layer structure. Let xm0 satisfy h(xm0 )=0 . Then, since�k = 2k+1 , as seen by comparing (3.21) and (3.30), we can show that h0(xm0 ) = 2�0(xm0 ) ,where �0 is given in (3.23). This shows that the decay rate for the di�erential equation(3.32) associated with in�nitesimal perturbations about xm0 is 2�m0 , where �m0 � �0(xm0 ) .This leads to the following criterion for the stability of the equilibrium internal layer so-lutions:



Chapter 3. Metastability in Slowly Varying Geometry Problems 65Corollary 3.2 (Stability of Equilibrium): Let xm0 satisfy h(xm0 ) = 0 . Then theequilibrium solution to (3.1) has the form U � uc["�1(x� xm0 )] and is stable (unstable)if �0(xm0 ) < 0 (�0(xm0 ) > 0) . Here uc(z) , �0(x0) and h(x0) are given in (3.9) , (3.23)and (3.32).Using this corollary, it follows that an equilibrium solution with an internal layerlocated at x0 = xm0 is unstable when g00(xm0 ) < 0 . Since g00(x) < 0 corresponds toa convex domain in higher dimensions, this result re-states the conclusion in [28] and[73] concerning the instability of non-constant steady-state solutions to (1:3) in convexdomains. However, when g00(xm0 ) > 0 , then �m0 can be negative for certain choices of� and d , resulting in a stable internal layer solution centered at xm0 . The key point toconstruct a stable equilibrium solution is to guarantee that (3.32) has multiple equilibriacorresponding to simple zeroes of h(x0). Then, we must have exactly one stable equilib-rium of (3.32) between every two consecutive unstable equilibria. We will see from theexamples below that this can be realized by selecting the cross-sectional pro�le A(x; ")(i. e. g(x)) appropriately.3.2.3 Comparison of Asymptotic and Numerical ResultsWe now compare the asymptotic results obtained above with the corresponding fullnumerical results computed directly from (3.1). We also show the existence of stableequilibrium solutions with an internal layer structure to the generalized G-L equation(3.1).In all of the calculations below, we have taken Q(u) = 2(u � u3) , for which a+ =a� = 2 , �+ = �� = 2 and us(z) = tanh(z) . In addition, we calculate that �0 = 4=3 ,1 = 2=3 , 3 = (�2 � 6)=36 and 2k = 0 for k � 0 . Thus, (3.23) becomes�0 = �0(x0) � 48 he�4"�1(1�x0) + e�4"�1x0i



Chapter 3. Metastability in Slowly Varying Geometry Problems 66�12"�+2e�"�1d "g00(x0) + �2 � 624 g(4)(x0)"2 + � � �# : (3.35)Noting that �k = 2k+1 , the di�erential equation (3.32) becomesx00 � h(x0) = 24" he�4"�1(1�x0) � e�4"�1x0i�"�+2e�"�1d "g0(x0) + �2 � 624 g(3)(x0)"2 + � � �# : (3.36)To check the validity of (3.36), we solved (3.1) numerically for a number of choices ofg(x) , three of which are described below.To compute numerical solutions to (3.1) we use a transverse method of lines approach(cf. [7]). This method is based on replacing the time derivative in (3.1) by a di�erenceapproximation and then solving the resulting boundary value problems in space. Morespeci�cally, we convert the time-dependent problem (3.1) to a set of boundary valueproblems using the second order Backward Di�erential Formulas (BDF) [7], which wesolve at each time step using the boundary value solver COLSYS [6]. Since the motionof the internal layer solutions is exponentially slow, we found it necessary to implementa time-stepping control strategy to e�ciently track the solutions to (3.1) over long timeintervals. To achieve this, we used the l2-norm of the di�erence between the solutions ofthe second order and the third order BDF schemes as an error indicator to reject largeinaccurate time steps or to enlarge unnecessary small time steps. See [100] for details ofthese algorithms, where they were used in a di�erent context.The metastablity result (3.36) is valid only after the completion of an O(1) transientperiod that describes the formation of an internal layer from initial data. In the compu-tations below we took u(x; 0) = uc("�1[x� x00]) as the initial data for (3.1), where uc(z)is de�ned in (3.9) and x00 2 (0; 1) is the initial zero of u . To eliminate any unwantedtransient e�ects we computed the solution to (3.1) with this initial data until t = 5 .At this time, x00 is reset to be the zero of u predicted by the numerical method. This



Chapter 3. Metastability in Slowly Varying Geometry Problems 67new value for x00 is used as the initial condition for (3.36). The di�erential equation(3.36) is then solved numerically for x0(t) using the initial value solver DP12 [27] andfor t(x0) using a numerical quadrature, and the results are compared with correspondingnumerical results for the zero of u computed from the �nite di�erence scheme.x0 t(asy.) t(num.)0.3991489 0.100998498�105 0.100998673 �1050.3902339 0.111103064�106 0.111104540 �1060.3459655 0.515111092�106 0.515123233 �1060.3013976 0.818109359�106 0.818137253 �1060.2646857 0.102010258�107 0.102014660 �1070.2024301 0.127991981�107 0.127995306 �1070.1683312 0.133126841�107 0.133127901 �1070.1350323 0.133755526�107 0.133756144 �1070.0753443 0.133805967�107 0.133806497 �107Table 3.1: Example 3.1: A comparison of the asymptotic and numerical results fort = t(x0) for Q(u) = 2(u � u3) and g(x) = �12(x� 12)2 with " = 0:05 ; � = 0 ; d = 0:4and x0(0) = 0:4 .Example 3.1: Let g(x) = �12(x� 12)2 , which corresponds to a convex domain. Thena solution to the equilibrium problem h(x0) = 0 for (3.36) is xm0 = 1=2, independent ofthe constants � and d . This is the only solution to h(x0) = 0, since g00(x0) < 0 impliesthat h0(x0) > 0 for x0 2 [0; 1]. This unique equilibrium solution xm0 = 1=2 is unstablesince �0(1=2) > 0 in (3.35). This conclusion is con�rmed by the full numerical resultsshown in Table 3.1. This table displays the asymptotic and numerical results for theelapsed time as a function of the internal layer location x0 for " = 0:05 , � = 0 andd = 0:4 , when the initial location is x0(0) = 0:4. The results for t = t(x0) agree to atleast four signi�cant decimal places.Example 3.2: We choose g(x) = 12(x � 12)2 , which corresponds to a non-convexdomain. Again, xm0 = 1=2 is an equilibrium solution to (3.36) for any � and d. However,



Chapter 3. Metastability in Slowly Varying Geometry Problems 68this solution can be stable depending on the values of � and d . From (3.35), a simplecalculation gives �0(1=2) = �12"�+2e�"�1d + 96e�2"�1 . Let dc be the zero of �0(1=2) asa function of d , i.e., dc = 2 � " log 192 + (� + 2)" log " . Then, from Corollary 2.4, theequilibrium xm0 = 1=2 is stable (unstable) when d < dc (d > dc) . Given � = �2 and" = 0:1 , we have dc � 1:4742 . In Fig. 3.2 we plot the numerical solution to (3.1) atdi�erent times for d = 1:4 and d = 1:5 . For d = 1:5 and x0(0) = 0:49 we observe thatthe internal layer located at x0(t) moves at an accelerating speed away from xm0 = 12and eventually, it collapses against the wall at x = 0 . Alternatively, for d = 1:4 andx0(0) = 0:45 the layer drifts toward its equilibrium location at xm0 = 12 at an exceedinglyslow rate. Thus, this example demonstrates the inuence of the constants � and d on thestability of the equilibrium solution. Comparisons between the asymptotic and numericalresults for the internal layer trajectories are displayed in Table 3.2a for d = 1:4 and inTable 3.2b for d = 1:5 . They agree to at least 3{4 signi�cant digits.t x0(asy.) x0(num.)0.1009705 �104 0.4500052 0.45000520.5824404 �105 0.4503374 0.45033740.6115657 �106 0.4541856 0.45418520.1266815 �107 0.4600576 0.46005460.3232563 �107 0.4790305 0.47902270.4510299 �107 0.4875179 0.48751370.8933232 �107 0.4981489 0.49815020.1586249 �108 0.4999096 0.49990980.2243776 �109 0.5 0.5Table 3.2a: Example 3.2: A comparison of the asymptotic and numerical internal layertrajectories for Q(u) = 2(u � u3) and g(x) = 12(x� 12)2 with " = 0:1; � = �2 ; d = 1:4and x0(0) = 0:45 .By plotting h(x0) in (3.36) versus x0 we can show that xm0 = 1=2 is the only equilib-rium to (3.36) when it is unstable. Alternatively, if the equilibrium xm0 = 1=2 is stable



Chapter 3. Metastability in Slowly Varying Geometry Problems 69x0 t(asy.) t(num.)0.4899742 0.255661494�105 0.255661329 �1050.4892876 0.679551367�106 0.679517141 �1060.4758890 0.747594011�107 0.747469530 �1070.4519193 0.105770564�108 0.105738718 �1080.4263499 0.113221195�108 0.113185051 �1080.4015483 0.115273938�108 0.115236708 �1080.3522899 0.116191551�108 0.116153855 �1080.3018846 0.116312395�108 0.116274632 �1080.2021744 0.116330380�108 0.116292599 �1080.0794917 0.116330716�108 0.116292938 �108Table 3.2b: Example 3.2: A comparison of the asymptotic and numerical internal layertrajectories for Q(u) = 2(u � u3) and g(x) = 12(x� 12)2 with " = 0:1; � = �2 ; d = 1:5and x0(0) = 0:49 .then (3.36) has two additional (unstable) equilibria that emerge from a pitchfork bifur-cation as d is decreased below d = dc. In particular, for the parameter values " = 0:1,� = �2 and d = 1:4 , we calculate that there are two other equilibria at xm0 � 0:4435 andxm0 � 0:5565. For a more general g(x), the set of equilibria to (3.36) consists, for "! 0,of the zeroes of g0(x0) and probably one or two others near the endpoints provided thatd < 2min(��xm; �+(1 � xM )) , where xm and xM are the smallest and largest zeros ofg0(x) on the interval [0; 1] . Since the equilibrium solution closest to the endpoint x = 0or x = 1 is unstable, a stable equilibrium xm0 must be near those zeros of g0(x) satisfyingg00(xm0 ) > 0 . This analysis is illustrated in the next example.Example 3.3: We now consider g(x) = R x0 (s� 13)(s� 23) ds , which has one maximumat x1 = 13 and one minimum at x2 = 23 . From the discussion before, since g00(x1) <0 (g00(x2) > 0) , we expect that when d > 0 is su�ciently small the equilibrium of (3.36)near x1 (x2) is unstable (stable). This is con�rmed by the numerical results plottedin Fig. 3.3, where " = 0:08; � = 0 and d = 0:2 . Fig. 3.3a shows that the internal
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(a) (b)Figure 3.2: Example 3.2: Plots of the numerical solutions to (3.1) at di�erent timeswith Q(u) = 2(u � u3) and g(x) = 12(x � 12)2 , where " = 0:1 ; � = �2 with initialcondition u0(x) = uc("�1[x� x00]) . (a) When d = 1:4 and x00 = 0:45 the internal layermoves towards its equilibrium xm0 = 1=2 ; (b) When d = 1:5 and x00 = 0:49 the internallayer moves towards the left and collides with x = 0 .layer drifts slowly towards the stable equilibrium location at xm02 � 0:6608 when itsinitial location is at x0(0) = 0:4 . However, in Fig. 3.3b, the internal layer with initiallocation x0(0) = 0:333 moves slowly towards the left and �nally collapses against thewall at x = 0 . This shows that there is an unstable equilibrium near x1 , which iscalculated from (3.36) to be xm01 � 0:3401 . Corollary 2.3 and 2.4 suggests that thereis another unstable equilibrium xm03 between x2 and the right endpoint. We computefrom (3.36) that xm03 � 0:7762. To con�rm this conjecture, we compute the solution to(3.1) numerically for two di�erent initial locations of the internal layer and we plot thecorresponding numerical results at di�erent times in Fig. 3.4. From this �gure we observethat when x0(0) > xm03 or xm02 < x0(0) < xm03 , the internal layer moves exponentially slowlyaway from xm03 until it eventually collides with the endpoint x = 1 or it reaches its stableequilibrium location at xm02 , respectively. In summary, this example has three equilibriuminternal layer solutions. The ones located at xm01 and xm03 are unstable, and the other onelocated at xm02 is stable.
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(a) (b)Figure 3.3: Example 3.3: Plots of the numerical solutions to (3.1) at di�erent timeswith Q(u) = 2(u � u3) and g(x) = R x0 (s � 13)(s� 23) ds , where " = 0:08 ; � = 0; d = 0:2with initial condition u0(x) = uc("�1[x � x00]) . (a) When x00 = 0:4 the internal layermoves towards xm02 � 0:6608 ; (b) When x00 = 0:333 the internal layer moves towards theleft and collides with x = 0 .For this example, in Table 3.3a and Table 3.3b we give a comparison between theasymptotic and numerical results for the evolution of the internal layers correspondingto Fig. 3.3a and Fig. 3.3b, respectively. In these tables the second column gives thenumerical results for x0(t) or t(x0) while the third and fourth columns show the corre-sponding asymptotic results from (3.36) with the one term and the two term expansionsfor the second pair of brackets in (3.36), respectively. Since it may happen that g0(x0)is close to zero during the evolution of an internal layer, the higher order term in (3.36)proportional to g000(x0) can be quantitatively signi�cant in some cases. In most cases, we�nd that the relative errors for the two-term expansion are below 0:002% in Table 3.3aand 0:02% in Table 3.3b, while they are only about 3% in Table 3.3a and 50% in Table3.3b for the one-term expansion. Thus, a two-term asymptotic expansion for (3.36) iscertainly needed to obtain close quantitative agreement with the numerical results.We �nally remark that by taking g(x) to be a periodic function it is possible to con-struct a domain pro�le A(x; ") such that (3.1) has arbitrarily many (stable) equilibrium
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(a) (b)Figure 3.4: Example 3.3: Plots of the numerical solutions to (3.1) at di�erent timeswith Q(u) = 2(u � u3) and g(x) = R x0 (s � 13)(s� 23) ds , where " = 0:08 ; � = 0; d = 0:2with initial condition u0(x) = uc("�1[x � x00]) . (a) When x00 = 0:76 the internal layermoves towards xm02 � 0:6608 ; (b) When x00 = 0:79 the internal layer moves towards theright and collides with x = 1 .solutions.3.3 A Burgers-like Convection-Di�usion-Reaction EquationWe now study (3.5) in the limit "! 0 with c(x; ") as given in (3.7). The viscous shocksolution for (3.5) can be approximated byu(x; t) � us h"�1(x� x0(t))i ; (3.37)where the viscous shock pro�le us(z) satis�esu0s(z) = f [us(z)]� f(��) ; �1 < z <1 ; us(0) = 0 ; (3.38a)us(z) � �� � a�e��z ; z ! �1 ; us(z) � �+ + a+e��+z ; z ! +1 : (3.38b)The positive constants �� and a� are de�ned by�� = �f 0(��) ; log(� a��� ) = ��� Z ��0 " 1f(s)� f(��) � 1��(s� ��)# ds : (3.39)



Chapter 3. Metastability in Slowly Varying Geometry Problems 73t x0(num.) x0(asy.) 1-term x0 (asy.) 2-term0.4531527�104 0.446231116 0.452053925 0.4462341190.7487310�104 0.484045085 0.493797390 0.4840525810.8965202�104 0.503953307 0.515317905 0.5039632480.1339888�105 0.560669741 0.574424596 0.5606836820.2881822�105 0.650108735 0.658569607 0.6501070410.4544450�105 0.660137084 0.666792280 0.6601357320.5741542�105 0.660748955 0.667250946 0.6607482420.1175766�106 0.660847732 0.667319903 0.6608472820.5677799�108 0.660847731 0.667319905 0.660847287Table 3.3a: Example 3.3: A comparison of the asymptotic and numerical inter-nal layer trajectories for Q(u) = 2(u � u3) and g(x) = R x0 (s � 13)(s � 23) ds , with" = 0:08; � = 0 ; d = 0:2 and x0(0) = 0:4 .We now look for a solution to (3.5) in the formu(x; t) = us h"�1(x� x0(t))i+ v(x; t) ; (3.40)where v � us and vt � @tus . The trajectory x0 = x0(t) gives the approximate locationof the zero of u(x; t) during the metastable evolution. Substituting (3.40) into (3.5), andusing (3.38), we obtain that v satis�es the quasi-steady problem"vxx � [f 0(us)v]x + c h0(us)v = �c h(us)� "�1x00u0s(z) ; 0 < x < 1 ; (3.41a)v(0; t) = �� � us(�"�1x0) � a�e���"�1x0 ; (3.41b)v(1; t) = �+ � us("�1[1� x0]) � �a+e��+"�1(1�x0) ; (3.41c)where z = "�1(x� x0(t)).As in [87], it is convenient to transform (3.41) to self-adjoint form by introducing anew variable w(x; t) de�ned byv(x; t) = w(x; t) (z) ;  (z) � [u0s(z)=u0s(0)]12 ; z = "�1(x� x0) : (3.42)



Chapter 3. Metastability in Slowly Varying Geometry Problems 74x0 t(num.) t(asy.) 1-term t (asy.) 2-term0.3327547 0.340885709 �105 0.153239646 �106 0.340916775�1050.3316803 0.147718828 �106 0.444448389 �106 0.147738247�1060.3058932 0.744277679 �106 0.120475205 �107 0.744387573�1060.2457738 0.101699029 �107 0.148559051 �107 0.101710846�1070.2015392 0.110200256 �107 0.157152695 �107 0.110210654�1070.1500169 0.116129605 �107 0.163121386 �107 0.116139950�1070.1145554 0.117455785 �107 0.164451780 �107 0.117466741�1070.1014824 0.117521955 �107 0.164518040 �107 0.117532979�1070.0747960 0.117546167 �107 0.164542305 �107 0.117557243�107Table 3.3b: Example 3.3: A comparison of the asymptotic and numerical inter-nal layer trajectories for Q(u) = 2(u � u3) and g(x) = R x0 (s � 13)(s � 23) ds , with" = 0:08; � = 0 ; d = 0:2 and x0(0) = 0:333 .Substituting (3.42) into (3.41), and using the asymptotic behavior of  (z) as z ! �1 ,we �nd that w(x; t) satis�esL"w � "2wxx� V [x; "]w � �" �1 �c h(us) + "�1x00u0s(z)� ; 0 < x < 1; (3.43a)w(0; t) � [a�f(��)=��] 12 e�"�1��x0=2 ; (3.43b)w(1; t) � � [a+f(�+)=�+] 12 e�"�1�+(1�x0)=2 : (3.43c)Here V (x; ") is de�ned byV (x; ") � 14 [f 0(us(z))]2 + 12f 00[us(z)]u0s(z)� "ch0[us(z)] ; (3.44)where z = "�1(x� x0) and c = c(x; ") is given in (3.7).3.3.1 The Eigenvalue AnalysisFor a �xed x0 2 (0; 1), we now study the eigenvalue problemL"� = �� ; 0 < x < 1 ; (3.45a)�(0) = �(1) = 0 ; (�; �) = 1 : (3.45b)



Chapter 3. Metastability in Slowly Varying Geometry Problems 75Here (u; v) � R 10 uvdx . For this eigenproblem, the eigenvalues �j for j � 0 are real andthe principal eigenvalue �0 is exponentially small as "! 0 . We now extend the analysisof [87] to give an estimate for �0 and for the corresponding eigenfunction �0.We �rst de�ne the trial function ~�0 by ~�0(x) �  �1(z)u0s(z) , where z = "�1(x� x0)and  is de�ned in (3.42). Then applying Green's identity to �0 and ~�0 , and using (3.7),we get �0 ��0; ~�0� = ��0; L" ~�0�+ "2�0x ~�0j10 ; (3.46a)where L" ~�0 = �"�+1g0(x)e�"�1dh0[us(z)]u0s(z)= (z) : (3.46b)Since L" ~�0 is exponentially small and ~�0 is of one sign, we have that �0 � N0 ~�0 , exceptnear the endpoints at x = 0 and x = 1. Here N0 is a normalization constant. We mustmodify ~�0 by inserting boundary layer pro�les near the endpoints in order to satisfy theboundary conditions in (3.45b). These boundary layers can be analyzed in the same wayas in [87] and from this analysis, we obtain that�0x(0) � �"�1N0��[a���f(��)] 12 e�"�1��x0=2 ; (3.47a)�0x(1) � "�1N0�+[a+�+f(�+)] 12 e�"�1�+(1�x0)=2 : (3.47b)Since the dominant contribution to each of the inner product integrals in (3.46a) arisesfrom the region near x = x0 we can calculate ��0; ~�0� and ��0; L" ~�0� using Laplace'smethod. As in [87], we estimate��0; ~�0� � N0 �~�0; ~�0� � "N0 Z 1�1[u0s(z)]2 �2(z) dz = "N0(�� � �+)f(��) : (3.48)To calculate ��0; L" ~�0� we use ��0; L" ~�0� � N0 �~�0; L" ~�0�. Substituting ~�0 =  �1u0sinto this expression, and using (3.42) and u0s(0) = �f(��), we derive��0; L" ~�0� � N0f(��)"�+2e�"�1d Z 1�1 g0(x0 + "z)u0s(z)h0[us(z)] dz : (3.49)



Chapter 3. Metastability in Slowly Varying Geometry Problems 76A Taylor series expansion for g0(x0 + "z) then yields��0; L" ~�0� � �N0f(��)"�+2e�"�1d 1Xk=0 "kkg(k+1)(x0) ; (3.50)where the coe�cients k in (3.50) are de�ned byk � � 1k! Z 1�1 u0s(z)h0[us(z)]zk dz ; k = 0; 1; : : : : (3.51)Since we have assumed that h0(u) is bounded on the interval [�+; ��], the exponentialdecay of u0s(z) as z ! �1 ensures that k is �nite for each k � 0. We can calculate 0explicitly to get 0 = h(��) � h(�+) : (3.52)Notice that if f(u) is even and h(u) is odd we get 2k+1 = 0 for k � 0 . Finally,substituting (3.47), (3.48) and (3.50) into (3.46a) we obtain the following key estimatefor �0 :Proposition 3.3 (Exponentially Small Eigenvalue): For " ! 0, the exponentiallysmall eigenvalue of (3.45) satis�es�0 = �0(x0) � �1�� � �+ ha+�2+e�"�1�+(1�x0) + a��2�e�"�1��x0i�"�+1e�"�1d�� � �+ 1Xk=0 "kkg(k+1)(x0) : (3.53)Here ��, a� are de�ned in (3.39), and k is de�ned in (3.51).3.3.2 The Metastability AnalysisWe now derive a di�erential equation for the location x0 = x0(t) of the internal layertrajectory. We �rst expand the solution w to (3.43) in terms of the eigenfunctions �j of(3.45) as w(x; t) = 1Xj=0 rj(t)�j �j(x) : (3.54)



Chapter 3. Metastability in Slowly Varying Geometry Problems 77The coe�cients rj, which are found by integrating by parts, arerj = �x00 ��j;  �1u0s�� " ��j ;  �1ch�+ "2w�jxj10 ; (3.55)where  is de�ned in (3.42). Since �0 ! 0 as " ! 0 , a necessary condition for thesolvability of (3.43) is that r0 ! 0 as " ! 0 . Setting r0 = 0 in (3.55), we obtain theasymptotic di�erential equation for x0 = x0(t)x00 ��0;  �1u0s� � �" ��0;  �1ch�+ "2w�0xj10 : (3.56)To obtain an explicit di�erential equation for x0(t) we must evaluate the inner productintegrals and the boundary terms in (3.56). The dominant contributions to the innerproduct integrals arise from the region near x = x0.First, we use (3.43b), (3.43c) and (3.47) to asymptotically calculate the last term onthe right side of (3.56) as"2w�0xj10 � N0"f(��)na���e�"�1��x0 � a+�+e�"�1�+(1�x0)o : (3.57)Next, we evaluate the term on the left side of (3.56) as��0;  �1u0s� � "N0(�� � �+)f(��) ; (3.58)which is the same as (3.48). To evaluate the �rst term on the right side of (3.56), we use�0 � N0 ~�0 and ~�0 =  �1(z)u0s(z) to get" ��0;  �1ch� � N0"�+1e�"�1df(��) Z 10 g0(x)h(us["�1(x� x0)]) dx : (3.59)Since h(us(z))! h(��) exponentially as z ! �1 , we can evaluate the integral in (3.59)by decomposing it asZ 10 g0(x)h(us["�1(x� x0)]) dx � h(��) [g(x0)� g(0)] + h(�+) [g(1)� g(x0)]+ Z x00 [h(us)� h(��)] g0(x)dx+ Z 1x0 [h(us)� h(�+)] g0(x) dx : (3.60)



Chapter 3. Metastability in Slowly Varying Geometry Problems 78The integrands in the two integrals on the right side of (3.60) are localized near x = x0and can be evaluated using a Taylor expansion to getZ 10 g0(x)h(us["�1(x� x0)]) dx � h(��) [g(x0)� g(0)] + h(�+) [g(1)� g(x0)]+" 1Xk=0 "k�kg(k+1)(x0) ; (3.61a)where the coe�cients �k , for k = 0; 1; : : : , are de�ned by�k = 1k! Z 0�1 (h[us(z)]� h(��)) zk dz + 1k! Z 10 (h[us(z)]� h(�+)) zk dz : (3.61b)Using integrating by parts it is readily seen that �k = k+1 , where k was de�nedpreviously in (3.51). We also observe that when f(u) is even and h(u) is odd, then�2k = 0 for k � 0.Finally, substituting (3.57), (3.58), (3.61a) into (3.56) we obtain our main result forthe metastable dynamics associated with (3.5):Proposition 3.4 (Metastable Dynamics): For " ! 0 and t � 1, the metastableviscous shock dynamics for (3.5) is represented by u(x; t) � us ["�1(x� x0(t))], where theinternal layer trajectory x0(t) satis�es the asymptotic di�erential equationx00 � M(x0) � 1�� � �+ na���e�"�1��x0 � a+�+e�"�1�+(1�x0)o� 1�� � �+ "�e�"�1d ��(h(��) [g(x0)� g(0)] + h(�+) [g(1)� g(x0)] + " 1Xk=0 "k�kg(k+1)(x0)): (3.62)Here the coe�cients a� and �� are de�ned in (3.39), �k for k � 0 is de�ned in (3.61b),and us(z) is de�ned in (3.38).The following equilibrium result is obtained by setting x00 = 0 in (3.62):Corollary 3.3 (Equilibrium): For "! 0 an equilibrium shock-layer solution to (3.5)is given asymptotically by U � us["�1(x � xm0 )] , where us(z) is de�ned in (3.38) and



Chapter 3. Metastability in Slowly Varying Geometry Problems 79x0 = xm0 satis�es the nonlinear algebraic equation M(x0) = 0 , i.e.,a���e�"�1��x0 � a+�+e�"�1�+(1�x0) = "�e�"�1d��(h(��) [g(x0)� g(0)] + h(�+) [g(1)� g(x0)] + " 1Xk=0 "k�kg(k+1)(x0)) : (3.63)To qualitatively understand the equilibrium problem for x00 = M(x0), we �rst notethat M(0) > 0 and M(1) < 0 as " ! 0 when d > 0 . Thus, there is at least oneequilibrium solution for (3.62) as " ! 0 . If d > 0 is su�ciently large, then the term in(3.62) proportional to e�"�1d can be neglected and hence the unique root xm0 ofM(x0) = 0is given asymptotically byxm0 � �+�� + �+ � "�� + �+ log a+�+a���! : (3.64)Alternatively, if d > 0 is su�ciently small then M(x0) = 0 may have multiple roots forsome choices of g(x) . This will be illustrated below for some speci�c examples.Since k = �k�1 , it follows that M 0(x0) = "�1�0(x0) . Thus, the decay rate associatedwith in�nitesimal perturbations about xm0 is "�1�0(xm0 ) . This leads to the followingcriterion for the stability of the equilibrium shock-layer solution.Corollary 3.4 (Stability of Equilibrium): Let xm0 satisfy M(xm0 ) = 0 . Then theequilibrium solution to (3.5) has the form U � us["�1(x � xm0 )] and is stable (unstable)if �0(xm0 ) < 0 (�0(xm0 ) > 0) . Here us(z) , �0(x0) and M(x0) are given in (3.38) , (3.53)and (3.62).It is easy to show that a su�cient condition for M 0(x0) < 0 on x0 2 [0; 1] as "! 0 isthat g0(x0) [h(��)� h(�+)] > 0 ; for all x0 2 [0; 1] : (3.65)When this condition holds, the shock-layer solution centered at x0 = xm0 , where xm0 isthe unique root of M(x0) = 0, is stable for " � 1. In particular, (3.65) is satis�ed



Chapter 3. Metastability in Slowly Varying Geometry Problems 80when h0(u) > 0 for u 2 [�+; ��] and g0(x) > 0 on x 2 [0; 1], which models a divergingnozzle ow as discussed following (3.7) above. More generally, a su�cient condition forthe stability of a root xm0 of M(x0) = 0 is that (3.65) holds at x0 = xm0 . This stabilityconclusion for an internal layer solution is consistent with [53].However, when g0(x0)[h(��) � h(�+)] < 0 on [0; 1], the stability of an equilibriuminternal layer solution can only be determined by explicitly calculating the sign of �0(xm0 ),where xm0 is a root of M(x0) = 0. In this case, multiple equilibrium solutions for x00 =M(x0) are possible (see the examples below). We now illustrate the existence of multipleequilibria in this case when d > 0 is su�ciently small and " ! 0. Let's suppose thatg0(x0) < 0 on [0; 1] and h(��) > h(�+) > 0. Then, when d > 0 is su�ciently small and"! 0, there is a root xm02 of M(x0) = 0 that is O(") close to the unique solution ofh(��) [g(x0)� g(0)] + h(�+) [g(1) � g(x0)] = 0 : (3.66)The assumption g0(xm02)[h(��) � h(�+)] < 0 then yields that M 0(xm02) > 0 when d > 0is su�ciently small and "! 0. Hence, this root is unstable. However, when d > 0 and" ! 0, we calculate that M(0) > 0, M(1) < 0, M 0(0) < 0, M 0(1) < 0. Hence, theremust exist additional roots xm01 and xm03 to M(x0) = 0 that satisfy 0 < xm01 < xm02 andxm02 < xm03 < 1 for which M 0(xm01) < 0 and M 0(xm03) < 0. Thus, these additional roots arestable equilibria of x00 = M(x0) and the pro�les us ["�1(x� xm01)] and us ["�1(x� xm03)]correspond to stable internal layer solutions. Notice, as d! 0+, xm01 ! 0 and xm03 ! 1 sothat these internal layer solutions become stable boundary layer solutions in agreementwith the analysis in [53] for the case d = 0.3.3.3 Comparison of Asymptotic and Numerical ResultsWe now compare the asymptotic results obtained above with the corresponding fullnumerical results computed directly from (3.5). For all of the calculations below we



Chapter 3. Metastability in Slowly Varying Geometry Problems 81consider the case f(u) = u2=2 ; h(u) = u ; ��+ = �� = � : (3.67)As discussed in [94], and following (3.7) above, this problem models the transonic owthrough a nozzle of cross-sectional area A(x; ") = 1 + "�e�"�1dg(x). We will considernozzles of di�erent cross-sectional areas by varying the term g(x) in (3.53), (3.62) and(3.63). Recall that the nozzle is said to be divergent if g0(x) > 0 for all x, convergentif g0(x) < 0 for all x, and convergent-divergent if g0(x) has no de�nite sign. We use asimilar numerical method as described in x3.2.3 above to compute numerical solutions to(3.5) and to compare with the corresponding asymptotic results.When f(u) = u2=2 and �� = ��+ = � , we have a� = 2� �� = � and us(z) =�� tanh(�z=2). We also calculate that (0; 1; 2; 3; : : :) = (2�; 0; �2=3�; 0; : : :) . From(3.53) the principal eigenvalue �0(x0) satis�es�0 � ��2 �e�"�1�(1�x0) + e�"�1�x0�� "�+1e�"�1d "g0(x0) + �2"26�2 g000(x0) + : : :# : (3.68)In addition, since �k = k+1 for k � 0 , (3.62) becomesx00 �M(x0) = � �e�"�1�x0 � e�"�1�(1�x0)��"�e�"�1d " g(x0)� g(0) + g(1)2 !+ �2"26�2 g00(x0) + : : :# : (3.69)In most cases, the higher order terms in the square brackets on the right sides of (3.68) and(3.69) make only very minor improvements to the results. Thus, except when speci�edotherwise, they are ignored when making the comparisons below.Example 3.4: We �rst consider a divergent nozzle, where g(x) = Cx for someC � 0. From (3.68) and (3.69) the only equilibrium value for x0(t) is xm0 = 12 and theprincipal eigenvalue �0(1=2) is always negative for any � and d > 0, C � 0. Thus, fromCorollary 3.3 and 3.4, there is a unique shock-layer solution centered at x = 12 and it



Chapter 3. Metastability in Slowly Varying Geometry Problems 82is stable. This agrees with the conclusion in [34] and [71] that ows along a divergentnozzle are always stable. The case C = 0 was well-studied in [61], [64] and [87] andcomparisons between asymptotic and numerical results can be found in [64] and [87].Example 3.5: We now consider a convergent nozzle, where g(x) = Cx for someC < 0. In this case, xm0 = 1=2 is still a root of M(x0) = 0 in (3.69), but now from (3.68)we calculate �0(1=2) as�0(1=2) � �2�2"�1e�"�1�=2 � "�e�"�1dC : (3.70)Thus, the stability of xm0 = 1=2 is determined by the values of � , d and C . For example,if � = �1 and d = �=2 , then the shock layer located at xm0 = 12 is stable (unstable)if C > �2�2 (C < �2�2) . If � = �1 and C = �2�2 , then it is stable (unstable) ifd > �=2 (d < �=2) . These stability results are fully con�rmed by the numerical resultsdisplayed in Table 4 and Table 5. In these tables, we give the asymptotic and numericalresults for x0(t) in the second and third columns respectively, and the error representingthe di�erence between the asymptotic and numerical results in the fourth column. Theasymptotic results agree with the numerical ones to at least �ve decimal places. Fromthese tables we observe that when the equilibrium xm0 = 12 is unstable, the shock layerwill move away from xm0 = 12 to somewhere else, but not to the endpoints x = 0; 1. Thissuggests the existence of other stable equilibria for (3.69). For this example, it is easy toshow that when xm0 = 12 is unstable (i.e., �0(12) > 0), then M(x0) has exactly two morezeros that are symmetric about xm0 = 12 . They correspond to two stable equilibriumvalues for x0(t) . When xm0 = 12 is stable, then it is the only zero ofM(x0) . This analysisis illustrated by plotting M(x0) in Fig. 3.5.Therefore, there exists either one or two stable steady-state solutions of the formu � us["�1(x�xm0 )] along the convergent nozzle we are considering. The analysis of [34]



Chapter 3. Metastability in Slowly Varying Geometry Problems 83t x0(t)(asy.) x0(t)(num.) error.7466667�101 .212682157 .212676330 .582�10�5.5013333�102 .236113084 .236101298 .117�10�4.3754166�103 .285065717 .285059434 .628�10�5.3879890�104 .352169342 .352167776 .156�10�5.2523277�105 .404404274 .404403590 .683�10�6.4144176�106 .465271835 .465271222 .613�10�6.3061509�107 .489469516 .489468465 .105�10�5.8745862�107 .496984897 .496983905 .991�10�6.8407137�108 .499999999 .499999999 -.204�10�9Table 3.4a: Example 3.5: A comparison of the asymptotic and numerical shock layertrajectories for (3.5) with f(u) = u2=2 and g0(x) = �1:9. Here " = 0:03, � = �1,d = 0:5, � = 1 and x00 = 0:205712482.for the inviscid problem ut + uux � c(x)u = 0 ; (3.71)proved that standing shock waves in a convergent nozzle (i.e. c(x) > 0 for all x) or inthe convergent portion of a convergent-divergent nozzle are unstable. Our example hasshown that the e�ect of viscosity and the boundary conditions in (3.5) allows for theexistence of a stable standing wave in a convergent nozzle when c(x) is replaced by theform in (3.7).Example 3.6: Next, we let � = 1 and consider a convergent-divergent nozzlewhere g(x) = (x � a)2 , and the constant a satis�es 12 < a < 1 . Now the algebraicequation 2g(x0) � g(0) � g(1) = 0 has one root x� 2 (0; a) . If we choose d so that0 < d < x� , then it is easy to see that for "! 0 the function M(x0) in (3.69) will havethree zeros xm01 , xm02 and xm03 , satisfying 0 < xm01 < xm02 < x� and a < xm03 < 1 . Thesezeros are illustrated in Fig. 3.6 for the parameter values " = 0:04 , � = 1 , � = �1 ,d = 0:171244968 and a = 0:8 . From the discussion following Corollary 3.4, it is clearthat xm01 and xm03 are stable equilibria and that xm02 is unstable. In Fig. 3.7, we verify



Chapter 3. Metastability in Slowly Varying Geometry Problems 84t x0(t)(asy.) x0(t)(num.) error.2988174�104 .494997385 .494997382 .346�10�8.1725713�106 .494847418 .494847363 .548�10�7.4950768�107 .489521616 .489522250 -.633�10�6.7862987�107 .486497884 .486497678 .206�10�6.9804466�107 .485206361 .485204630 .173�10�5.1465816�108 .483947388 .483944120 .326�10�5.1659964�108 .483811685 .483908521 .316�10�5.2242408�108 .483701958 .483699155 .280�10�5.8697827�108 .483689263 .483686417 .284�10�5Table 3.4b: Example 3.5: A comparison of the asymptotic and numerical shock layertrajectories for (3.5) with f(u) = u2=2 and g0(x) = �2:1 . Here " = 0:03, � = �1,d = 0:5, � = 1 and x00 = 0:494999996.the stability of xm01 and xm03 by plotting the numerical solution to (3.5) at di�erent timesfor two initial values x00. The two initial values x00 in Fig. 3.7a and Fig. 3.7b are so closethat there is only one unstable equilibrium for x0(t) between them, which is xm02 .Example 3.7: Finally, we give an example to illustrate that it is possible to con-struct a nozzle geometry to guarantee an arbitrary number of steady state internallayer solutions. We take g(x) = sin(n�x) where n is a positive integer. Let x�i = i=n fori = 0; ::; n be the i-th zero of g(x) . In this case, the di�erential equation (3.62) for x0(t)becomesx00 � � he�"�1�x0 � e�"�1�(1�x0)i� "�e�"�1d� sin(n�x0) ; � = 1 � n2�4"26�2 + : : : : (3.72)It is easy to see if d is chosen such that 0 < d < x�1 , then for " ! 0 , there existsN � n + (n � 1)mod2 equilibria xm0i , i = 1; 2; : : : ; N . Among these equilibria, xm0i fori = 1; 3; : : : ; N are stable and the rest are unstable. Note that if d � x�1 , then the numberof the equilibria may be less than N .We now implement a numerical experiment to illustrate this analysis. We choosen = 4; � = 1; � = 0; d = 0:19 and " = 0:02 . In this case, we have three stable
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(a) (b)Figure 3.5: Example 3.5: Plots of M1(x0) � �(�e�"�1�(1�x0) + e�"�1�x0) (solid lines)and M2(x0) � "�e�"�1dC(x0� 12) (dash lines) versus x0 , where � = 1; " = 0:03; � = �1and C = �2 . The intersection(s) of M1(x0) and M2(x0) is the zero(s) of M(x0) . (a)d = 0:55 : we have �0(12) < 0 , and the only equilibrium xm0 = 12 is stable; (b) d = 0:45 :we have three zeros of M(x0) given by xm01 � 0:3902, xm02 = 0:5 and xm03 � 0:6097. Herexm02 = 0:5 is unstable and the rest are stable.equilibria at xm01 � 0:2044 , xm03 = 0:5 and xm05 � 0:7955 , and two unstable equilibriaat xm02 � 0:2440 and xm04 � 0:7559 , which we compute from (3.72) using a two-termexpansion for � . We choose the initial values x00 = 0:24 and x00 = 0:25 when computingthe numerical solution to (3.5). The asymptotic and numerical results are shown inTables 6a and 6b. These tables also display the asymptotic result (3.72) with both theone-term and the two-term expansions for � . The error terms in the fourth and sixthcolumns represent the di�erence between the asymptotic and numerical results. Sincethe higher order terms in � in (3.72) are signi�cant, we observe from Table 6 that atwo-term expansion for � is certainly needed to obtain close quantitative agreement withthe numerical results for x0(t) . Finally, in Fig. 3.8 we plot the shock layer evolutioncorresponding to the data in Table 6, which shows that xm01 and xm03 are stable equilibria,while xm02 is an unstable equilibrium.



Chapter 3. Metastability in Slowly Varying Geometry Problems 86t x0(t)(asy.) x0(t)(num.) error.1270000�102 .216714648 .216706869 .777�10�5.4765000�102 .235153498 .235142419 .110�10�4.3321062�103 .281796238 .281790749 .548�10�5.1271548�104 .320208345 .320206583 .176�10�5.1494813�105 .392954938 .392955455 -.517�10�6.1429582�106 .457781790 .457782599 -.808�10�6.5020859�106 .488305699 .488306411 -.712�10�6.1608928�107 .499637394 .499637666 -.271�10�6.5455925�108 .500000000 .499999999 .582�10�9Table 3.5a: Example 3.5: A comparison of the asymptotic and numerical shock layertrajectories for (3.5) with f(u) = u2=2 and g0(x) = �2 . Here " = 0:03, � = �1, d = 0:55,� = 1 and x00 = 0:205646164 .t x0(t)(asy.) x0(t)(num.) error.3895482�103 .494967222 .494967221 .946�10�9.7976059�104 .494295191 .494295125 .658�10�7.3291548�105 .491389800 .491389298 .502�10�6.8279433�105 .480483494 .480480756 .273�10�5.1491332�106 .445338979 .445330373 .860�10�5.1690847�106 .429122276 .429116007 .626�10�5.2249490�106 .395546688 .395541088 .560�10�5.3072491�106 .390353158 .390348796 .436�10�5.2905679�1010 .390284916 .390281195 .372�10�5Table 3.5b: Example 3.5: A comparison of the asymptotic and numerical shock layertrajectories for (3.5) with f(u) = u2=2 and g0(x) = �2 . Here " = 0:03, � = �1, d = 0:45,� = 1 and x00 = 0:494999513 .
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Figure 3.6: Example 3.6: Plots of M1(x0) � �(�e�"�1�(1�x0) + e�"�1�x0) (solid lines)and M2(x0) � "�e�"�1d((x0 � a)2 � 12 [a2 + (1 � a)2] + �2��2"2=3) versus x0 , where" = 0:04; a = 0:8; � = 1; � = �1 and d = 0:1712 : : : . The intersections of M1(x0) andM2(x0) , which are the zeros ofM(x0) , are xm01 � 0:1286 , xm02 � 0:2077 , and xm03 � 0:9122 .Here the equilibrium xm02 is unstable, and the other two are stable.
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(a) (b)Figure 3.7: Example 3.6: Plots of the numerical solutions to (3.5) at di�erent timeswith f(u) = u2=2 and g(x) = (x � a)2 , where " = 0:04, a = 0:8, � = 1, � = �1,d = 0:1712 : : : and initial condition u0(x) = us["�1(x � x00)] . (a) x00 = 0:2 : shock layermoves towards left; (b) x00 = 0:25 : shock layer moves towards right.t x0(t)(num.) (3.72) 1-term error1 (3.72) 2-term error2.1133545�103 .239718703 .239610666 -.108�10�3 .239726721 .801�10�5.5512484�103 .238497828 .237864222 -.633�10�3 .238543918 .460�10�4.1135106�104 .236387221 .234724657 -.166�10�2 .236505117 .117�10�3.2580156�104 .228182044 .222194243 -.598�10�2 .228599741 .417�10�3.4255100�104 .214978265 .206459679 -.851�10�2 .215700702 .722�10�3.6061413�104 .206403299 .201517420 -.488�10�2 .206902782 .499�10�3.8360356�104 .204368747 .200989316 -.337�10�2 .204672929 .304�10�3.1606592�105 .204187662 .200966538 -.322�10�2 .204461290 .273�10�3.6239090�105 .204187642 .200966538 -.322�10�2 .204461248 .273�10�3Table 3.6a: Example 3.7: A comparison of the asymptotic and numerical shock layertrajectories for (3.5) with f(u) = u2=2 and g(x) = sin(4�x) . Here " = 0:02, � = 1,� = 0, d = 0:19 and x00 = 0:239991525 .



Chapter 3. Metastability in Slowly Varying Geometry Problems 89t x0(t)(num.) (3.72) 1-term error1 (3.72) 2-term error2.9389256�102 .250384983 .250386816 .183�10�5 .250384917 -.664�10�7.5804413�103 .252677437 .252755503 .780�10�4 .252672223 -.521�10�5.1650848�104 .261513735 .262616867 .110�10�2 .261438939 -.748�10�4.3207804�104 .296383726 .306534177 .101�10�1 .295721003 -.662�10�3.4969111�104 .398142523 .424482167 .263�10�1 .396102752 -.204�10�2.6545529�104 .469337132 .481526941 .121�10�1 .468203669 -.113�10�2.9610786�104 .497704786 .498961715 .125�10�2 .497567194 -.137�10�3.1570298�105 .499987099 .499996630 .953�10�5 .499985677 -.142�10�5.6945472�106 .5 .5 .573�10�9 .5 -.274�10�9Table 3.6b: Example 3.7: A comparison of the asymptotic and numerical shock layertrajectories for (3.5) with f(u) = u2=2 and g(x) = sin(4�x) . Here " = 0:02, � = 1,� = 0, d = 0:19 and x00 = 0:250022546 .
t=0       

t=.30778e4

t=.46542e4

t>.28723e5

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−1.5

−1

−0.5

0

0.5

1

t=0       

t=.43027e4

t=.55385e4

t>.26794e5

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−1.5

−1

−0.5

0

0.5

1

1.5

(a) (b)Figure 3.8: Example 3.7: Plots of the numerical solutions to (3.5) at di�erent timeswith f(u) = u2=2 and g(x) = sin(4�x) , where " = 0:02, � = 1, � = 0, d = 0:19 andinitial condition u0(x) = us["�1(x� x00)] . (a) x00 = 0:24 : shock layer moves towards left;(b) x00 = 0:25 : shock layer moves towards right.



Chapter 4Phase Separation Models in One Spatial Dimension4.1 The Viscous Cahn-Hilliard EquationNumerous attempts have been made in recent years to explain the dynamics of phaseseparation in binary alloys. When a binary alloy, composed of species A and B, isprepared in a state of isothermal equilibriumat a temperature T1, greater than the criticaltemperature Tc, the alloy's composition is spatially uniform with the concentration u,of B taking the constant value um. Suppose now that the two component system isquenched (rapidly cooled) to a uniform temperature T2 less that Tc . Then the cooledsystem will separate itself out into a coexistence of two phases, one phase rich in speciesA and the other rich in B.A rough description of the behavior of such systems can be provided by considerationof the Gibbs free energy G(u; T ), which is single welled for T > Tc, but has the doublewell form shown in Figure 4.1 for T < Tc . The interval (usa; usb) is called the spinodalinterval, where usa and usb are spinodal points and are de�ned by the conditions @2G@u2 < 0in (usa; usb) and @2G@u2 > 0 outside the interval [usa; usb]. Near the two local minima are thebinodal values ua and ub, which are the two unique tangent points of the curve with thesupporting tangent. A state u is said to be stable, metastable or unstable according towhether it corresponds to a homogeneous state which is a global minimizer, local but notglobal minimizer, or local non-minimizer respectively, for the free energy functionalF (u) = Z
G(u(x); T )dx ; (4.1)90



Chapter 4. Phase Separation Models in One Spatial Dimension 91at constant average concentrations (i.e., R
 udx is constant). For G as in Fig.4.1, thespinodal region usa � u � usb is unstable, states satisfying u � ua or u � ub are stable, andthe remaining intervals are metastable. A mixture, initially with a homogeneous spatialcomposition taking values in the spinodal interval, will quickly evolve from this unstablestate to an equilibrium con�guration consisting of two coexisting phases with a spatialpattern composed of \grains" rich in either A or B. Such an evolution is called phaseseparation or spinodal decomposition. Then, a coarsening or ripening process ensues ona much slower time scale, as the system losses some of the grains, tending toward morestable patterns.
u

G
ua usa usb ubFigure 4.1: Free energy of the system below the critical temperature.A naive attempt to extrapolate the dynamics of phase separation from the energyminimization of (4.1) would lead to a backward-forward heat equationut = �4Q(u) ; with Q(u) � �G0(u) : (4.2)Here the di�usion coe�cient Q0(u) is positive in the spinodal interval. Thus, the initialvalue problem is classically ill-posed from the mathematical viewpoint. Experimental



Chapter 4. Phase Separation Models in One Spatial Dimension 92data (cf. [46]) showed the importance of gradient energy e�ects to the phase separationand coarsening process. One way to obtain a physically justi�able regularization forequation (4.2) is due to Cahn and Hilliard [24] who included the energy contributions intheir de�nition of the free energy. They modi�ed the free energy G(u) of the system byadding a gradient term "j 5 uj2=2 to getĜ(u) = G(u) + "22 j 5 uj2 : (4.3)Here " ! 0 is the interfacial energy parameter, G(u) is called the homogeneous freeenergy and Ĝ(u) is known as the Landau-Ginzburg free energy. Given that the mass umis �xed, the Cahn-Hilliard model for the equilibrium description of phase separation ischaracterized by minimizing the total energy viz.min I(u) � Z
 (G(u) + "22 j 5 uj2) dx ; subject to Z
 u(x)dx = umj
j : (4.4)The kinetics of phase separation can be modeled using non-equilibrium thermodynam-ics. For an isothermal binary mixture, the mass ux J is proportional to the gradient ofthe intrinsic chemical potential �, J = �M 5 � ; (4.5)whereM > 0 denotes the mobility and the chemical potential � is the variational deriva-tive of the energy I(u): � = �I�u = �"24 u�Q(u) : (4.6)Then, from the di�usion equation, ut +5 � J = 0, assuming the mobility M = 1 , oneobtains the Cahn-Hilliard equationut = 4(�"24 u�Q(u)) : (4.7)When the viscous stresses arising from the relative uxes of the two components are takeninto account, the di�usion equation as suggested in [78] gets modi�ed to ut = 4(�+ut),



Chapter 4. Phase Separation Models in One Spatial Dimension 93where the term ut represents the viscous e�ects in the mixture. Taking the chemicalpotential � as in (4.6), Novick-Cohen [78] obtained the following viscous Cahn-Hilliardequation describing the dynamics of viscous �rst order phase transitionsut = 4(�"24 u�Q(u) + ut) : (4.8)Here the terms �"2 42 u and  4 ut represent a gradient energy regularization and aviscous stress regularization, respectively, of the ill-posed backward-forward heat equation(4.2). Boundary conditions may be taken to be of Neumann typen � 5(Q(u)� "24 u+ ut) = 0 (no ux) ; n � 5u = 0 (variational) ; (4.9)where n is the outward unit normal to @
. Another model for phase separation, whichwas introduced by Rubinstein and Sternberg [85] as a particular limit of the viscousCahn-Hilliard equation, is the constrained (non-local) Allen-Cahn equationut = "24 u+Q(u)� 1j
j Z
Q(u)dx ; x 2 
 ; t > 0 ; (4.10a)@u@n = 0 ; x 2 @
 ; t > 0 : (4.10b)Note that these phase separation models (4.7), (4.8) and (4.10) can also be recoveredfrom the phase-�eld equations which arise in the modeling of solidi�cation of super-cooledliquids (cf. [8], [20], [21], [81]) in particular parameter limits.There has been much recent work analyzing the dynamics associated with the phaseseparation models (4.7), (4.8) and (4.10). These studies have revealed that the phe-nomenon of phase separation and coarsening process in a binary alloy does occur inthese models. In one dimensional setting, the dynamics associated with these modelstypically proceeds in two stages when " is small: a relatively fast stage during which apattern of internal layers is formed from initial data in an O(1) time interval, followed by



Chapter 4. Phase Separation Models in One Spatial Dimension 94an exponentially slow coarsening process during which the internal layers move exponen-tially slowly in time until they collapse together in pairs. For the Cahn-Hilliard equation,the existence of metastable internal layer motion has been proved in [2], [9], [15], [17], [32],[76], etc. and an explicit characterization of metastability is given in [15] (see also [35])using a dynamical system approach. In [88] and [86] an asymptotic projection methodis used to obtain similar explicit results for the viscous Cahn-Hilliard equation and theconstrained Allen-Cahn equation, respectively. In a multi-dimensional setting, dynamicmetastability can also occur for the phase separation models that conserve mass. Forthe Cahn-Hilliard equation, the motion of radially symmetric internal layer solutions,referred to in [3] as bubble solutions, has been shown to exhibit metastable behavior in[3] and [4]. In [112] the projection method is employed to give an explicit asymptoticdescription of metastable bubble motion for the constrained Allen-Cahn equation.In this chapter, one of our main goals is to study the similarities and di�erences ofthe dynamics of an n-layer (n � 2) metastable pattern associated with the three phaseseparation models in one spatial dimension mentioned above and to compare our resultswith those of Bates and Xun [15] and Eyre [35]. The second goal is to use a hybridalgorithm based on our asymptotic information and the conservation of mass conditionto characterize the entire coarsening process for these models. To do so, we consider theviscous Cahn-Hilliard equation in the following form(1 � �)ut = �("2uxx +Q(u)� ��ut)xx ; �1 < x < 1 ; t > 0 ; (4.11a)ux(�1; t) = uxxx(�1; t) = 0 ; u(x; 0) = u0(x) ; (4.11b)where u(x; t) is the concentration of one of the two components in the alloy. Here � > 0is the viscous parameter, " ! 0 is the interfacial energy parameter, � is a homotopyparameter satisfying 0 � � � 1 , and Q(u) = �G0(u) where G(u) is a double-wellpotential with wells of equal depth. More speci�cally, we assume that Q(u) has exactly



Chapter 4. Phase Separation Models in One Spatial Dimension 95three zeros on the interval [s�; s+], located at u = s� < 0 ; u = 0 and u = s+ > 0 , withQ0(s�) < 0 ; Q0(0) > 0 ; G(s�) = 0 :Prototypical is Q(u) = 2(u � u3), for which s� = �1 and G(u) = (1 � u2)2=2 . When0 � � < 1 , the mass 2um � R 1�1 u(x; t)dx is conserved for (4.11). We assume below thatthe initial value u0(x) is such that s� < um < s+ . The importance of the homotopyparameter � is to distinguish three cases: (i) � = 0, (ii) 0 < � < 1 ; � 6= 0 and (iii)� = 1 ; � 6= 0 . In case (i), equation (4.11) reduces to the Cahn-Hilliard equationfor spinodal decomposition. In case (iii), we can integrate the right side of (4.11a)twice, explicitly impose a mass constraint, and re-scale t to obtain the constrained Allen-Cahn equation. Case (ii) corresponds to the viscous Cahn-Hilliard equation. Thus, thehomotopy parameter � enables us to understand how three di�erent models are relatedby studying only (4.11).The organization of the chapter is as follows. In x4.2, we describe the asymptoticdi�erential algebraic equations (DAEs) of motion, derived in [88], for the locations of theinternal layers corresponding to an n-layer metastable pattern for (4.11), and comparethese asymptotic results with corresponding full numerical results. In x4.3, by decouplingthis system of DAEs, we study the metastable dynamics associated with the three phaseseparation models and compare our results for the Cahn-Hilliard equation with thosein [15] and [35]. Finally, in x4.4, we propose a hybrid algorithms based on this DAEsystem and an interface realignment technique to simulate the entire coarsening processassociated with these models.4.2 Dynamics of an n-layer Metastable PatternIn [88], a system of di�erential-algebraic equations that describes the metastable dynam-ics of an n-layer pattern for (4.11) was derived by applying the projection method. From



Chapter 4. Phase Separation Models in One Spatial Dimension 96this DAE system, the metastable behavior associated with patterns of two internal layerswas obtained and the asymptotic results for the layer dynamics were shown to comparevery favorably with corresponding full numerical results. However, for a general patternhaving n > 2 internal layers, this DAE system was not veri�ed in [88] nor were generalproperties of the layer dynamics obtained. Here we �rst present the main asymptoticresults in [88] and then supplement it with some numerical results.Let us(z) be the unique heteroclinic orbit connecting s� and s+, which satis�esu00s(z) +Q [us(z)] = 0 ; �1 < z <1 ; us(0) = 0 ; u0s(z) = 0 ; (4.12a)us(z) � s+ � a+e��+z ; z ! +1 ; us(z) � s� + a�e�+z ; z ! �1 : (4.12b)The positive constant �� and a� in (4.12b) are de�ned by�� = [�Q0(s�)] 12 ; log a� = log(�s�) + Z s�0  ���[2G(�)] 12 + 1� � s�! d� : (4.13)For j = 0; 1; : : : ; n, we de�ne �j = (�1)j�0 , where �0 = �1 speci�es the orientation ofthe internal layer closest to x = �1 . For j = 0; 1; : : : ; n, the triplet (aj; �j; sj) is de�nedby (aj; �j; sj) = 8><>: (a+; �+; s+) ; when �j = �1 ;(a�; ��; s�) ; when �j = +1 : (4.14)Then an n-layer metastable pattern for (4.11) shown in Figure 4.2 is represented by theapproximate form u � u�(x) , whereu�(x) = u�(x;x0; x1; : : : ; xn�1) � us["�1�0(x�x0)]+n�1Xj=1 �us["�1�j(x� xj)]� sj� : (4.15)Here xj = xj(t) for j = 0; 1; : : : ; n � 1 and xj�1(t) < xj(t) . Since us(0) = 0 , thecurves x = xi(t); i = 0; 1; : : : ; n � 1 , closely determine the locations of the zeros ofu(x; t) during the slow evolution. The internal layer distances dj = dj(t) are given bydj = xj �xj�1 for j = 0; 1; : : : ; n , where we have introduced the �ctitious layers x�1 and



Chapter 4. Phase Separation Models in One Spatial Dimension 97xn by x�1 = �2 � x0 and xn = 2 � xn�1 . The layers are assumed to be well-separatedin the sense that dj(t) = O(1) as "! 0 for j = 0; 1; : : : ; n . A lengthy calculation in [88]leads to the following results for the metastable dynamics in the viscous Cahn-Hilliardequation (4.11).
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x�1 x0 x1 x2 x3 xn�2 xn�1 xnFigure 4.2: An n-layer metastable pattern for the viscous Cahn-Hilliard equation (4.11).Proposition 4.1 (From [88]) For "! 0 , an n-layer metastable pattern for (4.11) withwidely separated layers is represented by (4.15) , where xi(t) , i = 0; 1; : : : ; n� 1 , and anunknown function �c(t) satisfy the explicit DAE system���"�1 _xj + (1 � �) n�1Xk=0 _xkbjk � �c�j(s+ � s�) +Hj ; j = 0; 1; : : : ; n� 1 ; (4.16a)nXk=0 sk(xk � xk�1) � m� "n(�� � �+) : (4.16b)Here the exponentially weak forces Hj for j = 0; 1; : : : ; n� 1 and the coupling coe�cients



Chapter 4. Phase Separation Models in One Spatial Dimension 98bjk for j; k = 0; 1; : : : ; n� 1 are de�ned byHj = 2 �a2j+1�2j+1e�"�1�j+1dj+1 � a2j�2j e�"�1�jdj� ; (4.17a)bjk = Z 1�1 �us["�1�k(x� xk)]� sk� �us["�1�j(x� xj)]� sj+1� dx ; (4.17b)where� = Z 1�1[u0s(z)]2dz ; �� = Z 0�1 [us(�)� s�] d� ; �+ = Z 10 [s+ � us(�)] d� : (4.18)To validate the DAE system (4.16) numerically, we compare the asymptotic and nu-merical results for the internal layer locations xj corresponding to an n-layer metastablepattern for (4.11) with Q(u) = 2(u � u3) and � = 1 . For this form of Q(u) , theheteroclinic orbit constants needed in (4.16) and (4.17) can be obtained analytically asa� = 2 ; �� = 2 ; s� = �1 ; � = 4=3 ; �� = log 2 :In the comparisons below, we chose di�erent values of � resulting in di�erent typesof phase separation models and took u(x; 0) = u�(x;x00; : : : ; x0n�1) as the initial datafor (4.11). Here u� is the n-layer metastable pattern (4.15) and x0j 2 (�1; 1) ; j =0; 1; : : : ; n � 1 are initial zeros of u . To eliminate any unwanted transient e�ects, wecomputed the full numerical solution to (4.11) with these initial data until t = tc , wheretc was some positive constant, and reset x0j to be the zeros of the numerical approximationuh at time t = tc . With these new values of x0j as its initial data, the DAE system (4.16)was solved numerically and results were compared with corresponding full numericalresults.We solved the DAE system (4.16) using the implicit-ODE solver LSODI (cf. [48]).This solver requires the initial values of �c(t) , xi(t) for i = 0; : : : ; n � 1 and theirderivatives. For given initial values of xi , for i = 0; : : : ; n�1 , in our computations, �c(0)was determined by the asymptotic estimate (4.25b) or (4.34) below, _�c(0) was set to zero



Chapter 4. Phase Separation Models in One Spatial Dimension 99and _xi(0) were obtained by solving (4.16a) which was treated as a linear system of _xi .In addition, instead of calculating the coe�cients bjk in (4.16a) precisely from (4.17a),we used (4.24) below to evaluate them.To compute numerical solutions to the evolution problem (4.11), we used the trans-verse method of lines approach introduced in x1.3, with a slight modi�cation. Since theright hand side of (4.11) contains the derivative ut , it is convenient to rewrite (4.11) inthe form ��ut = "2uxx +Q(u)� � ; ux(�1; t) = 0 ; (4.19a)(1 � �)ut = ��xx ; �x(�1; t) = 0 ; (4.19b)with u(x; 0) = u0(x) . Then, by replacing the time derivatives ut in (4.19) by the backwarddi�erential formulas (BDF), this problem can be converted into a set of boundary valueproblems with two unknowns un and �n at each time step. These boundary valueproblems were solved by applying COLSYS [6]. This procedure works for 0 � � < 1 ,since (4.19) is not well-de�ned when � = 1 unless a mass constraint is imposed. For thespecial case � = 1 , we computed solutions to the constrained Allen-Cahn equationut = "2uxx +Q(u)� 12 Z 1�1Q(u)dx ; ux(�1; t) = 0 ; u(x; 0) = u0(x) : (4.20)After ut is discretized by the BDF schemes, we obtainkXj=0 �jun�j(x) = �n+1 �"2(un)xx +Q(un)� 12 Z 1�1Q(un)dx� ; (un)x(�1) = 0 ; (4.21)where k and �j are same as in x1.3. Since these boundary value problems are non-local,we introduce the new variables z= (z1; : : : ; z4)T withz1 = un ; z2 = (un)x ; z3 = Z 1�1Q(un)dx ; z4 = Z x�1Q(un)dx= Z 1�1Q(un)dx : (4.22)With these new variables, (4.21) is reduced to a local problemzx = F (z) ; z2(�1) = z2(1) = z4(�1) = 0 ; z4(1) = 1 ; (4.23)



Chapter 4. Phase Separation Models in One Spatial Dimension 100where nonlinear function F : R4 ! R4 can be easily derived from (4.21) and (4.22).Again, COLSYS was used to solve the boundary value problem (4.23) at each time step.It has been clear from [15] and [88] that for the phase separation models speci�edby (4.11), the closest layers will move towards each other at an extremely slow rate andeventually undergo a collapse phase, leaving behind a metastable pattern with two fewerlayers. In Tables 4.1 { 4.3, we give a comparison between the asymptotic and numericalresults for the evolution of these collapse layers for three types of phase separation modelscorresponding to � = 0; 12 and 1. In these tables, the initial values of xj for j =0; : : : ; n � 1 with n = 6 were chosen to be near �0:7; �0:4; �0:1; 0:15; 0:5 and 0:8 ,so the second and third columns compare the numerical and asymptotic elapsed timenecessary for the distance d3 to be given by the values in the �rst column. These elapsedtimes are found to agree to more than three signi�cant digits. In Figure 4.3 { 4.5, we plotthe full numerical solutions at di�erent time to (4.11) corresponding to the parametervalues used for Table 4.1 { 4.3, respectively. The behavior of the solution during themetastable phase and the collapse phase shown in these �gures will be discussed in thenext few sections.
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Figure 4.3: Plot of the numerical solution to the Cahn-Hilliard equation at di�erent timescorresponding to the parameter values given in Table 4.1.



Chapter 4. Phase Separation Models in One Spatial Dimension 101d3 t(num.) t(asy.)0.2499637 0.11805135 �102 0.11805099 �1020.2490057 0.31421876 �103 0.31423049 �1030.2457128 0.12120381 �104 0.12121263 �1040.2353902 0.30076767 �104 0.30080758 �1040.2221106 0.40610571 �104 0.40615483 �1040.2049384 0.45628835 �104 0.45634494 �1040.1503616 0.47902868 �104 0.47909376 �1040.1028643 0.47961152 �104 0.47967273 �1040.0697038 0.47963267 �104 0.47971114 �104Table 4.1: A comparison of the asymptotic and numerical results for t = t(d3) for theCahn-Hilliard equation (� = 0) with " = 0:03 . The initial values of xj for j = 0; : : : ; 5were -0.7000000, -0.3999999, -0.0999999, 0.1499999, 0.4999999, 0.8000000.4.3 Properties of the Metastable DynamicsThe DAE system (4.16) provides a quantitative characterization of metastable internallayer motion for the viscous Cahn-Hilliard equation (4.11). However, it is not easilyanalyzed and thus gives little analytical information about the metastable dynamicsunless the system is asymptotically simpli�ed. In this section, we decouple the DAEsystem (4.16) and then study this reduced system to reveal the analytical behavior ofthe metastable dynamics associated with the three phase separation models.4.3.1 Simpli�cation of the DAE System (4.16)In [88], the coe�cients bjk de�ned by (4.17b) have been evaluated asymptotically asbjk � �(�1)j+k(xj � xk)(s+ � s�)2�" �1� (�1)j+k� �j(s+ � s�)(�� � �+) ; for j > k ; (4.24)bjj � �"� ; bjk = O(e�"�1c) ; for j < k :



Chapter 4. Phase Separation Models in One Spatial Dimension 102d3 t(num.) t(asy.)0.2499080 0.10960657 �102 0.10947517 �1020.2457898 0.45001770 �103 0.45013814 �1030.2354383 0.11982005 �104 0.11986815 �1040.2268495 0.15722918 �104 0.15731235 �1040.2068120 0.20064226 �104 0.20078002 �1040.1687788 0.22184970 �104 0.22204742 �1040.1484624 0.22420676 �104 0.22442599 �1040.1016572 0.22539916 �104 0.22564691 �1040.0545736 0.22551925 �104 0.22576482 �104Table 4.2: A comparison of the asymptotic and numerical results for t = t(d3) for theviscous Cahn-Hilliard equation (� = 0:5) with " = 0:04 . The initial values of xj forj = 0; : : : ; 5 were -0.7000000, -0.3999999, -0.0999996, 0.1499996, 0.5000000, 0.8000000.Here � = R1�1[s+�us(�)][us(�)�s�]d� and c is a positive constant that is proportional tothe distance xk � xj. If we write the left side of (4.16a) in the matrix form B _x, then thematrixB is lower triangular to within exponentially small terms. Moreover, if 0 < � � 1 ,then the entries in the matrix B that are below the main diagonal are O(") smaller thanthe entries along the main diagonal. In this case, a simpli�ed form of the DAE system(4.16) was obtained in [88], although only a preliminary description of the metastablebehavior was given there. In addition, numerical veri�cation of the asymptotic results in[88] are needed to make the work in [88] complete.For 0 < � � 1 , we follow [88] and introduce the decoupled form of (4.16). SinceB is a diagonal matrix to within O(") terms, the system (4.16) can be asymptoticallydecoupled for this range of � to obtain��� _xj � "�jn�1(s+ � s�)�1 n�1Xk=0(sk � sk+1)Hk + "Hj ; j = 0; : : : ; n� 1 ;(4.25a)�c � n�1(s+ � s�)�2 n�1Xk=0(sk � sk+1)Hk : (4.25b)This form is an exact reformulation of (4.16) when � = 1 . Let n � 2 and label the



Chapter 4. Phase Separation Models in One Spatial Dimension 103d3 t(num.) t(asy.)0.2499500 0.11561895 �102 0.11528481 �1020.2494742 0.12103537 �103 0.12102348 �1030.2450228 0.10128793 �104 0.10130617 �1040.2370225 0.21550525 �104 0.21555446 �1040.2201322 0.34372605 �104 0.34383206 �1040.2058314 0.39218631 �104 0.39233456 �1040.1635920 0.43265906 �104 0.43291128 �1040.1171353 0.43761505 �104 0.43793961 �1040.0497620 0.43813902 �104 0.43846704 �104Table 4.3: A comparison of the asymptotic and numerical results for t = t(d3) for theconstrained Allen-Cahn equation (� = 1) with " = 0:04 . The initial values of xj forj = 0; : : : ; 5 were -0.7000000, -0.4000000, -0.0999997, 0.1499996, 0.5000000, 0.8000000.initial layer separations dj(0) for j = 0; : : : ; n by d0j = dj(0) . Assume that there is someJ with J 6= 0 and J 6= n such that �Jd0J < �jd0j for all j = 0; : : : ; n and j 6= J . Then,from (4.25a), it is easy to show that the distance dJ (t) between xJ and xJ�1 satis�es theapproximate evolution equationd0j � � 4"��� �1 � 2n�a2J�2Je�"�1�JdJ ; dJ(0) = d0J > 0 : (4.26)Integrating (4.26), we obtaindJ(t) � d0J + "�J log[1� t=ts] ; ts � ���[1� 2=n]�14a2J�3J e"�1�Jd0J : (4.27)Thus, dJ = O(") when t � ts. Since the right hand sides of (4.25a) do not depend on �,it is clear that the viscous Cahn-Hilliard equation (0 < � < 1 ) has the same metastabledynamics as the constrained Allen-Cahn equation (� = 1 ) except for the scale of thecollapse time.For the Cahn-Hilliard equation (� = 0), an asymptotic simpli�cation of (4.16) is not sostraightforward. Using (4.24), adding up two consecutive ODEs in (4.16a), di�erentiating
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Figure 4.4: Plot of the numerical solution to the viscous Cahn-Hilliard equation at dif-ferent times corresponding to the parameter values given in Table 4.2.(4.16b) and performing certain rescalings, we can obtain0BBBBBBBBBBBBBBBBB@ 1 � "�0 �"�0 0 0 : : : 0 0�1 1� "�1 �"�1 0 : : : 0 01 �1 1� "�2 �"�2 : : : 0 0...(�1)n �(�1)n (�1)n �(�1)n : : : 1� "�n�2 �"�n�21 �1 1 �1 : : : (�1)n�1 (�1)n
1CCCCCCCCCCCCCCCCCA0BBBBBBBBBBBBBBBBB@ _x0_x1_x2..._xn�2_xn�1

1CCCCCCCCCCCCCCCCCA � 0BBBBBBBBBBBBBBBBB@ r0r1r2...rn�20
1CCCCCCCCCCCCCCCCCA ;(4.28)where �k and rk are de�ned by, for 0 � k � n� 2 ,�k = �(xk+1 � xk)(s+ � s�)2 ; (4.29a)rk = 1(xk+1 � xk)(s+ � s�)2 (Hk +Hk+1)= 2(xk+1 � xk)(s+ � s�)2 �a2k+2�2k+2e�"�1�k+2dk+2 � a2k�2ke�"�1�kdk� : (4.29b)From the �rst three rows of (4.28), it is not hard to derive that _x0 � "�0 _x1 + r0 ,_x1 � "�1 _x2+ r0+ r1 and _x2 � "�2 _x3+ r1+ r2+ "�1(r0+ r1) . In general, we can use the
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Figure 4.5: Plot of the numerical solution to the constrained Allen-Cahn equation atdi�erent times corresponding to the parameter values given in Table 4.3.induction principle to show that_xj � "�j _xj+1 + jXk=1 "j�k (rk�1 + rk) j�1Yl=k �l ; for 1 � j � n� 2 : (4.30)Multiplying the last row of (4.28) by (�1)n�1 and adding it to the second to last row,we have �"�n�2 _xn�2 + (1 � "�n�2) _xn�1 � rn�2 ; (4.31)which can be combined with (4.30) to yield_xn�1 � n�2Xk=0 "n�2�krk n�2Yl=k+1 �l : (4.32)Substituting (4.32) into (4.30), we can obtain _xj for j = n�2; : : : ; 0 , recursively. Specif-ically, the internal layer locations xj(t) for j = 0; : : : ; n� 1 satisfy_xj � n�2Xk=j "k�jrk k�1Yl=j �l + j�1Xk=0 "j�1�krk j�1Yl=k+1 �l ; (4.33)where �k and rk are given in (4.29). From (4.16a) and (4.33) with j = 0 , it is straight-forward to get the following estimate for �c(t)�c � � 1�0(s+ � s�)  H0 + "� n�2Xk=0 "krk k�1Yl=0 �l! : (4.34)



Chapter 4. Phase Separation Models in One Spatial Dimension 106Since �rk = �k(Hk +Hk+1) , we can neglect some higher order terms in this estimate toobtain �c � � 1�0(s+ � s�) n�1Xk=0 "kHk k�1Yl=0 �l : (4.35)As a partial check on our simpli�ed results, the estimates for �c in (4.25b), (4.34)and (4.35) were evaluated for various sets of internal layer locations and were found tocompare very favorably with corresponding numerical results computed directly from(4.16) using LSODI. The results are shown in Table 4.4 and 4.5.(x0; x1; x2; x3) �c (num.) �c (4.34) �c (4.35)(�0:9;�0:4; 0; 0:6) 0:336661 � 10�7 0:336380 � 10�7 0:329785 � 10�7(�0:4;�0:1; 0:1; 0:5) �0:117992 � 10�8 �0:109940 � 10�8 �0:104577 � 10�8(�0:5;�0:2; 0:2; 0:8) �0:149581 � 10�11 �0:149597 � 10�11 �0:144732 � 10�11(�0:6;�0:2; 0:2; 0:6) �0:697625 � 10�16 �0:696720 � 10�16 �0:679726 � 10�16(�0:7;�0:3; 0:25; 0:6) �0:729543 � 10�16 �0:725283 � 10�16 �0:707289 � 10�16Table 4.4: A comparison of the asymptotic and numerical results for �c for theCahn-Hilliard equation (� = 0) with " = 0:02 and Q(u) = 2(u � u3) . Here n = 4and �0 = 1 . (x0; x1; x2; x3) �c (num.) �c (4.25b)(�0:5;�0:1; 0:1; 0:5) 0:127273 � 10�4 0:129567 � 10�4(�0:7;�0:3; 0; 0:5) 0:162085 � 10�7 0:164682 � 10�7(�0:5;�0:1; 0:3; 0:7) �0:213520 � 10�10 �0:209847 � 10�10(�0:75;�0:25; 0:2; 0:75) 0:738668 � 10�12 0:747657 � 10�12Table 4.5: A comparison of the asymptotic and numerical results for �c for the viscousCahn-Hilliard equation (� = 12) with " = 0:03 and Q(u) = 2(u � u3) . Here n = 4 and�0 = 1 .



Chapter 4. Phase Separation Models in One Spatial Dimension 1074.3.2 Comparisons of the Internal Layer DynamicsUsing the decoupled ODE systems (4.25) and (4.33), we are able to study analyticallythe metastable behavior associated with the viscous Cahn-Hilliard equation (4.11). We�rst consider the Cahn-Hilliard equation (� = 0). Let n � 4 in (4.33) and label theinitial layer separation dj(0) for j = 0; : : : ; n by d0j = dj(0) . Assume that for some Jwith 2 � J � n � 2, we have that �Jd0J < �jd0j for all j = 0; : : : ; n and j 6= J . Then,from (4.29b), it is easy to show thatrJ�2 � 2dJ�1(s+ � s�)2a2J�2Je�"�1�JdJ ; rJ � � 2dJ+1(s+ � s�)2a2J�2Je�"�1�JdJ ; (4.36)and the rest of the rj 's are exponentially small, compared with rJ�2 and rJ . Now, from(4.33), we have_xJ�2 � rJ�2 > 0 ; _xJ�1 � rJ�2 > 0 ; _xJ � rJ < 0 ; _xJ+1 � rJ < 0 : (4.37)This means that the interfaces of the annihilating interval (xJ�1; xJ) will approach eachother and eventually disappear, while the nearest neighboring intervals move together inan asymptotically rigid way. For the layers that are left of xJ�2 and right of xJ+1, wecan �nd from (4.33) that_xJ�k � "k�2rJ�2 J�3Yl=J�k �l � O("k�2e�"�1�JdJ ) > 0 ; k � 2 ; (4.38a)_xJ+k � "k�1rJ J+k�1Yl=J+1 �l � �O("k�1e�"�1�JdJ ) < 0 ; k � 1 : (4.38b)Therefore, we expect that the layers xJ�1 and xJ�2 (xJ and xJ+1) will move at the samespeed and direction to the right (left), and that the other layers on the left (right) willmove in the same direction as xJ�1 and xJ�2 (xJ and xJ+1), but at a successive slowerspeed, i.e., xJ�k1 with k1 � 3 (xJ+k2 with k2 � 2) is O(") slower than its right neighborxJ�k1+1 (left neighbor xJ+k2�1). This analysis has been veri�ed numerically (e.g., see



Chapter 4. Phase Separation Models in One Spatial Dimension 108Figure 4.3). From (4.36) and (4.37), it is easy to show that the distance dJ (t) betweenxJ and xJ�1 satis�esd0J � � 2(s+ � s�)2a2J�2Je�"�1�JdJ �d�1J�1 + d�1J+1� ; dJ (0) = d0J > 0 : (4.39)Since the distances dJ�1 and dJ+1 are constant to within O(") terms before the layercollapse, we integrate (4.39) to obtaindJ (t) � d0J + "�J log (1� t=ts) ; ts � "(s+ � s�)2 �d0J�1�1 + d0J+1�1��12a2J�3J e"�1�Jd0J : (4.40)Here ts is the approximate collapse time for the Cahn-Hilliard equation.We now return to study the motion of the layers characterized by the ODE system(4.25a) for the viscous Cahn-Hilliard equation with 0 < � � 1 . We note that in thiscase the metastable dynamics is insensitive to the value of � except for the time scaleof the motion. Let n � 3 and assume that there is some J with 1 � J � n � 1such that �Jd0J < �jd0j for all j = 0; : : : ; n and j 6= J . Then, from (4.17a), we haveHJ � �HJ�1 � �2a2J�2Je�"�1�JdJ , while the other Hj 's are exponentially small comparedwith HJ and HJ�1 . Thus, using (4.25a), it is easy to obtain that��� _xJ�1 � "HJ�1[1� 2=n] > 0 ; ��� _xJ � �"HJ�1[1� 2=n] < 0 ; (4.41a)��� _xJ�i � 2"n (�1)iHJ�1 ; i � 2 ; ��� _xJ+i � 2"n (�1)iHJ�1 ; i � 1 : (4.41b)Therefore, when 0 < � � 1 , as the collapse layers move toward each other, the other layersmove asymptotically at speeds of a same order as the collapse layers and in alternate leftand right directions (see Figure 4.4 and 4.5). In other words, the mass of the disappearing\island" will be consumed evenly by the rest of the \islands" by expanding their widths.This has been veri�ed by the full numerical results in Figure 4.4 { 4.6.Now let's analyze the motion of internal layers with collapse layers close to the bound-aries. For the Cahn-Hilliard equation, let n � 3 and assume that for J = 0; 1; n�1 or n ,



Chapter 4. Phase Separation Models in One Spatial Dimension 109we have that �Jd0J < �jd0j for all j = 0; : : : ; n and j 6= J . If J = n� 1, thenrn�3 � 2dn�2(s+ � s�)2a2n�1�2n�1e�"�1�n�1dn�1will be dominant, as the other rj's are exponentially small compared with rn�3. Thus,we obtain from (4.33) that_xj � "n�3�jrn�3 n�4Yl=j �l > 0 ; for 0 � j � n� 4 ; (4.42a)_xn�3 � rn�3 > 0 ; _xn�2 � rn�3 > 0 ; _xn�1 � "�n�2rn�3 > 0 : (4.42b)Using these asymptotic estimates, it follows that all layers will move to the right, buttheir speeds are di�erent: while the layers xn�3 and xn�2 are shifting at the same speedrn�3 , other layers are almost static. This is veri�ed in Figure 4.6(a). In Figure 4.6{4.8, we plot the full numerical solutions to the viscous Cahn-Hilliard equation (4.11) forthe metastable phase in parts (a), (c) and (e) and for the collapse phase in parts (b),(d) and (f). In each of these �gures, we plot the solutions at di�erent times for (4.11)corresponding to � = 0 , � = 12 and � = 1 . From (4.42b), we have that_dn�1 � � 2dn�2(s+ � s�)2a2n�1�2n�1e�"�1�n�1dn�1 ; (4.43)and dn�2 is constant to withinO(") terms before the annihilation. Hence, we can integrate(4.43) to obtaindn�1(t) � d0n�1 + "�n�1 log (1 � t=ts) ; ts � "(s+ � s�)2d0n�22a2n�1�3n�1 e"�1�n�1d0n�1 : (4.44)Next, consider the Cahn-Hilliard equation with J = n . Thenrn�2 � 2dn�1(s+ � s�)2 a2n�2n e�"�1�ndnwill be dominant in this case. From (4.33), it is easy to show that_xj � "n�2�jrn�2 n�3Yl=j �l > 0 ; for 0 � j � n� 3 ; (4.45a)_xn�2 � rn�2 > 0 ; _xn�1 � rn�2 > 0 : (4.45b)



Chapter 4. Phase Separation Models in One Spatial Dimension 110Thus, the layers xn�2 and xn�1 will move to the right at the same speed rn�2, while otherlayers will move in the same direction, but at a much slower speed. This is veri�ed inFigure 4.7(a). In a similar way as in the derivation of (4.44), we can estimate the lengthof the annihilating interval (xn; xn�1) asdn(t) � d0n + "�n log (1 � t=ts) ; ts � "(s+ � s�)2d0n�14a2n�3n e"�1�nd0n : (4.46)For J = 0 or J = 1 , it is clear by symmetry that the metastable behavior of a patternof n internal layers is similar to that for the case J = n or J = n� 1 , respectively.For the viscous Cahn-Hilliard equation (4.11) with 0 < � � 1 , let n � 2 and assumethat for J = 0 or J = n, we have that �Jd0J < �jd0j for all j = 0; : : : ; n and j 6= J .When J = n , we have from (4.17a) that Hn�1 � 2a2n�2n e�"�1�ndn and that other Hj 's areexponentially small compared with Hn�1 . Thus, (4.25a) reduces to��� _xn�1 � "(1� 1n)Hn�1 ; ��� _xj � "n(�1)n�jHn�1 ; for 0 � j � n� 2 : (4.47)This means that xn�1 will collapse at the boundary and other layers will be shifting atthe same speed and at opposite directions. As a results, the change of the mass due tothe annihilation of xn�1 will be compensated by the remaining layers evenly. This isveri�ed in Figure 4.7(c) and (e). Using _dn = �2 _xn�1 and (4.47), we havedn(t) � d0n + "�n log (1� t=ts) ; ts � ���[1� 1=n]�14a2n�3n e"�1�nd0n : (4.48)The dynamics is similar when J = 0 .Next, we consider the dynamics of an n-layer metastable pattern which has twosmallest neighboring \islands". Speci�cally, we assume that n � 4 and there is someJ with 2 � J � n � 2 such that �Jd0J = �J+1d0J+1 < �jd0j for all j = 0; : : : ; n andj 6= J; J + 1 . For the sake of simplicity, we let Q(u) be an odd nonlinearity for whicha+ = a� � a and �+ = �� � � . In this case, d0J = d0J+1 and thus we further assume that



Chapter 4. Phase Separation Models in One Spatial Dimension 111d � dJ � dJ+1 as " ! 0 during the metastable phase. De�ning H � 2a2�2 e�"�1�d , weobtain from (4.16) that HJ�1 � H and HJ+1 � �H , and that the remaining Hj 's areasymptotically negligible. From now on in this section, we use the notation f = o0(g) ,by which we mean that f is exponentially small with respect to g as " ! 0. For theviscous Cahn-Hilliard equation with 0 < � � 1 , we can �nd from (4.25) that �c = o0(H)and ��� _xJ�1 � "HJ�1 > 0 ; ��� _xJ+1 � "HJ+1 < 0 ; _xj = o0(H) ; (4.49)for j 6= J � 1; J + 1 . Thus, we can claim that during the metastable phase, the layersxJ�1 and xJ+1 move towards each other, while the other layers, including the interfacexJ joining the smallest intervals (xJ�1; xJ) and (xJ ; xJ+1) , remains stationary in time towithin exponentially small precision. For the Cahn-Hilliard equation (� = 0), it is easyto show from (4.29b) and (4.33) thatrJ�2 � 1dJ�1(s+ � s�)2 HJ�1 ; rJ�1 � 1dJ (s+ � s�)2 HJ�1 ;rJ � 1dJ+1(s+ � s�)2 HJ+1 ; rJ+1 � 1dJ+2(s+ � s�)2 HJ+1 ; (4.50)rj = o0(H) ; for j 6= J � 1; J � 2 :Therefore, the internal layer locations xj(t) satisfy_xJ�2 � rJ�2 > 0 ; _xJ�1 � rJ�1 + rJ�2 > 0 ;_xJ+2 � rJ+1 < 0 ; _xJ+1 � rJ + rJ+1 < 0 ; (4.51)_xj = O("H) ; for j 6= J � 1; J � 2 :Here we have to assume d0J�1 = d0J+2 to ensure that our former assumption dJ � dJ+1is valid. Therefore, the internal layers whose motion is most noticeable during themetastable phase are xJ�2, xJ�1 that move to the right and xJ+1, xJ+2 that move tothe left. The other layers remain stationary to within at least O(") precision. In ad-dition, from (4.51), it is clear that xJ�1 moves at a higher speed than does xJ�2. The



Chapter 4. Phase Separation Models in One Spatial Dimension 112numerical evidence supporting the analysis given above can be observed in Figure 4.8(a),(c) and (e).4.3.3 Other Explicit ODE SystemsThere are some other systems of ODEs for the motion of the internal layers for the Cahn-Hilliard equation (cf. [15] and [35]) and it is of interest to determine if these seeminglydi�erent systems are consistent with (4.16). In our notation, the ODE system (4.36) in[15] can be rewritten as_xj � rj + rj�1 ; for 1 � j � n � 2 ; _x0 � r0 ; _xn�1 � rn�2 ; (4.52)where r0js are de�ned in (4.29b). Comparing this system with (4.33), we �nd that ifthe \higher order terms" in (4.33) (i.e.,Pn�2k=j+1 "k�jrk Qk�1l=j �l+Pj�2k=0 "j�1�krk Qj�1l=k+1 �l )are omitted, then our ODE system (4.33) reduces to (4.52). However, it is clear thatthese \higher order terms" may be signi�cantly greater than the remaining r0js . Forexample, suppose J with 2 � J � n � 2 (n � 4) is the index of a unique annihilatinginterval. Then our asymptotic formula (4.38) indicates that the internal layer xj forj = J � k with k � 2 and j = J + k with k � 1 will move at an algebraic slowerspeed than the annihilating layers. On the other hand, from (4.52), the correspondinginternal layers xj will satisfy _xj = o0( _xJ) , i.e., they move exponentially slower than thecollapsing layers. Thus, the results in [15] provide useful information for the motionof layers for the annihilating interval and its two nearest neighborhoods, but may beinaccurate for other layers. Similarly, for the case corresponding to Figure 4.7(a) and(b), where the annihilating interval is (xn�1; xn) , the system (4.52) yields x0j = o0(rn�1)for j � n � 3. In contrast, our ODE system (4.33) gives (4.45a) instead. Here weillustrate that (4.45a) is correct by giving the full numerical results for the locationsxj, their deviations ej � xj � x0j and the ratios �j � ej=ej+1 at two di�erent times in



Chapter 4. Phase Separation Models in One Spatial Dimension 113Table 4.6. From (4.45), we expect that the ratio �j with j � n � 3 should be O(") ,and the deviation ej should satisfy O("n�2�jen�2) for j � n� 3 . This is exactly what isobtained in Table 4.6.Eyre [35] also derived an explicit ODE system using a collocation technique, but wecan't �nd any similarities between his results and our asymptotic and full numericalresults. t = 140:22 t = 156:02j xj ej �j xj ej �j0 -.800000 .000000 - -.800000 .000000 -1 -.499998 .000002 .05 -.499995 .000005 .042 -.099961 .000039 .05 -.099861 .000139 .053 .200718 .000718 .04 .202578 .002578 .044 .617812 .017812 1.04 .671481 .071481 .815 .917114 .017114 .987852 .087852Table 4.6: Numerical results (using TMOL) for the Cahn-Hilliard equation (� = 0) attwo di�erent times corresponding to the parameter values used for Figure 4.7(a) and(b). Here, xj for j = 0; : : : ; 5 are the locations of internal layers, ej � xj � x0j and�j � ej=ej+1.4.4 Simulation of the Entire Coarsening ProcessThe DAE system (4.16) is not valid when two internal layers, or an internal layer and awall, become closely separately by an amount of O("). In particular, when two approach-ing internal layers become closely separated, the layers will undergo a strong local inter-action which leads to an annihilation of two internal layers, leaving behind a metastablepattern with two fewer layers. This strong local interaction of two approaching inter-nal layers during annihilation is very complicated (see Figure 4.3{4.8) and will not bediscussed. Instead, we will �nd an approximation of the interface realignment after an



Chapter 4. Phase Separation Models in One Spatial Dimension 114annihilation, using the explicit characterization of motion of the layers in the previoussection. Here interface realignment refers to an algorithm that maps interface locationsbefore an annihilation to locations immediately after an annihilation. Since an annihila-tion event takes place on a much faster time scale than metastable dynamics, we believethat incorporating the interface realignment into the metastable evolution described bythe DAE system (4.16) could provide, approximately, a complete quantitative descriptionof the coarsening process associated with the phase separation models.In our discussion below, we assume that at any time, the interval having the leastlength is unique, i.e., there is some J with 0 � J � n such that �JdJ < �jdj for allj = 0; : : : ; n and j 6= J . Another assumption is that the solution u(x; t) is a piecewiseconstant with u = s+ or u = s� during the metastable phase. This is reasonable when" is small since the interfaces of the metastable pattern (4.15) have length O(") . Underthis assumption, the mass constraint is equivalent to the length conservation conditionsthat both Pi odd di and Pi even di are constant. Here and only here the interval lengthsd0 and dn represent x0 + 1 and 1 � xn�1 , respectively. Since the interval with the leastlength annihilates �rst, the layers xJ�1 and xJ will be referred to as the left and rightannihilating interfaces, while the layers xJ�2 and xJ+1 will be referred to as the leftand right nearest interfaces. During the annihilation of the J -th interval, the interfacenumber decreases by two (one if J = 0 or n). Let the locations of the resulting interfacesimmediately after the annihilation be denoted by x0j for j = 0; : : : ; J�2; J+1; : : : ; n�1 ,where we assume that the set f0; : : : ; J � 2g (fJ + 1; : : : ; n � 1g) is empty if J < 2(J > n� 2).We now describe how the interface realignment is realized. First, consider the viscousCahn-Hilliard equation with 0 < � � 1 , and assume J( 6= 0; n) is the index of the onlyannihilating interval. It has been found in x4.3 that the annihilating interfaces approacheach other and eventually coalesce and that the other interfaces move at the same speed



Chapter 4. Phase Separation Models in One Spatial Dimension 115and in opposite directions. So the new locations of the internal layers after an annihilationcan be approximated byx0j = xj + (�1)j�J� ; j = 0; : : : ; n � 1; j 6= J � 1; J ; (4.53)where � > 0 is a constant. Using the length conservation conditions, we have � =dJ=(n� 2) . If J = 0 or n, then the new internal layer locations after an annihilation willapproximately bex0j = xj + (�1)j�J� ; j = 0; : : : ; n � 1; j 6= (1� 1n)J ; (4.54)with � = dJ=2(n � 1).For the Cahn-Hilliard equation, the asymptotic analysis and numerical experiments inx4.3 indicate that when 2 � J � n� 2 (n � 4), the nearest interfaces xJ�2 and xJ+1 willmove at the same speeds and directions as the corresponding annihilating interfaces xJ�1and xJ , while all other interfaces remain unchanged to within at least O(") precision.Thus, the new locations of the interfaces can be approximately represented byx0J�2 = xJ�2 + �dJ ; x0J+1 = x0J�2 + dJ�1 + dJ+1 ; (4.55a)x0j = xj ; j = 0; : : : ; J � 3; J + 2; : : : ; n� 1 : (4.55b)Here � > 0 is a constant to be determined. To �nd an approximation for �, we comparethe speeds of the nearest interfaces during the metastable phase. It is clear from (4.37)that the annihilating interfaces move towards each other, each being followed by itsnearest interface moving at approximately the same speed. The ratio of the speeds ofthese two rigid motions is equal to the inverse ratio of the distances between the pairs ofthe nearest and annihilating interfaces. So, we obtain� = dJ+1dJ�1 + dJ+1 :



Chapter 4. Phase Separation Models in One Spatial Dimension 116Note that if dJ�1 = dJ+1, then � = 12 and the length of the annihilated interval isredistributed equally to its neighboring intervals. The above arguments are limited tothe annihilating intervals that are separated from the boundary by at least two intervals.When the annihilating interfaces are near the boundary, it is not hard to see from (4.42)and (4.45) that if J = n � 1 or n, then the interface(s) xj for J � 1 � j � n � 1 willeventually disappear. Since, during this annihilation, the interfaces xj for 0 � j � J � 2are almost unchanged, the new location of the left nearest interface xJ�2 can be calculatedusing the length conservation conditions. Speci�cally, we havex0n�3 = xn�1 � dn�2 ; x0j = xj ; for j = 0; : : : ; n� 4 ; if J = n� 1; (4.56a)x0n�2 = 1 � dn�1 ; x0j = xj ; for j = 0; : : : ; n� 3 ; if J = n : (4.56b)The interface realignment for J = 0 or 1 can be implemented similarly. Our discussionshere are motivated by the work of Eyre (see [35]) for the Cahn-Hilliard equation. Com-paring (4.55) and (4.56) with the corresponding equations for the interface motion duringannihilation in [35], we �nd they are essentially equivalent.We now present a procedure, that is conceived to be able to approximately describethe entire coarsening process associated with the phase separation models. We �rstintegrate the DAE system (4.16) until a collapse criterion is satis�ed. Then we use theinterface realignment technique to determine the new locations of the interfaces afteran annihilation, and with these new interface locations as initial values, we return tointegrate the DAE system again. We repeat the procedure above for each successivecollapse event until a stable equilibrium state with only one internal layer is achieved.Using this procedure, we calculate and plot the interface locations as a function of time forthe Cahn-Hilliard equation and the constrained Allen-Cahn equation in Figure 4.9. This�gure shows the entire coarsening process associated with the phase separation modelsand the two distinct time scales of the fast annihilation and the metastable interface



Chapter 4. Phase Separation Models in One Spatial Dimension 117motion.Next, we explain a prominent phenomenon that we can observe from Figure 4.3{4.8.These �gures show that for the viscous Cahn-Hilliard equation with 0 < � � 1 , the topsof the non-collapse \islands" and the bottoms of the non-collapse \valleys" will deviatesome visible distance vertically from the original positions u � s�. This deviation,however, does not occur for the Cahn-Hilliard equation (� = 0) during the coarseningprocess. By examining the version (4.19) of the viscous Cahn-Hilliard equation, weconjecture that this behavior may result from the di�erent signs and values of �(x; t)for di�erent models. Speci�cally, we can expect from the graph for Q(u) that if � <0 (� > 0), then the top of an \island" and the bottom of an \valley" will go up (down),and furthermore, the deviated distance will depend on the value of �. Now we deriveasymptotic expressions for �(x; t) for di�erent models to interpret this di�erence.It has been shown in [88] that we can decompose �(x; t) as�(x; t) = (1 � �) n�1Xj=0 _xjMj(x;xj) + �c(t) ; (4.57)where Mj de�ned by Mj � R x�1 (u�["�1�j(� � xj)]� sj) d� satis�esMj � 0 if x < xj ; Mj � �j(s+ � s�)(x� xj) + "(�� � �+) if x > xj ; (4.58)and �c(t) is asymptotically determined by (4.16). For the viscous Cahn-Hilliard equationwith 0 < � � 1, let n � 3 and assume that there is some J with 1 � J � n � 1 suchthat �Jd0J < �jd0j for all j = 0; : : : ; n and j 6= J . Then, the dominant Hj 's can be foundfrom (4.17a) to beHJ�1 � 2a2J�2J e�"�1�JdJ � H and HJ � �H : (4.59)Thus, using (4.25b), we can estimate �c as�c � 2 �J n�1(s+ � s�)�1H :



Chapter 4. Phase Separation Models in One Spatial Dimension 118For x < x0 , it is obvious from (4.57) and (4.58) that � � �c. For x > x0 , we calculate�(x; t), using (4.41), (4.57) and (4.58), to obtain� = �c [1 + (1 � �)O(")] :Therefore, for the constrained Allen-Cahn equation (� = 1), � = �c(t) is constant andits sign depends only on �J . If �J < 0 , then the non-collapse \islands" and \valleys"will shift up, and otherwise, they will shift down. For the viscous Cahn-Hilliard equationwith 0 < � < 1 , �(x; t) di�ers from �c(t) by only a relative error O(") and thus, themovement of these \islands" and \valleys" are the same as for the constrained Allen-Cahn equation. This analysis agrees with the numerical results shown in Figures 4.4{4.8.For example, in Figures 4.4 and 4.5, we have that �J = 1 with J = 3 and �c is positive.Thus, the metastable pattern on the non-collapse intervals seems to be lifted up duringthe coarsening process.For the Cahn-Hilliard equation, let n � 4 and assume that for some J with 2 � J �n� 2 , we have �Jd0J < �jd0j for all j = 0; : : : ; n and j 6= J . Then, the dominant Hj 's arealso HJ�1 and HJ satisfying (4.59). From (4.35), we have�c � � 1�0(s+ � s�)"J�1H(1 � "�J�1) J�2Yl=0 �l : (4.60)For xk�1 < x < xk with 0 � k � J � 1 , we can derive from (4.38a), (4.57) and (4.58)that � � k�1Xj=0 �j(s+ � s�)(x� xj)"J�j�2��1H J�2Yl=j �l + �c ;which gives � � ��kH "J�k�1 C : (4.61)where C > 0 is a constant. For xk�1 < x < xk with J � 1 � k � J + 1 , it can besimilarly obtained that � � �J H C ; for some C > 0, which yields that the sign of �



Chapter 4. Phase Separation Models in One Spatial Dimension 119determined only by �J is the same on the collapse interval and its two nearest neighbors.By symmetry, when xk�1 < x < xk , J + 1 � k � n , � can be naturally expected tosatisfy � � ��kH "k�J�1 C ; (4.62)where C > 0. We notice from (4.61) and (4.62) that the sign of � changes when x crossesthe interface xk (k 6= J�1; J). More speci�cally, if �k = 1 (�1) with k 6= J , which meansthat u � s� (s+) in the k-th interval (xk�1; xk) , then since � is negative (positive) onthis interval, the bottom (top) of the corresponding \valley" (\island") will move towardsu = 0 during the metastable phase and then move back to its original position at the endof the collapse phase. Therefore, the metastable pattern will contract vertically and willnot go beyond u = �1 and u = 1 . In addition, from (4.61) and (4.62), we believe thatduring the collapse phase, � will be O(1) only on the collapse interval and its left andright nearest neighbors, but will be at most O("J�k�1) (O("k�J�1)) on the k-th intervalwith k � J�1 (k � J+1). So we anticipate that the changes of these tops and bottomsare virtually indistinguishable when they are far away from the collapse interval. Thefull numerical results in Figures 4.3, 4.6 and 4.7 show that the solution u(x; t) to theCahn-Hilliard equation satis�es �1 � u � 1 and the local maximums or minimums onall intervals except the collapse interval and its nearest neighbor(s) are almost unchangedduring both the metastable phase and the collapse phase.



Chapter 4. Phase Separation Models in One Spatial Dimension 120
t=0    

t=361.3

t=415.6

t=425.5

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

t=426.25

t=426.28

t=426.30

t=426.31

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

(a): � = 0 ; " = 0:03 (b): � = 0 ; " = 0:03
t=0    

t=107.0

t=172.0

t=186.5

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1

−0.5

0

0.5

1

1.5

t=190.0

t=191.0

t=191.4

t=191.9

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1

−0.5

0

0.5

1

1.5

(c): � = 0:5 ; " = 0:04 (d): � = 0:5 ; " = 0:04
t=0    

t=182.7

t=302.2

t=334.8

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1

−0.5

0

0.5

1

1.5

t=341.7

t=343.5

t=344.3

t=345.1

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1

−0.5

0

0.5

1

1.5

(e): � = 1 ; " = 0:04 (f): � = 1 ; " = 0:04Figure 4.6: Plots of the full numerical solutions (using TMOL) to the viscousCahn-Hilliard equation (4.11) with Q(u) = 2(u � u3) and � = 1 at di�erent timesfor various values of � and ". Here the initial data u(x; 0) � u�(x;x0) with x0 = (�0:8,�0:5, �0:1, 0:2, 0:6, 0:8) and u� de�ned by (4.15).
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Chapter 5Numerical Analysis of an Exponentially Ill-Conditioned BVPIn this chapter we give a preliminary approach for the numerical analysis of an expo-nentially ill-conditioned boundary value problem. Although we do not study how toovercome the di�culties in numerical computations of singularly perturbed problemsexhibiting dynamic metastability in a general setting, the detailed analysis of a particu-lar example shows the numerical di�culties encountered in computing these metastableproblems.5.1 IntroductionThere have been numerous computational experiments of exponentially ill-conditionedproblems such as the viscous shock problem, the exit problem and various phase separa-tion models (cf. [32], [33], [76], [62], [67], [9], [8], [86], [87], [88], etc.). However, little isknown of the rigorous nature concerning the convergence and stability of the numericalschemes that compute metastable behavior. As shown in the previous sections, the solu-tion u(x) of an exponentially ill-conditioned boundary value problem, say L"u = f , canbe exponentially sensitive to all the data in the equation; for example, to the right-handside f . Suppose ~L" is the linearization operator of L" and �0 is its principal eigenvaluewhich is usually exponentially small. Then, a perturbation 4f to f may cause an ex-ponentially large change 4u in u, of the order O(��10 4 f). Since a good discretizationscheme often inherits the properties of the corresponding continuous problem such as thesensitivity and stability, it is natural to expect that a truncation error which is usually124



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 125much greater than the exponentially small eigenvalue �0 may result in such a large errorin the numerical solution uh(x) that renders uh(x) to be highly inaccurate. To overcomethis obstacle, in consequence, one has to require that the truncation error be smaller thanthe smallest eigenvalue �0, which is exponentially small. Thus high-order or spectral-typenumerical methods are preferred for solving these problems. A high-order integral equa-tion scheme was implemented to compute boundary value resonance solutions in [67] anda Galerkin spectral method was employed to solve the Cahn-Hilliard equation in [9] andthe viscous Cahn-Hilliard equation in [8]. Another approach to overcome the di�cultiesin solving exponentially ill-conditioned problems is preconditioning; for example, the vis-cous shock problem and the (constrained) Allen-Cahn equation were successfully studiednumerically using a WKB formulation which leads to well-conditioned problems in [87]and [86], respectively.On the other hand, we notice that many conventional schemes have also been widelyused in computing solutions to exponentially ill-conditioned problems and they indeedwork rather successfully. Elliott and French [32] studied the metastable dynamics forthe Cahn-Hilliard Equation by applying the Galerkin �nite element method; the classic�nite di�erence schemes were employed to compute the solutions of the Burgers' equationin [62] and the viscous Cahn-Hilliard equation in [88]; Carr and Pego [26] obtainedvery nice pictures of the evolution of the solutions to the unconstrained Allen-Cahnequation by using the subroutine LSODI with the methods of lines, taking 801 grid points.The success of application of these traditional numerical methods with moderate meshsizes gives rise to some queries about the heuristic inference in the previous paragraph.Speci�cally, is it a necessary condition for a numerical method when solving a very ill-conditioned problem that the truncation error be less than the order of the principaleigenvalue �0 of the corresponding linearized elliptic operator? Can we apply the classic�nite di�erence schemes and other numerical methods with moderate mesh sizes to solve



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 126the ill-conditioned problems, instead of using high-order methods or preconditioning? Ifso, what di�culties will possibly occur in our computations and which type of schemesmay be preferred for these problems? Moreover, can we give a rigorous proof of theconvergence of a numerical method for an exponentially ill-conditioned problem?Our goal is to shed some light on the above questions and provide some general guid-ance or principles in designing numerical schemes for metastable problems by studyingthe following singularly perturbed boundary value resonance problem (cf. [1], [31], [60],[67], [74], [113]) L"u � �"uxx + x2m+1p(x)ux = 0 ; �1 < x < 1 ; (5.1a)u(�1) = A�1 ; u(1) = A1 : (5.1b)Here " > 0 is a small parameter,m � 0 is an integer and p(x) > 0 is an even smooth func-tion. This equation corresponds to the equilibrium problem of the exit problem studiedin [79] and the references therein. One of the reasons to choose (5.1) as a model problemis that it is linear and its solution can be explicitly written in terms of a quadrature.This makes it easy to perform computations and comparisons. The second reason is thatwithout a stability estimate, this equation still satis�es a comparison principle which iscrucial for proving the convergence of a �nite di�erence scheme. Despite its simplicity,we hope that the qualitative results revealed from this model equation are also applica-ble to other nonlinear metastable problems, for which a rigorous convergence analysis istypically not easy.Although there have been some error bounds for the �nite element Galerkin methodfor the Cahn-Hilliard equation in [33] and [32], they do not guarantee any accuracy unlesswe use extremely small step size h . In fact, the constant C in error bounds Chr obtainedthere, where r is the convergence order, is dependent on the small parameter " and maybe very large. Another loss of accuracy comes from the regularity assumption on the



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 127solution u and its derivatives. However, the solutions u to the metastable problems areoften associated with sharp boundary layers and/or internal layers where u will possesslarge derivatives in x as " ! 0. Therefore, in this section, we will give an analysis ofuniform convergence introduced below.A discretization method is called uniformly convergent (with respect to ") of order rin the norm k � k, if there exists a constant C that is independent of " and h, such thatfor all su�ciently small h (independent of "),k u� uh k� Chr : (5.2)Here uh denotes a numerical solution obtained using this method. For illustration, weconsider the singularly perturbed convection di�usion equation"u00 + u0 = 0 ; 0 < x < 1 ; u(0) = 0 ; u(1) = 1 ; (5.3)whose solution u = (1 � e�x=")=(1 � e�1=") has a boundary layer at x = 0 . The upwindscheme (see (5.24) below) on an equidistant mesh Ih = fxi = ih; i = 0; 1; : : : ; N; Nh = 1gyields the numerical solution uh = (ui) withui = (1� �i)(1 � �N)�1 ; where � = ""+ h : (5.4)If the solution of (5.3) had bounded derivatives independent of ", a classical convergencetheory for �nite di�erence methods (i.e., consistency+stability ) convergence) couldguarantee the �rst order convergence of the upwind scheme. However, this convergenceis not uniform in that (5.2) does not hold. In fact, when h = ", comparing u1 = 121�( 12 )Nand u(x1) = 1�e�11�e� 1" , we can �nd that u(x1) � u1 ! 12 � e�1 6= 0 as h ! 0 , andconsequently, the numerical solution uh does not converge to u(x) as h! 0 uniformly.There are basically two approaches to construct uniformly convergent �nite di�er-ence schemes for the following singularly perturbed convection di�usion equation with



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 128Dirichlet boundary conditions�"uxx + b(x)ux + d(x)u = f(x) ; 0 < x < 1 ; (5.5)under the assumptions that b(x) � b0 > 0 (i.e., no turning points), and d(x) � 0 . Oneof the approaches is the exponentially �tting technique �rst introduced by Allen andSouthwell [5] and Il'in [55], which yields the Il'in-type scheme. Through introducing anarti�cial di�usion by means of a �tting factor that enforces the scheme to be exactlysatis�ed by the boundary layer function in the leading order asymptotic expansion of thesolution, the nodal convergence that is uniform with respect to the small parameter " wasproved in [55] and [58]. Since discretization methods on equidistant meshes may havedi�culties in representing the solutions that change abruptly in layers, an alternativeapproach to yield uniform convergence is the use of highly non-equidistant meshes (see[106], [107], [95] and [90] for details). One of the necessary steps in proving the uniformconvergence of the numerical approaches above is to establish a uniform stability estimatefor the discretization operator Lh , such asjuij � C(maxj jLhujj+ ju0j+ juN j) ; for i = 0; 1; : : : ; N ; (5.6)where C is a constant independent of " and h. Unfortunately, this type of uniform stabil-ity estimate obviously does not hold for any discretization of our model problem (5.1) dueto its exponential ill-conditioning. To our knowledge, no numerical analysis addressingthe uniform convergence of any �nite di�erence scheme or �nite element method for anymetastable problem has been performed, even for the \simplest" model (5.1).In this chapter, we will study the uniform convergence of three �nite di�erenceschemes for (5.1): the upwind scheme, the coupled scheme and the Il'in scheme . Thisstudy is not only signi�cant in understanding the �nite di�erence schemes (and other nu-merical methods) applied to metastable problems, but is also interesting from the point



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 129of numerical analysis: it provides an example showing that a uniform stability estimate isnot a necessary condition for uniform convergence. The chapter is organized as follows.In the rest of this section, we estimate the derivatives of solutions u of (5.1) and wedecompose u into a singular part and a less singular part. Using these analytical results,in x5.2, we construct an appropriate mesh generating function and three �nite di�erenceschemes and analyze the uniform convergence of these schemes on the correspondingmeshes. Finally, in x5.3, we present some numerical results for (5.1) and discuss thenumerical computation of some related exponentially ill-conditioned problems.5.1.1 The Analytical Behavior of SolutionsTo study the uniform convergence of our di�erence approximations, it is necessary toinvestigate the analytical behavior of the solution to (5.1). The problem (5.1) is expo-nentially ill-conditioned, so it is obvious that the typical stability inequalityk v k� C k L"v k ; for all v with v(�1) = v(1) = 0does not hold, where C is a constant independent of " . However, the comparison principleis still valid (cf. [82]), and its counterparts for di�erence schemes play an indispensablerole in establishing uniform convergence.Lemma 5.1 (Comparison principle) Suppose that v and w are functions in C2(�1; 1)TC[0; 1] that satisfy L"v(x) � L"w(x) ; for all x 2 (�1; 1)and v(�1) � w(�1) ; v(1) � w(1) . Then we havev(x) � w(x) ; for all x 2 [0; 1]:



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 130Although (5.1) has a turning point at x = 0, nothing special happens near this point.For "! 0, its leading order boundary layer approximation has the form (cf. [79])u(x) � ~u"(x) � 12(A�1 +A1) + 12(A�1 �A1) �e�� 1+x" � e�� 1�x" � ; (5.7)where � � p(�1) . To estimate the error in our discretization methods, we shall requirebounds for the derivatives of the solution u to (5.1) that are valid for all small positive" . To analyze the Il'in scheme we need more precise information on the behavior of thesolution. These results are contained in Lemmas 5.2 and 5.3.Lemma 5.2 Let u(x) be the solution of (5.1). Then we havej u(x) j� max fj A�1 j; j A1 jg (5.8)and j u(i)(x) j�M"�i �e� 1+x" + e� 1�x" � ; for i = 1; 2; : : : : (5.9)Here  is any constant satisfying 0 <  � minp(x)2m+2 and the constant M > 0 is independentof " .Proof. The proof of (5.8) is obvious by applying Lemma 5.1 with v = �u and the barrierfunction w = maxfj A�1 j; j A1 jg. Integrating (5.1) twice yieldsu(x) = 12(A1 +A�1) + 12(A1 �A�1)R x0 e"�1~p(s)dsR 10 e"�1~p(s)ds ; (5.10)where ~p(s) � R s0 t2m+1p(t)dt . We can show that for x2m+2 � " ,Z x0 e"�1~p(s)ds � "x2m+1p(x)e"�1~p(x) ; as "! 0 : (5.11)Since ~p(x)� ~p(1) = � p(s0)2m+2(1 � x2m+2), where s0 2 (x; 1) , the derivate of u satis�esu0(x) = 12(A1 �A�1)e"�1~p(x)= Z 10 e"�1~p(s)ds �M"�1e"�1[~p(x)�~p(1)]� M"�1e� p(s0)2m+2 "�1(1�x2m+2) : (5.12)



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 131If we assume  is a constant satisfying 0 <  � minp(x)2m+2 , then (5.9) follows with i = 1 .For i > 1 , the result is obtained by induction and repeated di�erentiation of (5.1). 2Lemma 5.3 Let u(x) be the solution of (5.1). Then it can be decomposed into u(x) =~u"(x) + v(x) , where ~u"(x) is given in (5.7) and v(x) satis�esj v(i)(x) j�M"1�i �e� 1+x" + e� 1�x" � ; for i = 0; 1; : : : ; 4: (5.13)Here the constant M > 0 is independent of " and  is any constant satisfying 0 <  <minp(x)2m+2 .Proof. Since (5.1) is symmetric about x = 0 , we prove (5.13) on 0 � x � 1 only. Bysymmetry, we have u(0) = 12(A�1+A1) . So from (5.1) and (5.7), we �nd that v = u� ~u"satis�es ~L"v � �"vxx + p(1)vx = f ; 0 < x < 1 ; (5.14a)v(0) = v(1) = 0; (5.14b)where f is de�ned byf � �p(1) � x2m+1p(x)� u0 � (A1 �A�1) (p(1))2 "�1e�p(1) 1+x" : (5.15)Given constants k; c and c1 satisfying k � 0 and c > c1 > 0, we have tke�ct � Ce�c1t forall t � 0, where C is a constant. Thus, using Lemma 5.2, we can show thatj f (i)(x) j�M"�ie� 1�x" ; for i = 0; 1; : : : ; 4; (5.16)where  is any constant satisfying 0 <  < minp(x)2m+2 . Since ~L" (exp (�"�1(1� x))) = (p(1) � ) "�1 exp (�"�1(1� x)) , we may choose M large enough so that�(x) =M"e�"�1(1�x) � v



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 132satis�es ~L"� � 0 ; �(0) � 0 ; �(1) � 0. From the comparison principle, the inequality(5.13) holds for i = 0 .We now integrate (5.14) twice and obtainv(x) = vp(x) +K1 +K2 Z 1x e�"�1p(1)(1�t)dt; (5.17)where vp(x) = � Z 1x z(t)dt ; z(x) = Z 1x "�1f(t)e�"�1p(1)(t�x)dt : (5.18)From (5.9) and (5.15), j z(x) j�Me�"�1(1�x) : (5.19)Hence j vp(x) j�M" . The constants K1 and K2 must satisfyK1 = 0 ; vp(0) +K2 Z 10 e�"�1p(1)(1�t)dt = 0 :Since R 10 exp(�"�1p(1)(1 � t))dt �M" , we have j K2 j�M . Therefore, from (5.17) and(5.19), we �nd that (5.13) holds with i = 1. The proof of (5.13) for i � 1 follows byinduction and repeated di�erentiation of (5.14). 2Note that throughout this chapter we use M to denote a generic positive constantindependent of " and the mesh width h and it may take di�erent values in di�erentformulas. Some of the constants will also be represented by M0 ; M1 ; C ; C0 ; c ; c0 ,etc.5.2 Di�erence Schemes and their Uniform Convergence5.2.1 Di�erence Schemes and Some PreliminariesDenote the mesh Ih by Ih = fxi : �1 = xN < x�N+1 < : : : < xN�1 < xN = 1g withmesh widths hi = xi�xi�1 and h = maxi hi . Two meshes will be used in our discussion:(1). an equidistant mesh Ihe = fxi = ih : i = �N; : : : ;N;Nh = 1g ; and



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 133(2). a non-equidistant mesh Ihn = fxi : i = �N; : : : ;Ng , where with h = 1=N andti = ih , xi = x(ti) = 8><>: �(ti + 1) � 1 ; i = �N; : : : ; 0 ;1 � �(1 � ti) ; i = 1; : : : ; N : (5.20)Here the mesh generating function �(t) (see Figure 5.1) is de�ned by�(t) = 8><>:  (t) := �a" ln(1� t=q) ; t 2 [0; �] ;�(t) :=  (�) +  0(�)(t� �) ; t 2 (�; 1] ; (5.21)where q 2 (0; 1) and a > 0 are constants, and � 2 (0; q) is determined uniquely by�(1) = 1 . Furthermore, some computations yieldq � � =M";  (�) = �a" ln(1 � �q ) = �M" ln "; (5.22a)1 �  0(�) � (1� q)�1; 0 � �0(t) �  0(�);  00(�) =M"�1: (5.22b)Using these estimates, we can easily show (cf. [104]) thatj hi � hi�1 j�M"�1h2 ; for i = �N + 2; : : : ; N: (5.23)This non-equidistant mesh Ihn is called Bakhvalov mesh [12]. If there were an ex-ponentially boundary layer at x = 0 , then the boundary layer function would be y =exp(��x=") , for some �xed � > 0 . Bakhvalov's idea is to use an equidistant y-gridnear y = 1 (which corresponds to x = 0), then to map this grid back to the x-axis bymeans of the boundary layer function. That is, grid points near x = 0 are de�ned byexp(��xi" ) = 1 � tiq , which is equivalent to xi = �a" ln(1 � tiq ) with a = ��1 . Thede�nition (5.21) produces a condensed grid near x = �1 and x = 1, an equidistant gridoutside the boundary layers and a gradual transition from the �ne to the coarse grids.Using the usual notations for divided di�erences,D+ui = (ui+1 � ui)=hi+1 ; D�ui = (ui � ui�1)=hi ;D0ui = (ui+1 � ui�1)=(hi + hi+1) ; D+D�ui = 2(D+ui �D�ui)=(hi + hi+1) ;
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1 �(t) (t) �..........Figure 5.1: The mesh generating function �(t) versus t with a = 2 , q = 0:5 and " = 0:03.In this case, the tangent point of the curve  (t) with the straight line �(t) is � = 0:4618 : : :we will consider the following three �nite di�erence schemes.(1). Upwind scheme on a non-equidistant mesh Ihn ,Lh1ui = �"D+D�ui + PiD0ui = 0 ; �N < i < N ; u�N = A�1 ; uN = A1 ; (5.24)where Pi = P (xi) � x2m+1i p(xi) , andD0ui = 8><>: D+ui ; if Pi � 0 ;D�ui ; if Pi > 0 :(2). Coupled scheme on a non-equidistant mesh Ihn ,Lh2ui = 8><>: Lhcui = 0 ; if �i � 1 ;Lhaui = 0 ; if �i > 1 ; �N < i < N; (5.25a)u�N = A�1 ; uN = A1 ; (5.25b)



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 135where with xi� 12 = 12(xi�1 + xi) and Pi� 12 = P (xi� 12 ) ,�i = 8><>: hi+1Pi=2" ; if Pi � 0 ;�hiPi=2" ; if Pi < 0 ;Lhcui = �"D+D�ui + PiD0ui ; (central scheme [90]); (5.26)Lhaui = �"D+D�ui + Pi� 12D�ui ; (Gushchin-Shchennikow scheme [47]). (5.27)Here \�" corresponds to whether Pi is negative or positive.(3). Il'in scheme on an equidistant mesh Ihe ,Lh3ui = �"�iD+D�ui + PiD0ui = 0 ; �N < i < N ; u�N = A�1 ; uN = A1 ; (5.28)where the �tting factor �i is de�ned by �i � Pih2" coth Pih2" . The basic idea in constructingthe Il'in scheme (5.28) is to select a �tting factor �i such that (5.28) would be accurate ifthe coe�cient function P (x) were a constant P (xi). For the upwind and coupled schemes,we use a non-equidistant mesh which is dense near the boundary layers at x = �1. Forsuch a mesh, we can show that j u0(x) � x0(t) j�M . The coupled scheme is made up of acentral scheme and a Gushchin-Shchennikow (G-S) scheme. Although the central schemeis usually unstable, the i-th row of its corresponding coe�cient matrix is diagonallydominant and has non-positive o�-diagonal entries when �i � 1 . On the other hand, inspite of the �rst order consistency of the G-S scheme, it becomes second order consistentat x = xi if �i � 1 . So the coupled scheme (5.25) is in fact stable and has secondorder consistency. The details of the background concerning these di�erence schemesand meshes can be found in [90], [98], [104], [106], [12], [55], [58] and the referencestherein.Here we give an explanation of why the schemes (1){(3) are expected to be uniformlyconvergent on the corresponding meshes. First, for the singular perturbation problem(5.5) without turning points, the uniform convergence of these schemes has been proved in



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 136[55], [58], [98], [104], etc. We wish to extend the analysis of uniform convergence in thesestudies to the exponentially ill-conditioned problem (5.1). Although (5.1) is a turningpoint resonance problem, the singularity of its solution only occurs in the boundary layers,which is similar to that of (5.5). Near the turning point x = 0 , the solution of (5.1) isconstant to within exponentially small terms and the derivatives are exponentially smallfor "� 1. In addition, although the (numerical) solution apparently does not satisfy the(discrete) stability estimate for (5.1), the (discrete) comparison principle is still valid forthe turning point problem. Therefore, we anticipate that schemes (1){(3) are uniformlyconvergent for (5.5) as well as for (5.1).To provide a rigorous analysis of the convergence of the di�erence schemes (1){(3),we require some elementary facts about the di�erence operators Lhk ; k = 1; 2; 3 .Lemma 5.4 (Discrete Comparison Principle) For k = 1; 2; 3 , the scheme Lhkui = 0,�N < i < N , with u�N = A�1 and uN = A1 , has a unique solution. If Lhkui �Lhkvi ; �N < i < N , and if u�N � v�N ; uN � vN , then ui � vi for �N � i � N .Proof. It is easy to show that the coe�cient matrix of the scheme Lhkui = 0; �N <i < N , with u�N and uN speci�ed, is diagonally dominant and has non-positive o�-diagonal entries. In addition, its rows corresponding to i = �N + 1 and i = N � 1 arestrictly diagonally dominant. Hence, this matrix is an irreducible M-matrix and so hasa positive inverse. Therefore, the solution ui; �N < i < N , exists and if the vi are asspeci�ed in the lemma, then we have ui � vi for �N � i � N . 2From Lemmas 5.1 and 5.4 and the symmetry of the continuous problem (5.1) and thedi�erence schemes (1){(3), we getu0 = u(0) = A0 � 12(A�1 +A1): (5.29)Thus the proof of the convergence of the di�erence schemes (1){(3) can be simpli�ed to



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 137studying the convergence of the following schemesLhkui = 0; i = 1; : : : ; N � 1 ; u0 = A0; uN = A1 ; k = 1; 2; 3; (5.30)for the continuous problem (5.1) on the interval 0 � x � 1 . In a similar way as inestablishing Lemma 5.4, we can show the following lemma.Lemma 5.5 For k = 1; 2; 3 , the scheme Lhkui = 0; 0 < i < N , with u0 = A0 anduN = A1 , has a unique solution. If Lhkui � Lhkvi ; 0 < i < N , and if u0 � v0; uN � vN ,then ui � vi for 0 � i � N .The next lemma, with Lemma 5.5, will enable us to convert bounds for the truncationerror into bounds for the discretization error.Lemma 5.6 There exist positive constants �; C1 and C2 depending only on x2m+1p(x)such that, for k = 1; 2; 3;Lhkrk;i � 8><>: C1max(";hi)rk;i ; for i � N0;�C2"l ; for i < N0; (5.31)where N0 � minfi : xi � 12g and l and rk;i with i = 0; 1; : : : ; N are de�ned byl = 1; rk;i = NYj=i+1 ""+ �hj ; for k = 1; 2; (5.32)and l = 2; rk;i = ri�N with r = e�h" ; for k = 3: (5.33)Proof. A computation shows thatLh1r1;i = �"+ �hi  Pi � 2hi�hi + hi+1! r1;i : (5.34)If we select � satisfying 0 < � < 12 min12�x�1 P (x) , then for i = N0; : : : ; N � 1 , we haveLh1r1;i � M"+ �hi r1;i � C1max("; hi)r1;i :



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 138For i = 1; : : : ; N0 � 1, since PNj=i+1 hj � 12 and PNj=i+1 h2j � cN�1 , we haver�11;i = NYj=i+1(1 + �hj" ) � �2"2 NXj;k=i+1;j<k hjhk = �2"2 0B@0@ NXj=i+1 hj1A2 � NXj=i+1 h2j1CA� M"2 :So j Lh1r1;i j�M("+ �hi)�1r1;i � C2" and we obtain (5.31) for i < N0.Next, since Lhc r2;i = Lh1r2;i +Ar2;i � Lh1r2;i ;Lhar2;i = �"+ �hi  Pi� 12 � 2hi�hi + hi+1! r2;i;where A = Pi�2hihi+1="(" + �hi)(hi + hi+1) > 0, a similar argument can be used toobtain (5.31) when k = 2 .For k = 3 , a computation givesLh3r3;i = Pi2hr (r � 1)2Ar3;i ; (5.35)whereA = r + 1r � 1 � coth Pih2" = coth �h2" � coth Pih2" = sinh (Pi � �)h2" = sinh �h2" sinh Pih2" :For i � N0 , (5.31) can be proved in the same way as Lemma 4.2 in [58]. For i < N0 ,since c1t � sinh t � c2t for 0 � t � c , we have j A j� M"Pih if h � ". In this case, usingr�1(r � 1)2 � M"�2h2 and r3;i � M"3 , we obtain (5.31) from (5.35). If " � h , thensince (r + 1) � c(r � 1) and t coth t � c(1 + t) for t � 0, from (5.35), we havej Lh3r3;i j � MPirh coth Pih2" r3;i �M"�1r3;i+1 � C2"2 :The proof is completed. 2



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 1395.2.2 Convergence AnalysisIn this section, we derive error bounds for our di�erence schemes (1){(3). Let u(x) bethe solution of (5.1) and uki the solution of the system Lhkuki = 0; 1 � i � N � 1 , withuk0 = A0 and ukN = A1 . Our �rst result isTheorem 5.1 Let  be given in Lemma 5.2 and the non-equidistant mesh Ihn be de-�ned by (5.20) with a � 4 . Then the coupled scheme on Ihn is second order uniformlyconvergent, i.e., j u(xi)� u2i j�Mh2 ; i = 0; : : : ; N: (5.36)Proof. We �rst consider the truncation error associated with the coupled scheme. Acomputation in [104] has showed that � 2i � Lh2(u(xi)� u2i ) satis�esj � 2i j�M �(hi+1 � hi)"�2V"(xi) + h2i "�3V"(xi+1)� ; (5.37)where V"(x) � exp(�(1 � x)=") . Lemma 5.2 gives that the solution u(x) to (5.1) on[0,1] has the same di�erentiability properties as the problem (5.5), which does not haveany turning points. So the same argument as that in [104] can be used to derive a boundfor � 2i as follows j � 2i j� C3h2  1 + 1max("; hi)r2;i! ; i = 1; : : : ; N � 1; (5.38)if a � 4 . Furthermore, this bound can be improved when i < N0 . Since "�3V"(x) �Me�~=" for x � 12 , with some 0 < ~ < =2 , from (5.23) and (5.37), we havej � 2i j� C4h2e�~=" ; for i < N0 : (5.39)Thus to estimate the discretization error ehi � u(xi) � u2i , we de�ne wi = M1h2�i +M2h2r2;i � ehi , where �i � 4xi � x2i . Since xi� 12 � 12xi for i � 1 , it is clear thatLh2�i � minfLhc�i; Lha�ig � C0("+ x2m+1i ) ; (5.40)



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 140where Lhc�i = 2"+Pi(4�xi�1�xi+1) and Lha�i = 2"+Pi� 12 (4�xi�xi�1) . Using (5.38),(5.39), (5.40) and Lemma 5.6, we haveh�2Lh2wi � 8><>: M1C0("+ x2m+1i ) +M2 C1max(";hi)r2;i �C3 �1 + 1max(";hi)r2;i� ; i � N0 ;M1C0("+ x2m+1i )�M2C2"�C4h2e�~=" ; i < N0 :(5.41)Noting that C0; : : : ; C4 are �xed constants, we may �rst choose M2 = M2(C1; C3) largeenough such that the sum of the coe�cients of r2;i in (5.41) is positive. Then we chooseM1 = M1(M2; C0; C2; C3; C4) large enough such that the right hand sides of (5.41) arepositive. In addition, it is obvious that w0 � 0 and wN � 0. Thus, Lemma 5.5 yieldswi � 0, i.e., j ehi j�M1h2�i +M2h2r2;i �Mh2 ; for i = 0; : : : ; N : (5.42)2 Similarly, we can prove, for the operator Lh1 ,Theorem 5.2 Let  be given in Lemma 5.2 and the non-equidistant mesh Ihn be de�nedby (5.20) with a � 2 . Then the upwind scheme on Ihn is �rst order uniformly convergent,i.e., j u(xi)� u1i j�Mh ; i = 0; : : : ; N: (5.43)We now give an error bound for the Il'in scheme.Theorem 5.3 The solution u3i to the Il'in scheme on the equidistant mesh Ihe satis�esj u(xi)� u3i j�M h2h+ " ; i = 0; : : : ; N: (5.44)Proof. Again, since the solutions to (5.1) on [0, 1] and (5.5) have the same di�erentiabilityproperties and both can be decomposed into a singular part � exp(�p(1)"�1(1 � x)) (�is some constant) and a less singular part as in Lemma 5.3, we can use the reasoning in



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 141[58] to obtain the following bound for the truncation error � 3i � Lh3(u(xi) � u3i ) of theIl'in scheme j � 3i j� C3("+ h)�1h2 �1 + "�1r3;i� ; i = 1; : : : ; N � 1 : (5.45)For i < N0 , this estimate can be re�ned. In fact, since j �i � 1 j� M"�2h2 , using aTaylor expansion, it is easy to show that if xi � 12 ,j � 3i j�Mh2"�3V"(xi+1) � C4h2e�~=" ; with some 0 < ~ < 12 ; (5.46)where V"(x) = exp(�(1 � x)=") . Let �(x) = 4x � x2 . Then, noting that �i � 1 , wehave Lh3�i = 2"�i + Pi(4 � 2xi) � C0("+ x2m+1i ) ; i = 1; : : : ; N � 1: (5.47)If h � " , then we de�ne wi = "�1h2(M1�i +M2r3;i) � (u(xi) � u3i ) . Using (5.45),(5.46), (5.47) and Lemma 5.6, we obtain"h�2Lh3wi � 8><>: M1C0("+ x2m+1i ) +M2C1"�1r3;i � C3(1 + "�1r3;i) ; i � N0 ;M1C0("+ x2m+1i )�M2C2"2 � C4"e�~=" ; i < N0 : (5.48)Since we can choose suitable positive constantsM1 andM2 such that the right hand sidesof (5.48) are positive, Lemma 5.5 yields wi � 0 , i.e.,j u(xi)� u3i j� "�1h2(M1�i +M2r3;i) �M"�1h2 ; if h � " : (5.49)If " � h , let wi = h(M1�i +M2"�1hr3;i) � (u(xi)� u3i ) , which satis�esh�1Lh3wi � 8><>: M1C0("+ x2m+1i ) +M2"�1C1r3;i �C3(1 + "�1r3;i) ; i � N0 ;M1C0("+ x2m+1i )�M2"hC2 � C4he�~=" ; i < N0 : (5.50)Again, there exist constants M1 > 0 and M2 > 0 such that Lh3wi � 0 . So, sincew0 � 0; wN � 0 and "�1hr3;i � "�1h exp(��"�1h) �M for i � N � 1 , Lemma 5.5 givesj u(xi)� u3i j� h �M1�1 +M2"�1hr3;i� �Mh ; if " � h: (5.51)This completes the proof of the theorem. 2



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 1425.3 Numerical Experiments and DiscussionsThe convergence analysis in the previous section indicates that the exponential ill-conditioning of the singularly perturbed resonance problem (5.1) does not cause anyspecial di�culties in its numerical computation di�erent from the non-turning pointproblem (5.5). Thus the discretization techniques used to construct uniform convergenceschemes for (5.5) can lead to uniform di�erence approximations for (5.1) as well. We nowpresent a few numerical results to examine our analysis.5.3.1 A Model Problem of (5.1)To verify the uniform convergence of our schemes (5.24), (5.25) and (5.28) numerically,we consider a speci�c problem of the form (5.1)�"u00 + xu0 = 0 ; �1 < x < 1 ; u(�1) = �3 ; u(1) = 1 : (5.52)We solve this problem for various values of " and h . In Tables 5.1, 5.2 and 5.3, welist the maximum error Eh1 and the numerical convergence order r of our schemesLhk ; k = 1; 2; 3 respectively, for " = 0:01; 0:02 and 0:03 , where Eh1 � maxi j u(xi)� uhi jand r � (logEh1 � logEh=21 )= log 2 . Here u(x) is the analytical solution of (5.52) and uhithe solution of one of our schemes with mesh size h = 1=N . For �(t) de�ned in (5.21),we use q = 12 and a = 2 . The computation here was performed in FORTRAN doubleprecision (approximately 15.95 signi�cant decimal digits) on a HP735 at UBC. The solverfor computing the linear systems corresponding to our schemes is Gaussian eliminationand the exact solution u(x) is obtained by applying a numerical quadrature with su�-cient precision to (5.10). Note that the principal eigenvalue of the eigenvalue problemassociated with (5.52) satis�es �0 � 2:662 � 10�7 for " = 0:03 , �0 � 7:835 � 10�11 for" = 0:02 and �0 � 1:539 � 10�21 for " = 0:01 (cf. [79]).



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 143Let's analyze Table 5.2 �rst. Table 5.2 shows that the coupled scheme is uniformlysecond order convergent only when the number N of mesh points is not too large. Forlarge N , on the contrary, the convergence of the scheme deteriorates, which contradictsthe classical convergence theory that the discretization error of a convergent scheme willtend to zero as the mesh size goes to zero. In addition, the smaller " is, the soonerthis deterioration happens as N increases. Since the uniform convergence of the coupledscheme has been established analytically in x5.2, the only explanation of this paradoxis that the Gaussian elimination does not give an accurate numerical approximation tothe di�erence scheme because of the round-o� errors of a computer. Speci�cally, webelieve that our schemes do converge uniformly in " as h ! 0 , and the degenerationof the discretization errors for large N is caused by the round-o� errors in computationdue to the severe ill-conditioning of the �nite di�erence operators. We partially verifythis explanation by calculating and presenting the condition numbers of the coe�cientmatrices of our schemes in Table 5.4 for di�erent values of " and h. Note that sincethese condition numbers are calculated by MATLAB which uses double precision, theymay be NOT accurate especially when they are greater than about 1015 . ComparingTable 5.4 with Table 5.2, we notice that the numerical convergence order r for the coupledscheme, roughly speaking, begins to deviate from the analytical value of 2 when thecondition number is close to 1015, which is approximately the reciprocal of the (double)machine precision. Thus, we believe that this degeneration of the convergence can beavoided if we can calculate a di�erence scheme more precisely. Based on this explanation,it is anticipated that the numerical computations with quadruple precision arithmeticwill yield better results than those with double precision. This is veri�ed in Table 5.5,where the second order convergence for the coupled scheme is obviously obtained usingquadruple precision arithmetic even for much larger N than those in Table.5.2 and " =0:01 . On the other hand, we expect that single precision arithmetic will not give good



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 144numerical results in solving our di�erence schemes. This is also veri�ed numerically inTable 5.6, where we get only very few signi�cant digits of accuracy even for " = 0:03 andwhen h is large.FromTables 5.1 to 5.6, we can notice that our previous observations about the coupledscheme are also applicable to the upwind scheme and the Il'in scheme. Here we give afurther discussion of these schemes. It is clear for each scheme that for a �xed h, thecondition of a di�erence scheme becomes worse if " is smaller. Thus, for a larger value of" , it is natural that we can solve our schemes accurately over a wider range of values of h .For �xed values of " and h , we notice that the condition number of the coupled schemeis greater than that of the upwind scheme. That means a higher order scheme can onlybe solved accurately for a larger h . However, since a higher order scheme with a largerh may give a better result than a lower order scheme with a smaller h, we �nd fromTables 5.1 and 5.2 that the coupled scheme resolves the exponentially ill-conditioningproblem better than does the upwind scheme.In summary, although the discrete stability estimate is not valid for a numericalscheme of an exponentially ill-conditioned problem, a truncation error �h may not resultin very large errors in the numerical solution uh and a scheme may still be uniformlyconvergent with respect to " . However, a numerical method will usually inherit theill-conditioning associated with the continuous problem. This causes the peculiar phe-nomenon we observed in the computations that a small number of meshpoints N maygive better numerical results than does a large value of N . To minimize the e�ects ofround-o� errors that may pollute the accuracy of a scheme, higher (such as quadruple)precision arithmetic is preferred in solving the discrete linear systems. Furthermore, ournumerical experiments suggest that higher order di�erence schemes (or other numericalmethods) are usually more e�cient in computing the numerical solutions of exponentiallyill-conditioning problems.



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 145N " = 0:03 " = 0:02 " = 0:01Eh1 r Eh1 r Eh1 r24 .1491e0 0.93 .1532e0 0.93 .1585e0 0.9548 .7840e-1 0.97 .8020e-1 0.97 .8211e-1 -1.2196 .4010e-1 0.99 .4086e-1 0.99 .1897e0 -192 .2026e-1 0.99 .2060e-1 0.99 - -384 .1018e-1 1.00 .1039e-1 0.89 - -768 .5105e-2 1.00 .5616e-2 0.80 - -1536 .2556e-2 1.00 .3227e-2 -3.29 - -3072 .1282e-2 - .3150e-1 - - -Table 5.1: Numerical results of the upwind scheme for (5.52) using double precision.5.3.2 A Nonlinear Problem and a Time-dependent ProblemOur purpose in carrying out the next two numerical experiments is to illustrate thatour preceding analysis regarding the numerical computation of the model problem (5.1)might also be applicable to other types of exponentially ill-conditioned boundary valueproblems and their corresponding time-dependent equations.The �rst test problem is the steady state Ginzburg-Landau equation"2uxx +Q(u) = 0 ; �1 < x < 1 ; ux(�1) = ux(1) = 0 ; (5.53)with Q(u) = 2(u� u3) . For this nonlinear BVP, one of its solutions that can be asymp-totically approximated by u � ~u"(x) � tanh(x=") has one internal layer at x = 0 . So,to compute this solution, we use a non-equidistant mesh Ihn = fxi : i = �N; : : : ;Ng,which is dense near x = 0 and equidistant outside the internal layer, where with thesame notations as in (5.20),xi = x(ti) = 8><>: �(ti) ; i = 0; : : : ; N ;��(�ti) ; i = �N; : : : ;�1 : (5.54)



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 146N " = 0:03 " = 0:02 " = 0:01Eh1 r Eh1 r Eh1 r12 .2545e-1 2.41 .2184e-1 1.89 .1900e-1 2.0424 .4789e-2 2.00 .5872e-2 2.15 .4615e-2 -7.7748 .1199e-2 1.99 .1319e-2 1.87 1.01 -96 .3017e-3 1.98 .3598e-3 0.22 - -192 .7659e-4 1.99 .3088e-3 -0.25 - -384 .1925e-4 1.79 .1466e-2 -1.10 - -768 .5558e-5 -0.76 .3136e-2 -0.97 - -1536 .9406e-5 - .6162e-2 - - -Table 5.2: Numerical results of the coupled scheme for (5.52) using double precision.Here �(t) is de�ned by�(t) = 8><>:  (t) := �a"t=(q � t) ; t 2 [0; �] ;�(t) :=  (�) +  0(�)(t� �) ; t 2 (�; 1] ; (5.55)where q = 12 , a = 1:5 , and � 2 (0; q) is determined uniquely by �(1) = 1 . This mesh issimilar to (5.20) except that � can be calculated explicitly now. On this mesh, we applythe following �nite di�erence scheme"2D+D�ui +Q(ui) = 0 ; �N < i < N ; D+u�N = D�uN = 0 (5.56)to solve (5.53). Since the exact solution of (5.53) we are seeking is constant near the endpoints x = �1 to within exponentially small terms, �rst order precision in the di�erenceapproximations of the boundary conditions will not ruin the second order accuracy ofthe di�erence operator on the interior points when " is small. In addition, it is clearthat j di~u"=dxi j� M"�i exp(�jxj=") with some constant  > 0 , which is similar tothe di�erential properties of the solution of (5.1). So we expect that the scheme (5.56)on the Bakhvalov type mesh (5.54) is second order uniformly convergent with respectto " as h ! 0 . In our computations, the nonlinear discrete system corresponding to



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 147N " = 0:03 " = 0:02 " = 0:01Eh1 r Eh1 r Eh1 r12 .7158e-2 1.06 .3890e-2 0.05 0.100e1 0.0024 .3424e-2 1.97 .3766e-2 1.49 0.100e1 -48 .8765e-3 1.93 .1337e-2 1.88 - -96 .2296e-3 2.00 .3633e-3 1.99 - -192 .5755e-4 1.99 .9157e-4 -1.33 - -384 .1447e-4 1.87 .2309e-3 -4.08 - -768 .3945e-5 0.90 .3899e-2 -0.94 - -1536 .2116e-5 - .7459e-2 - - -Table 5.3: Numerical results of the Il'in scheme for (5.52) using double precision.N Upwind scheme (5.24) Coupled scheme (5.25) Il'in scheme (5.28)" = :03 " = :02 " = :01 " = :03 " = :02 " = :01 " = :03 " = :02 " = :0112 4.17e6 5.64e7 6.39e9 8.67e7 4.87e9 7.31e9 1.14e8 2.66e11 1.81e1724 1.75e8 7.44e9 1.07e13 2.30e11 3.20e13 2.60e14 4.74e8 1.21e12 8.00e1648 4.94e9 7.98e11 3.46e15 1.64e11 6.31e14 4.04e17 1.89e9 4.77e12 3.07e1696 8.02e10 4.50e13 1.52e19 5.38e11 4.48e15 1.33e17 7.56e9 1.89e13 4.86e16192 7.79e11 1.13e15 1.40e17 2.15e12 1.16e16 2.12e17 3.02e10 7.52e13 6.41e16384 5.20e12 1.46e16 - 8.80e12 5.00e16 - 1.21e11 3.03e14 -Table 5.4: Numerical results (using Matlab) of the condition numbers k A k2 k A�1 k2of the coe�cient matrices A of schemes (5.24), (5.25) and (5.28).(5.56) is solved by Newton's method with ~u"(x) as the initial guess. The iterations arestopped when the maximum pointwise absolute di�erence between successive iterationsbecomes smaller than "n, which equals 10�10 for double precision arithmetic and 10�20for quadruple precision arithmetic.The numerical results are compared to the numerical solution obtained by the samemethod with a su�ciently large N = N0. The corresponding maximum pointwise abso-lute errors ~Eh1 , as well as the numerical rate r1 and anticipated rate r2 , are presentedin Tables 5.7 and 5.8, for " = 0:05 ; 0:1 and 0:15 , where r1 � ~Eh1= ~Eh=21 and r2 is de�ned



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 148N Upwind scheme (5.24) Coupled scheme (5.25) Il'in scheme (5.28)Eh1 r Eh1 r Eh1 r48 .8204e-1 0.98 .1225e-2 1.89 .1815e-2 1.4596 .4153e-1 0.99 .3310e-3 2.00 .6603e-3 1.97192 .2084e-1 1.00 .8265e-4 2.00 .1675e-3 1.99384 .1044e-1 1.00 .2064e-4 2.00 .4221e-4 1.97768 .5222e-2 1.00 .5154e-5 2.00 .1075e-4 1.901536 .2611e-2 - .1286e-5 - .2875e-5 -Table 5.5: Numerical results of schemes (5.24), (5.25) and (5.28) using quadruple precisionarithmetic. Here " = 0:01 .N Upwind scheme (5.24) Coupled scheme (5.25) Il'in scheme (5.28)Eh1 r Eh1 r Eh1 r12 .2699 0.81 .0289 -7.28 .3584 -0.4824 .1540 0.63 4.492 4.33 .4987 -0.4248 .0998 -2.01 .2234 -2.32 .6670 -0.3796 .4016 - 1.113 - .8627 -Table 5.6: Numerical results of schemes (5.24), (5.25) and (5.28) using single precisionarithmetic. Here " = 0:03 .below. Note that, from (3.23), the principal eigenvalue of the eigenvalue problem associ-ated with the linearized equation about the one layer solution satis�es �0 � 2:518�10�10for " = 0:15 , �0 � 4:078 � 10�16 for " = 0:1 and �0 � 1:733 � 10�33 for " = 0:05 . Letus estimate what the values of r2 should be. Let h0 = 1=N0 and suppose h = 2kh0 withsome integer k > 1 . If our scheme is second order uniformly convergent, then we have,by assuming that uh(xi) � u(xi) + c(xi)h2 ,uh � uh0 � c(22k � 1)h20 ; uh=2 � uh0 � c(22(k�1) � 1)h20 :So we set the anticipated rate r2 = 4k � 14k�1 � 1 : (5.57)



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 149From Table 5.7, where double precision arithmetic is used, we notice that the values ofr1 and r2 agree with each other when the number N of the mesh points is not large.However, it is true for all values of " listed that the numerical rate r1 begins to divergefrom the anticipate rate r2 when N is greater than about 1024 and Newton's methoddoes not converge when N � 1024 . Although we can't explain exactly what causes thisvalue of 1024, which should depend on the value of ", to be independent of " , from ourexperience in computing the solution to (5.1), we speculate that the disagreement inTable 5.7 stems from the round-o� errors in computation. This is veri�ed by Table 5.8,where we use quadruple precision arithmetic. Surprisingly, in Table 5.8, r1 agrees withr2 to more than �ve signi�cant digits when N � 2048 ." = 0:15 " = 0:1 " = 0:05N : k r2 ~Eh1 r1 ~Eh1 r1 ~Eh1 r116:9 4.0000 .4110e-4 3.8297 .1094e-3 4.0286 .1478e-3 4.076732:8 4.0002 .1073e-4 4.0662 .2715e-4 4.0008 .3625e-4 3.974564:7 4.0007 .2639e-5 3.9700 .6785e-5 3.9999 .9120e-5 4.0044128:6 4.0029 .6648e-6 4.0087 .1696e-5 4.0024 .2277e-5 3.9984256:5 4.0118 .1658e-6 4.0131 .4238e-6 4.0116 .5696e-6 4.0117512:4 4.0476 .4132e-7 4.0177 .1057e-6 4.0463 .1420e-6 4.04571024:3 4.2000 .1029e-7~ 3.5997 .2611e-7~ 3.9447 .3509e-7~ 3.89572048:2 5.0000 .2857e-8~ 0.5854 .6619e-8~ 1.5100 .9008e-8~ 0.86924096:1 - .4881e-8~ - .4384e-8~ - .1036e-7~ -Table 5.7: Numerical results of the scheme (5.56) using double precision. HereN0 = 8192 ,"n = 10�10 . For those ~Eh1 ending with \~" , Newton's method does not converge within20 iterations.For our second test problem, we consider the time-dependent problem correspondingto (5.1) from [79] ut = "uxx � xux ; �1 < x < 1 ; t > 0 ; (5.58a)u(�1; t) = 2 ; u(1; t) = 12 ; u(x; 0) = 12 + 3(x � 1)2=8 : (5.58b)



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 150" = 0:15 " = 0:1 " = 0:05N : k r2 ~Eh1 r1 ~Eh1 r1 ~Eh1 r132:9 4.0000 .1073e-4 4.0660 .2715e-4 4.0007 .3625e-4 3.974464:8 4.0002 .2639e-5 3.9694 .6786e-5 3.9994 .9120e-5 4.0038128:7 4.0007 .6649e-6 4.0065 .1697e-5 4.0002 .2278e-5 3.9962256:6 4.0029 .1660e-6 4.0043 .4241e-6 4.0028 .5700e-6 4.0032512:5 4.0118 .4144e-7 4.0121 .1060e-6 4.0117 .1424e-6 4.01181024:4 4.0476 .1033e-7 4.0477 .2641e-7 4.0475 .3549e-7 4.04762048:3 4.2000 .2552e-8 4.2000 .6526e-8 4.2000 .8769e-8 4.20004096:2 5.0000 .6076e-9 5.0000 .1554e-8 5.0000 .2088e-8 5.00008192:1 - .1215e-9 - .3107e-9 - .4176e-9 -Table 5.8: Numerical results of the scheme (5.56) using quadruple precision. HereN0 = 16384 , "n = 10�20 .It is shown in [79] that the metastable dynamics for (5.58), valid away from an initialtime layer, can be asymptotically described byu(x; t) � ~u"[x;A(x; ")]� A(t; ") + (2 �A(t; ")) e� 1+x" + �12 �A(t; ")�e� 1�x" ; (5.59)where with �0 = q 2�" (1 � "+O("2)) e� 12" ,A(t; ") � 54 � 38(1� ")e��0t : (5.60)To compute u(x; t) numerically, we apply the TMOL in x1.3 to (5.58) except that theBVP solver COLSYS is replaced by our di�erence scheme (5.24), (5.25) or (5.28), wherethe mesh generating function �(t) is given in (5.55) instead of (5.21). From our numericalresults, we output the value of u(0; t) , which gives the numerical prediction for A(t; ") .In Figure 5.2, 5.3 and 5.4, we plot t versus A for the asymptotic result (5.60) (dottedlines) and the numerical results (solid lines) corresponding to the upwind scheme, thecoupled scheme and the Il'in scheme, respectively, for various values of h. Here thecomputation was performed in double precision arithmetic. The �gures indicate that twocurves representing the asymptotic and numerical results of t(A) converge as h decreases.



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 151For the center scheme with N = 400 and the Il'in scheme with N � 100 , the two curvesare virtually indistinguishable. These phenomena suggest that our numerical methodsare convergent and can be used to give a numerical veri�cation of the validity of theasymptotic metastable dynamics.Based on our convergence analysis and numerical experiments, we believe that classic�nite di�erence schemes and other numerical methods may be applied to compute thesingularly perturbed problems exhibiting dynamic metastability as long as the meshsize h is suitably selected and " is not too small. In such cases, the exponentiallyill-conditioned singularly perturbed problems do not cause more troubles in numericalcomputations than other \standard" singular perturbation problems such as (5.5) do.
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c: N = 2000 d: N = 4000Figure 5.2: Plot of t versus A for (5.58) from the asymptotic approximation (dotted line)and from the full numerical approximation (solid line) using the upwind scheme when" = 0:025 .
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c: N = 300 d: N = 400Figure 5.3: Plot of t versus A for (5.58) from the asymptotic approximation (dotted line)and from the full numerical approximation (solid line) using the coupled scheme when" = 0:025 .5.3.3 A Spectral MethodAccording to our observations in x5.3.1, we believe that higher order numerical methods,which can lead to small discretization errors with a moderate number of mesh points, areusually more e�ective to compute the numerical solutions of exponentially ill-conditionedproblems. Since the spectral methods are known to be able to o�er exponential accuracymeaning that the error between the numerical solution and exact solution decays expo-nentially versus N , we now introduce a new procedure based on coordinate stretchingand the Chebyshev pseudo-spectral (PS) method to solve (5.1). Our aim is to see withthis procedure if and then how signi�cantly we can improve the numerical results inx5.3.1.
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c: N = 200 d: N = 300Figure 5.4: Plot of t versus A for (5.58) from the asymptotic approximation (dottedline) and from the full numerical approximation (solid line) using the Il'in scheme when" = 0:025 .It has been found (see [25], [42]) that the PS method is attractive in solving singularperturbation problems having boundary layers by clustering the mesh points towardthe boundaries, for example, as in the Chebyshev method (xi = cos �iN ; i = 0; : : : ; N):However, to obtain an accurate solution with a very small parameter ", a large N isrequired to guarantee that at least one of the collocation points lies in the boundarylayer. To avoid this di�culty, Tang and Trummer [105] introduced a sequence of SINEtransformations of the computational domain so that some collocation points are withina distance " from the boundaries x = �1 for " � 1 . Indeed these transformationstogether with the Chebyshev PS method can deal well with very small boundary layerswith a fairly small number of collocation points. However, we notice that since the SINEtransformation does not make use of the properties of a boundary layer such as (5.9),



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 154it does not ensure that at least one collocation point lies in the boundary layer for all" > 0. Thus, with a �xed number of the SINE transformations, the number of collocationpoints required to resolve a boundary layer is still dependent on " . Instead of the SINEtransformation, therefore, we consider the following coordinate transformation, whichyields O(N) collocation points, independent of ", in both the boundary layers and theinterior domain: x(t) = 8><>: �(t+ 1)� 1 ; t 2 [�1; 0] ;1� �(1 � t) ; t 2 (0; 1] ; (5.61)where�(t) = 8><>:  (t) := �A" ln h1� 2(1 � " 1K+1 )ti ; 0 � t � 12 ;�(t) := PKk=0 1k! (k)(12)(t� 12)k +B(t� 12)K+1 ; 12 < t � 1 : (5.62)HereA > 0 is a constant, K > 0 is an integer and B = B(t; ") is determined such that x(t)is a strictly increasingly function connecting (�1; �1) and (1; 1) on the x-t plane andhas certain required smoothness. Another advantage of the coordinate transformation(5.61) over the SINE transformation is that the solution in the computational coordinatet can be as smooth as needed by selecting the integer K (see (5.65) below). This israther important to the convergence of the spectral methods, since lack of smoothnessof a continuous solution is the main source of degradation of the expected in�nity-orderaccuracy for a spectral method due to the Gibbs phenomenon.The transformed form of (5.1) can be written as�"v00(t) + ~P (t)v0(t) = 0 ; �1 < t < 1 ; v(�1) = A�1 ; v(1) = A1 ; (5.63)where v is the transplant of u , v(t) = u(x(t)) , and ~P (t) � "x00(t)x0(t) + x(t)2m+1p(x(t))x0(t) .To ensure that this transformed equation is well de�ned, we require that x(t) has at leastup to second order continuous derivatives and x0(t) > 0 . It is clear that �(t) is K-th



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 155order continuously di�erentiable and if we let�(1) = 1 ; �00(1) = 0 ; (5.64)then x(t) has up to third order continuous derivatives. In our computations, we letB = b0 + b1(t � 12) , where b0 and b1 are determined by (5.64). Now let us show thatfor this choice of B , (5.63) is well de�ned and its solution v(t) has uniformly boundedderivatives up to K-th order except at t = 0 when A � K(K + 1) , i.e.,j v(k)(t) j�M for 0 < jtj � 1 and k = 0; : : : ;K ; (5.65)where  is the constant given in (5.9) and M > 0 is a constant independent of " .First, to show (5.63) is well de�ned, it su�ces to prove �0(t) > 0 . From (5.62), wehave  (k)(t) = A(k � 1)!qk"(1� qt)k ;  (k)(12) = A(k � 1)!qk"1� kK+1 ; (5.66)for k = 1; : : : ;K , where q � 2(1 � " 1K+1 ) . Since  (k)(12) ! 0 as " ! 0, from (5.64), weobtain b0 � 2K(K + 2) ; b1 � �K2K+1 ; as "! 0 : (5.67)It follows that on 12 < t � 1 ,�0(t) > b0(K + 1)(t� 12)K + b1(K + 2)(t� 12)K+1= (K + 2)2K(t� 12)K �K + 2 � 2K(t� 12)� > 0 ; as "! 0 :The proof of �0(t) > 0 on 0 � t � 12 is apparent. Next, let's consider (5.65). Bysymmetry, we only show it on �1 � t < 0 . For �1 � t � �12 , using (5.9) and (5.66), wehave j dvdt j = j dudx � dxdt j�M"�1e��A" ln(1�q(t+1))" � A"q1� q(t+ 1)� M (1� q(t+ 1))A�1 �M ; if A � 1



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 156and similarly, for k = 1; : : : ;K ,j dkvdtk j�M (1� q(t+ 1))A�k �M ; if A � k :For �12 � t < 0 , since �(t+ 1) �  (12) = �A" ln "=(K + 1) , we havej dkvdtk j � M j dkudxk j�M"�ke�"�1�(t+1)� M" AK+1�k �M ; if A � k(K + 1) :Thus, (5.65) holds when A � K(K+1) . It is certain that we can �nd a mesh generatingfunction �(t) such that (5.65) is true on the whole region of t i.e., including t = 0 . Butsince the solution of (5.1) is constant to within exponentially small terms outside theboundary layers, we do not expect doing so will make any signi�cant improvements.Our numerical procedure is to solve the transformed problem (5.63) using the standardChebyshev PS method (cf. [25], [42]). The resulting linear system is solved by Gausselimination in double precision. Our numerical experiments displayed in Table 5.9 showthat this procedure is indeed superior to our �nite di�erence schemes in x5.3.1 for (5.1).For example, for " = 0:01 , the least maximum error we can obtain in Table 5.9 is aboutO(10�6) , whereas it is only at best O(10�2) in Tables 5.1 to 5.3. In addition, we canstill obtain four signi�cant digits of accuracy even for (5.52) with " = 0:002 , for whichthe corresponding principal eigenvalue �0 � O(10�108) .



Chapter 5. Numerical Analysis of an Exponentially Ill-Conditioned BVP 157N " = 0:03 " = 0:02 " = 0:01 " = 0:005 " = 0:00210 .5635e-2 .7848e-2 .1753e-1 .3859e-1 .7900e-120 .8912e-5 .6488e-5 .6045e-5 .7707e-4 .1222e-340 .3107e-6 .6807e-6 .2759e-6 .1831e-5 .2806e-480 .2949e-7 .7160e-7 .2487e-6 .1997e-5 .2787e-4120 .7312e-8 .5419e-7 .8624e-6 .1978e-5 .2790e-4160 .8513e-8 .6267e-7 .2030e-3 .5149e-5 .2797e-4200 .9894e-8 .7220e-7 .1724e-1 .6075e-5 .2817e-4240 .9094e-8 .4613e-7 .1303e0 .1725e-3 .1428e-21Table 5.9: Maximum errors for the spectral method applied to (5.52) using double pre-cision. Here, K = 3 and A = 8 .

1For this entry, N=400



Chapter 6Summary and Future Work6.1 SummaryIn this thesis we have applied asymptotic and numerical methods to investigate meta-stable behavior associated with several time-dependent singular perturbation problems,including the generalized Burgers equation modeling an upward ame front propagationin a vertical channel, the viscous Cahn-Hilliard equation modeling the phase separationof a binary mixture and two problems related to exponentially slowly varying geometries.Speci�cally, we employed the projection method to derive ordinary di�erential equations(ODEs) or di�erential algebraic equations (DAEs) for the undetermined constants in theconventional MMAE solutions to the equilibriumproblems. From these ODEs/DAEs, themetastable behavior was then studied quantitatively and in detail, and the equilibriumsolutions and their stability were also obtained. In addition, the principal eigenvaluesof the linearized operators were estimated asymptotically for the ame front problemand the slowly varying geometry problems. Most of our crucial asymptotic results wereveri�ed by the full numerical results computed using the TMOL. Another role of ournumerical method TMOL is to provide useful information about the metastable solutionsin their transient phases and collapse phases during which our asymptotic analysis fails.For the ame front problem, it was suggested by Berestycki, et al. [16] that theparabolic ame front may be dynamically metastable in the sense that its tip location158



Chapter 6. Summary and Future Work 159remains near its initial location for an exponentially long time. However, to our knowl-edge, no rigorous proof has been given yet and little is known of its detailed dynamics. Inthis thesis, we considered a generalized form of the Burgers type equation. It was shownthat the principal eigenvalue associated with the linearization around the equilibrium isexponentially small. In addition, the metastable behavior was studied quantitatively byderiving an asymptotic ODE characterizing the slow motion of the tip of a parabolic-shaped interface. Our asymptotic results were shown to compare very favorably withfull numerical computations and give a �rst detailed and quantitative description of themetastable ame-front motion in a vertical channel.For the Burgers-like convection-di�usion equation which describes one dimensionaltransonic ow through a nozzle with a slowly varying cross-sectional area, we studiedthe e�ect of an exponentially small change in the cross-sectional area upon the existenceand stability of the steady state shock layer solution. In particular, using the projectionmethod, we derived an asymptotic ODE characterizing the slow motion of a shock layer.From this ODE, we designed a speci�c convergent-divergent nozzle where a stable steadystate shock layer occurs in the convergent part of the nozzle. This is interesting, because ithas been proved by Liu [71] and Embid, et al. [34] for the corresponding inviscid problemthat shock waves in the convergent part of the nozzle are not stable. We have foundthat this discrepancy is due to some situations which were not included in [71] and [34]where exponentially small terms, generated by the viscosity term, have to be resolved.Another slowly varying geometry problem is a generalized Ginzburg-Landau equationthat can be employed to study the existence of non-constant stable steady solutions tothe Ginzburg-Landau equation in several space dimensions. By studying the metastabledynamics in this equation using the projection method, we are able to construct non-convex domains for which the Ginzburg-Landau equation are believed to admit stablespatially-dependent steady state solutions.



Chapter 6. Summary and Future Work 160For the viscous Cahn-Hilliard equation, this thesis gives a detailed analysis of thedynamics of an n-layer metastable pattern and uses a hybrid approach to describe thecoarsening process until the �nal stable con�guration is reached. From the DAE systemderived from applying the projection method, we can trace the metastable dynamicsvery accurately. For the Cahn-Hilliard equation (� = 0), using this DAE system, wefound the \missing" small terms which are signi�cant for non-collapse interfaces in theODE system obtained by Bates, et al. [15]. We also showed that the viscous Cahn-Hilliard equation (0 < � < 1) and the constrained Allen-Cahn equation (� = 1) havethe same metastable dynamics except in the collapse time scale, while the Cahn-Hilliardequation is quite di�erent. During the layer collapse, a hybrid algorithm based on ourasymptotic information and the conservation of mass condition is provided to characterizethe whole coarsening process. This thesis has revealed the similarities and di�erences ofthe dynamics of an n-layer metastable pattern associated with the three phase separationmodels in one spatial dimension and showed several interesting phenomena associatedwith the coarsening process for the �rst time.The above discussion indicates that our approach based on asymptotic and numericalmethods is a powerful and general tool to quantitatively study the metastable behaviorassociated with various physical problems.Another topic of the thesis is the numerical analysis of a linear boundary layer res-onance problem which is one of the \simplest" metastable models. Our convergenceanalysis and numerical experiments have shown that several classical �nite di�erenceschemes are uniformly convergent with respect to " , but their coe�cient matrices inheritthe extreme ill-conditioning from the continuous problem. In particular, the exponen-tially small principal eigenvalue does not a�ect the uniform convergence of these schemes.Thus, the exponentially ill-conditioned singularly perturbed problems would not cause



Chapter 6. Summary and Future Work 161more troubles in numerical computations than other (not metastable) singular perturba-tion problems provided that we could use su�ciently high (such as quadruple) precisionarithmetic. Our observations revealed from this model problem were shown numericallyto be also valid for some other types of exponentially ill-conditioned boundary value prob-lems and their corresponding time-dependent equations. Thus, these observations mightbe used as some guidelines in designing numerical schemes for metastable problems.6.2 Future ResearchIn spite of numerous e�orts devoted to study metastable dynamics in various physicalproblems in the past decade, there still remain many interesting unexplored problems,especially in multi-dimensional domains, and for systems of reaction-di�usion equations.Some of these problems I plan to work on are:1. Kolmogorov's backward equation in two dimensions, which is related to the exitproblem of a Brownian particle con�ned by a �nite potential well. We wish to usethe projection method to study the exponential ill-conditioning and metastable dy-namics in this equation and show that the equilibrium solution is extremely sensitiveto small perturbations in the coe�cients of the equation due to its exponentiallysmall principal eigenvalue. This supersensitivity might be used to give a linearizedsensitivity analysis of a model equation that arises from a di�usive regularizationof the shape from shading problem. Parts of this work have been done in [103].2. Two dimensional ame front problem, modeled by the Mikishev-Rakib-Sivashinskyequation. The goal is to characterize the metastable behavior of a ame front in anaxially symmetric vertical channel and to explain experimental evidence showingthe slow motion of the ame-front interface. We have noticed an inherent connec-tion between the one-dimensional and multi-dimensional ame front problems, and



Chapter 6. Summary and Future Work 162thus it is hopeful that we will be able to characterize the metastable dynamics byapplying the projection method.3. Two dimensional bubble problem, modeled by the constrained Allen-Cahn equationwith a mixed boundary condition. Cahn [23] observed experimentally that a sur-face layer | bubble of the wetting phase continues to exist under certain conditionswhen this phase is no longer stable as a bulk. This observation does not agree withthe simulation of the constrained Allen-Cahn equation with a Neumann boundarycondition, since with this boundary condition the bubble is unstable and driftstowards the boundary of the domain. We believe that the resolution of this para-dox is that the boundary condition corresponding to a surface layer perturbs theexponentially small eigenvalue and allows for the stability of the bubble solution.4. Bubble problem for the Cahn-Hilliard equation. The goal is to characterize the dy-namics of metastable bubble solutions for the fourth order Cahn-Hilliard equation.This would extend previous work which was focused on the dynamics of bubblesolutions for the second order constrained Allen-Cahn equation.In addition, it would be of interest to develop an e�cient and robust numerical methodto treat problems exhibiting metastable dynamics in two spatial dimensions.
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Appendix AEstimating the weight function !For " ! 0, we now calculate the weight function !(x), de�ned in (2.26), in both theouter and the boundary layer regions. In the outer region we use ~u" = x� x0 + t.s.t. toobtain !(x) = exp [�f(x� x0)="] (1 + t.s.t.) : (A.1)In the left boundary layer near x = 0 we �rst integrate (2.13a) to getu0l0(y) exp�� Z y0 f 0[�x0 + ul0(z)] dz� = u0l0(0) ; for 0 < y <1 : (A.2)Then, we re-write !(x) exactly as!(x) = !(0) exp��"�1 Z x0 f 0[~u"(z)] dz� : (A.3)Let y = x=" and use ~u"(x) � �x0 + ul0("�1x) in (A.3) to get!("y) � !(0) exp�� Z y0 f 0[�x0 + ul0(z)] dz� : (A.4)Comparing (A.4) with (A.2) we observe that !("y)u0l0(y) is asymptotically constant and,hence, !("y)u0l0(y) � !(0)u0l0(0) (A.5)To calculate !(0)u0l0(0) we evaluate the left side of (A.5) as y !1 using (A.1) and thedecay behavior (2.13b) for ul0. This yields the key identity!(0)u0l0(0) � �al0�l exp (�f(�x0)=") ; (A.6)172



Appendix A. Estimating the weight function ! 173where al0 and �l are de�ned in (2.15).A similar analysis, which we shall omit, can be done in the right boundary layerregion near x = 0 to show that the product !(1 � "y)u0r0(y) is asymptotically constantin this region. The key identity, analogous to (A.6), is that!(1 � "y)u0r0(y) � !(1)u0r0(0) � ar0�r exp (�f(1� x0)=") ; (A.7)where ar0 and �r are de�ned in (2.19).



Appendix BDerivation of Equation (3.1)Consider the Ginzburg-Landau equation (3.3) with Neumann boundary condition ina cylinder of revolution with cross-section described in dimensional variables by R =R0F (X=L) (see Figure 3.1):Ut = D �URR +R�1UR + UXX�+Q0Q(U) ; (B.1a)0 < X < L; 0 < R < R0F (X=L) ;(UR; UX) � (1;�L�1R0F 0 (X=L) = 0 ; on R = R0F (X=L) ; (B.1b)UX = 0 ; on X = 0; L : (B.1c)Here D and Q0 are positive constants and Q(U) is described following (3.1). We assumethat the cylinder is long and thin so that R0 � L . In terms of the dimensionless variablesr = R�10 R; x = L�1X and � = DL�2t , (B.1) becomesU� = ��2(Urr + r�1Ur) + Uxx + �QQ(U) ; 0 < x < 1; 0 < r < F (x); (B.2a)Ur � �2UxF 0(x) = 0 ; on r = F (x) (B.2b)Ux = 0 ; on x = 0; 1 (B.2c)Here � = R0=L� 1 and �Q = D�1Q0L2 .We now derive a partial di�erential equation that is valid for U in the limit � ! 0 .We expand U away from the endpoints at x = 0; 1, as U = U0+ �2U1+ : : : . Substitutingthis expansion into (B.2a) and (B.2b) and collecting powers of �2 , we obtainU0rr + r�1Ur = 0 ; in 0 < r < F (x) ; U0r = 0 ; on r = F (x) ; (B.3)174



Appendix B. Derivation of Equation (3.1) 175and U1rr + r�1U1r = U0� � �QQ(U0)� U0xx ; in 0 < r < F (x) ; (B.4a)U1r = F 0(x)U0x ; on r = F (x) : (B.4b)The �rst equation gives U0 = U0(x; t) . To determine an evolution equation for U0 wewrite (B.4a) as (rU1r)r = r(U0�� �QQ(U0)�U0xx) . Integrating this equation with respectto r from 0 to F (x) and applying the boundary condition (B.4b) we getU0� = U0xx + 2F�1F 0U0x + �QQ(U0) : (B.5)Let A denote the cross-sectional area of the domain, so that A = �F 2 . Then from (B.5)and (B.2c) we get the one-dimensional reaction-di�usion equationU0� = 1A(AU0x)x + �QQ(U0) ; 0 < x < 1 ; t > 0 ; (B.6a)U0x(0; � ) = U0x(1; � ) = 0 : (B.6b)To study the slow motion of internal layers under (B.6) , we suppose �Q � 1 and so wewrite �Q = "�2 for some " � 1. Then, setting t = "�2� , we �nd that (B.6) reduces to(3.1) when the cross sectional area A = A(x; ") is given by A(x; ") = 1 + "�g(x)e�"�1d .


