Kurt Luoto, Stefan Mykytiuk and Stephanie
van Willigenburg

An introduction to
quasisymmetric Schur functions

— Hopf algebras, quasisymmetric functions,
and Young composition tableaux —

May 23, 2013

Springer






For Niall Christie and Madge Luoto






Preface

The history of quasisymmetric functions begins in 1972 with the thesis of Richard
Stanley, followed by the formal definition of the Hopf algebra of quasisymmetric
functions in 1984 by Ira Gessel. From this definition a whole research area grew and
a more detailed, although not exhaustive, history can be found in the introduction.

The history of quasisymmetric Schur functions is far more contemporary. They
were discovered in 2007 during the semester on “Recent Advances in Combina-
torics” at the Centre de Recherches Mathématiques, and further progress was made
at a variety of workshops at the Banff International Research Station and during an
Alexander von Humboldt Foundation Fellowship awarded to Steph. The idea for
writing this book came from encouragement by Adriano Garsia who suggested we
recast quasisymmetric Schur functions using tableaux analogous to Young tableaux.
We followed his words of wisdom.

The aim of this monograph is twofold. The first goal is to provide a reference text
for the basic theory of Hopf algebras, in particular the Hopf algebras of symmetric,
quasisymmetric and noncommutative symmetric functions and connections between
them. The second goal is to give a survey of results with respect to an exciting
new basis of the Hopf algebra of quasisymmetric functions, whose combinatorics is
analogous to that of the renowned Schur functions.

In particular, after introducing the topic in Chapter [T} in Chapter [ we review
pertinent combinatorial concepts such as partially ordered sets, Young and reverse
tableaux, and Schensted insertion. In Chapter |3| we give the basic theory of Hopf
algebras, illustrating it with the Hopf algebras of symmetric, quasisymmetric and
noncommutative symmetric functions, ending with a brief introduction to combi-
natorial Hopf algebras. The exposition is based on Stefan’s thesis, useful personal
notes made by Kurt, and a talk Steph gave entitled “Everything you wanted to know
about Sym, QSym and NSym but were afraid to ask”. Chapter [4] generalizes con-
cepts from Chapter 2] such as Young tableaux and reverse tableaux indexed by par-
titions, to Young composition tableaux and reverse composition tableaux indexed
by compositions. The final chapter then introduces two natural refinements for the
Schur functions from Chapter 3} quasisymmetric Schur functions reliant on reverse
composition tableaux, and Young quasisymmetric Schur functions reliant on Young
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composition tableaux. This chapter concludes by discussing a number of results for
these Schur function refinements and their dual bases. These results are analogous
to those found in the theory of Schur functions such as the computation of Kostka
numbers, and Pieri and Littlewood-Richardson rules. Throughout parallel construc-
tion is used so that analogies may easily be spotted even when browsing.

None of this would be possible without the support of a number of people, whom
we would now like to thank. Firstly, Adriano Garsia has our sincere thanks for his
ardent support of pursuing quasisymmetric Schur functions. We are also grateful to
our advisors and mentors who introduced us to, and fuelled our enthusiasm for, qua-
sisymmetric functions: Nantel Bergeron, Lou Billera, Sara Billey, Isabella Novik,
and Frank Sottile. This enthusiasm was sustained by our coauthors on our papers
involving quasisymmetric Schur functions: Christine Bessenrodt, Jim Haglund, and
Sarah Mason, with whom it was such a pleasure to do research. We are also fortu-
nate to have visited a variety of stimulating institutes to conduct our research and
our thanks go to Francois Bergeron and a host of enthusiastic colleagues who ar-
ranged the aforementioned semester. Plus we are most grateful for the opportunities
at Banff afforded to us by the director of BIRS, Nassif Ghoussoub, and his team,
the organizers of each of the meetings we attended and the participants all of whom
gave us a stimulating and supportive atmosphere for us to pursue our goals. We are
also grateful to the reviewers of this book, to Ole Warnaar, and to Moss Sweedler
for their advice.

Our various universities, York University, the University of Washington and the
University of British Columbia are thanked for their support, in particular the A+E
Combinatorics reading group at the latter: Omer Angel, Caleb Cheek, Andrew Rech-
nitzer, Tom Wong, and especially Ed Richmond and Vasu Tewari both of whom
kindly agreed to proofread this manuscript. No research is possible without fund-
ing, and we are grateful to be supported by the Natural Sciences and Engineering
Research Council of Canada and the Alexander von Humboldt Foundation.

We would also like to thank Razia Amzad at Springer US for her help and support
during the preparation of this manuscript, and our families and friends for all their
love and support. Lastly, we would like to thank you, the reader, who we hope finds
our book a rewarding read.

Toronto and Vancouver Kurt Luoto
Canada Stefan Mykytiuk
May 2013 Stephanie van Willigenburg
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Chapter 1
Introduction

Abstract A brief history of the Hopf algebra of quasisymmetric functions is given,
along with their appearance in discrete geometry, representation theory and algebra.
A discussion on how quasisymmetric functions simplify other algebraic functions is
undertaken, and their appearance in areas such as probability, topology, and graph
theory is also covered. Research on the dual algebra of noncommutative symmetric
functions is touched on, as is a variety of extensions to quasisymmetric functions.
What is known about the basis of quasisymmetric Schur functions is also addressed.

1.1 A brief history of quasisymmetric functions

We begin with a brief history of quasisymmetric functions ending with the recent
discovery of quasisymmetric Schur functions, which will give an indication of the
depth and breadth of this fascinating subject.

The history starts with plane partitions that were discovered by MacMahon [61]]
and later connected to the theory of symmetric functions by, for example, Bender
and Knuth [9]. MacMahon’s work anticipated the theory of P-partitions, which was
first developed explicitly by Stanley [77] in 1972, and laid out the basic theory of
quasisymmetric functions in this context, but not in the language of quasisymmetric
functions. The definition of quasisymmetric functions was given in 1984 by Gessel
[35] who also described many of the fundamental properties of the Hopf algebra
of quasisymmetric functions, QSym. Ehrenborg [27] developed further Hopf alge-
braic properties of quasisymmetric functions, and employed them to encode the flag
f-vector of a poset, meanwhile proving that QSym is dual to Solomon’s descent al-
gebra of type A was done by Malvenuto and Reutenauer [62] in 1995. It was at this
point in time that the study of QSym and related algebras began to fully blossom.

The theory of descent algebras of Coxeter groups [76] was already a rich sub-
ject in type A, for example [32], and in [34] Solomon’s descent algebra of type
A was shown to be isomorphic to the Hopf algebra of noncommutative symmetric
functions NSym. This latter algebra is isomorphic [41]] to the universal enveloping
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algebra of the free Lie algebra with countably many generators [71]] and formed the
basis of another fruitful avenue of research, for example, [26} 134} [51]]. This avenue
led to extending noncommutative symmetric functions to more than one parameter
[541], coloured trees [85] and noncommutative character theory [21]].

With strong connections to discrete geometry [27} 35]] quasisymmetric functions
also arise frequently in areas within discrete geometry such as in the study of posets
[53L 166, 180, [83]], combinatorial polytopes [22], matroids [19, 24} 159] and the cd-
index [[17]. Plus there is a natural strong connection to algebra, and the Hopf alge-
bra of quasisymmetric functions is isomorphic to the Hopf algebra of ladders [30], is
free over the Hopf algebra of symmetric functions [33]], and can have its polynomial
generators computed [44]. Further algebraic properties can be found in [42] 43].
QSym is also the terminal object in the category of combinatorial Hopf algebras [4]],
and facilitates the computation of their characters [67]]. Meanwhile, in the context of
representation theory, quasisymmetric functions arise in the study of Hecke algebras
[46], Lie representations [36], crystal graphs for general linear Lie superalgebras
[52]], and explicit formulas for the odd and even parts of the universal character on
QSym are given in [2]]. However, it is arguable that quasisymmetric functions have
had the greatest impact in simplifying the computation of many well-known func-
tions. Examples include Macdonald polynomials [38), 140]], skew Hall-Littlewood
polynomials [58], Kazhdan-Lusztig polynomials [16], Stanley symmetric functions
[[78]], shifted quasisymmetric functions [13}/20] and the plethysm of Schur functions
[57]]. Many other examples arise through the theory of Pieri operators on posets [12].

Quasisymmetric functions also arise in the study of Tchebyshev transforms
where the Tchebyshev transform of the second kind is a Hopf algebra endomor-
phism on QSym [28] used as a tool in establishing Schur positivity [S]. With respect
to ribbon Schur functions, the sum of fundamental quasisymmetric functions over a
forgotten class is a multiplicity free sum of ribbon Schur functions [70], while fun-
damental quasisymmetric functions are key to determining when two ribbon Schur
functions are equal [18]]. In graph theory, quasisymmetric functions can be used to
describe the chromatic symmetric function [23| [79]], and recently quasisymmetric
refinements of the chromatic symmetric function have been introduced [50, [75]]. In
enumerative combinatorics, quasisymmetric functions are combined with the statis-
tics of major index and excedance to create Eulerian quasisymmetric functions [74]]
although these functions are, in fact, symmetric. The topology of QSym has been
studied in [7,137] and its impact on probability comes via the study of riffle shuffles
[82] and random walks [43]]. Quasisymmetric functions also play a role in the study
of trees [47,187], and the KP hierarchy [25]].

Generalizations and extensions of QSym are also numerous and include the
Malvenuto-Reutenauer Hopf algebra of permutations, denoted by G Sym or FQSym,
for example [3}, 26} 162]]; quasisymmetric functions in noncommuting variables, for
example [[10]; higher level quasisymmetric functions, for example [48]; coloured
quasisymmetric functions, for example [49]]; Type B quasisymmetric functions, for
example [8]; and the space R, constructed as a quotient by the ideal of quasisym-
metric polynomials with no constant term, for example [6].
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Recently, a new basis of QSym has been discovered: the basis of quasisymmetric
Schur functions [40], which arises from the combinatorics of Macdonald polynomi-
als [38]]. Schur functions are a basis for the Hopf algebra of symmetric functions,
Sym, and are a central object of study due to their omnipresent nature: from being
generating functions for tableaux to being irreducible characters of the general linear
groups. Their ubiquity is well documented in classic texts such as [31} 160} [72, |81].
Quasisymmetric Schur functions refine Schur functions in a natural way and, more-
over, exhibit many of the elegant properties of Schur functions. Properties include
exhibiting quasisymmetric Kostka numbers [40] and Littlewood-Richardson rules
[L5L 139], while their image under the involution ® yields row-strict quasisymmet-
ric Schur functions [29} 165]. Additionally quasisymmetric Schur functions have had
certain multiplicity free expansions computed [[14], and were pivotal in resolving a
conjecture of F. Bergeron and Reutenauer that QSym over Sym has a stable basis
[55]. They can also be used to prove Schur positivity in two stages: if a function
is proved to be both quasisymmetric Schur positive and symmetric, then it is Schur
positive.

While much has been done, there is still, without doubt, a plethora of theorems
to discover about quasisymmetric Schur functions.






Chapter 2
Classical combinatorial concepts

Abstract In this chapter we begin by defining partially ordered sets, linear exten-
sions, the dual of a poset, and the disjoint union of two posets. We then define further
combinatorial objects we will need including compositions, partitions, diagrams and
Young tableaux, reverse tableaux, Young’s lattice and Schensted insertion.

2.1 Partially ordered sets

A useful notion for us throughout this book will be that of a partially ordered set.

Definition 2.1.1. A partially ordered set, or simply poset, is a pair (P, <) consisting
of a set P and a binary relation < on P that is reflexive, antisymmetric and transitive,
that is, for all p,q,r € P,

Lp<p

2. p<qgand g < pimplies p =g

3. p<gand g < rimplies p <r.

The relation < is called a partial order on or partial ordering of P.

We write p < gif p<qgand p#gq, p > qifg< p,and p > qif g < p. Elements
p,q € P are called comparable if p < gor g < p.
If p < g, then we define the closed interval

[pgl={reP|p<r<q}

and the open interval
(p.q) ={reP|p<r<q}.

An element g covers an element p if p < g and (p,q) = 0. If ¢ covers p, then we
write p < q.

A chain is a poset in which any two elements are comparable. The order here is
called a rotal or linear order. A saturated chain of length n — 1 in a poset is a subset
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with order ¢g; < - - - < g,,. For our purposes we say a poset is graded if it has a unique
minimal element 0 and every saturated chain between 0 and a poset element x has
the same length, called the rank of x.

Example 2.1.2. Familiar posets include (Z,<) where < is the usual relation less
than or equal to on the integers, and (Z?(A), C) where Z?(A) is the collection of all
subsets of a set A. In addition, the poset (Z, <) is a chain.

We shall often abuse notation and give both a poset and its underlying set the
same name. Thus a poset P shall mean, unless otherwise specified, a set P together
with a partial order on P. The partial order will usually be denoted by the symbol
<, with the words ‘in P’, or subscript P, added if necessary to distinguish it from
the partial order on a different poset.

We will be interested in chains that contain a given poset in the following sense.

Definition 2.1.3. A linear extension of a poset P is a chain w consisting of the set P
with a total order that satisfies

p < qin P implies p < ginw.

When P is finite, we can let this total order be w; < wyp < --- and restate the last
condition as
w; <w; in P implies i < j.

The set of all linear extensions of P is denoted by -Z(P).
Example 2.1.4. There are two linear extensions of (Z?({1,2}),C), namely
0<{1} <{2} <{1,2}

and
0<{2} < {1} <{1,2}.

Finally, we introduce two operations on posets. The dual of a poset P is the poset
P* consisting of the set P with partial order defined by

p<qginP"if g< pinP.

If P and Q are posets with disjoint underlying sets P and Q, then the disjoint
union P+ Q is the poset consisting of the set PU Q with partial order defined by

p<qginP+Qif p<LginPor p<qinQ.

Since P and Q are disjoint, p < g in P+ Q is possible only if p,qg € P or p,q € Q.
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2.2 Compositions and partitions
Compositions and partitions will be the foundation for the indexing sets of the func-
tions we will be studying.

Definition 2.2.1. A composition is a finite ordered list of positive integers. A parti-
tion is a finite unordered list of positive integers that we write in weakly decreasing
order when read from left to right. In both cases we call the integers the parts of the
composition or partition.

The underlying partition of a composition @, denoted by «, is the partition ob-
tained by sorting the parts of o into weakly decreasing order.

Given a composition or partition & = (@i, . . ., 04 ), we define its weight or size to
be |a| = o1 + - + 0y and its length to be {(o) = k. When @j 1 = - = Qjjp =i
we often abbreviate this sublist to /. If ¢ is a composition with |a| = n, then we
write o F n and say o is a composition of n. If A is a partition with |A| = n, then we
write A F n and say A is a partition of n. For convenience we denote by @ the unique
composition or partition of weight and length 0, called the empty composition or
partition.

Example 2.2.2. The compositions of 4 are
(4),(3,1),(1,3),(2,2),(2,1,1),(1,2,1),(1,1,2),(1,1,1,1).
The partitions of 4 are
4),(3,1),(2,2),(2,1,1),(1,1,1,1).
If @« =(1,4,1,2), then & = (4,2,1,1).

Let [n] = {1,2,...,n}. There is a natural one-to-one correspondence between
compositions of n and subsets of [n — 1], given by the following.

Definition 2.2.3. Let n be a nonnegative integer.

. If a=(a,...,0) F n, then we define
set(ar) = {o, a1+ p,...,01 +-+ g1} C[n—1].
2.1fA={ay,...,as} C[n—1] where a; < --- < ay, then we define
comp(A) = (a1,a2 —ay,...,ag—ag—1,n—ay) Fn.

In particular, the empty set corresponds to the composition @ if n = 0, and to (n) if
n>0.

Example 2.2.4. Let oo = (1,1,3,1,2) E 8. Then

set(@) = {1, 1+ 1,14+ 143, 1+143+1} ={1,2,5,6} C [7].
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Conversely, if A = {1,2,5,6} C [7], then
comp(A) =(1,2—1,5-2,6-5,8—6) =(1,1,3,1,2).

For every composition & F n there exist three closely related compositions: its
reversal, its complement, and its transpose. Firstly, the reversal of a, denoted by o',
is obtained by writing the parts of « in the reverse order. Secondly, the complement
of o, denoted by &€, is given by

a‘ = comp(set(@)),

that is, ¢ is the composition that corresponds to the complement of the set that
corresponds to . Lastly, the transpose (also known as the conjugate) of o, denoted
r

by o, is defined to be o = (") = (a*)".

Example 2.2.5. If a = (1,4,1,2) E 8, then set(a) = {1,5,6} C [7], and hence a" =
(2,1,4,1), a¢ = (2,1,1,3,1), o = (1,3,1,1,2).

Pictorially, we can view a composition & = (@, ..., %) as a Tow consisting of
a dots, then a bar followed by a dots, then a bar followed by o3 dots, and so on.
We can use the picture of  to create the pictures of a”, ¢, &' as follows.

To create the picture of ¢, reflect the picture of & in a vertical axis. To create
the picture of &, place a bar between two dots if there is no bar between the cor-
responding dots in the picture of . Finally, create the picture of @ by performing
one of these actions, then using the resulting picture to perform the other action.

Example 2.2.6. Repeating our previous example, if o = (1,4,1,2) then the picture
of o is
o|ecee 0|00

so to compute o”, ¢, o' we draw the pictures

oo |0 ccce|0 . ee|o|e|cec e . o|cee|e|e|ee

to obtain o = (2,1,4,1), o = (2,1,1,3,1), &' = (1,3,1,1,2).

Given a pair of compositions, there are also two operations that can be performed.
The concatenation of o = (@, ..., 04) and B = (B1,...,B¢) is

(x~B=(a1,...,ak,[31,...,[5g)

while the near concatenation is

(X@ﬁ:((Xl,...,OCkJrﬁ],...,ﬁg).

For example, (1,4,1,2)-(3,1,1) = (1,4,1,2,3,1,1) while (1,4,1,2) ®(3,1,1) =
(1,4,1,5,1,1).

Given compositions a, 3, we say that o is a coarsening of  (or equivalently f3
is a refinement of o), denoted by « 3= B, if we can obtain the parts of & in order by
adding together adjacent parts of  in order. For example, (1,4,1,2) = (1,1,3,1,2).
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We end this section with the following result on refinement, which is straightfor-
ward to verify, and is illustrated by Examples [2.2.4] and [2.2.5] and the definition of
refinement.

Proposition 2.2.7. Let o and 3 be compositions of the same weight. Then

o < B ifand only if set(B) C set(a).

2.3 Partition diagrams

We now associate compositions and partitions with diagrams.

Definition 2.3.1. Given a partition A = (A1,...,443)) - n, we say the Young dia-
gram of A, also denoted by A, is the left-justified array of n cells with A; cells in
the i-th row. We follow the Cartesian or French convention, which means that we
number the rows from bottom to top, and the columns from left to right. The cell in
the i-th row and j-th column is denoted by the pair (i, j).

Example 2.3.2. The cell filled with a * is the cell (2,3).

A=(4,4,2,1,1)

Let A, u be two Young diagrams. We say U is contained in A, denoted by u C A,
iff(pu) <l(A)and p; < A;jfor 1 <i< Hy(u)- I C A, then we define the skew shape
A/ to be the array of cells

A =A{GJ) | (i,j) € X and (i, j) & p}-

For convenience, we refer to u as the inner shape and to A as the outer shape. The
size of A/ is |A/u| = |A| —|u|. Note that the skew shape A /0 is the same as the
Young diagram A. Consequently, we write A instead of A /0. Such a skew shape is
said to be of straight shape.
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Example 2.3.3. In this example the inner shape is denoted by cells filled with a e,
although often these cells are not drawn.

Alp=(4,4,3,21)/(3,2,1)
The transpose of a Young diagram A, denoted by A’, is the array of cells
AT ={(j0) [ (i,j) € A}.
Note that this defines the transpose of a partition.

Example 2.3.4.

[

A=(4,4,2,1,1) AT =(5,3,2,2)

We extend the definition of transpose to skew shapes by

(A/w) ={(j,0) | (i,j) € A and (i, j) € p} = A"/p".

Three skew shapes of particular note are horizontal strips, vertical strips and
ribbons. We say a skew shape is a horizontal strip if no two cells lie in the same
column, and a vertical strip if no two cells lie in the same row. A skew shape is
connected if for every cell d with another cell strictly below or to the right of it,
there exists a cell edge-adjacent to d either below or to the right. We say a connected
skew shape is a ribbon if the following subarray of four cells does not occur in it.

It follows that a ribbon is an array of cells in which, if we number rows from top to
bottom, the leftmost cell of row i+ 1 lies immediately below the rightmost cell
of row i. Consequently, a ribbon can be efficiently indexed by the composition
a = (ai,a,...,0yq)), where ¢ is the number of cells in row i. This indexing,
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which follows [34] and involves a deviation from the Cartesian convention for num-
bering rows, will simplify our discussion of duality later. It also ensures that the
definitions of transpose of a ribbon and transpose of a composition agree, as illus-

trated in Examples [2.2.5|and [2.3.3]

Example 2.3.5.

| |

o=(1,4,1,2) o =(1,3,1,1,2)

2.4 Young tableaux and Young’s lattice

We now take the diagrams of the previous section and fill their cells with positive
integers to form tableaux.

Definition 2.4.1. Given a skew shape A /i, we define a semistandard Young tableau
(abbreviated to SSYT) T of shape sh(T) = A/ to be a filling

T:A/u—7Z"

of the cells of A /u such that

1. the entries in each row are weakly increasing when read from left to right
2. the entries in each column are strictly increasing when read from bottom to top.

A standard Young tableau (abbreviated to SYT) is an SSYT in which the filling is a
bijection T : A/u — [ |A /] ], that is, each of the numbers 1,2,...,|1 /| appears
exactly once. Sometimes we will abuse notation and use SSYTs and SYTs to denote
the set of all such tableaux.

Example 2.4.2. An SSYT and SYT, respectively, are shown below.

'—‘I\JO‘\\]‘
N\l

4]8]

T [-]<]
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Given an SSYT T, we define the content of T, denoted by cont(T'), to be the list
of nonnegative integers

cont(T) = (c1,¢2, .-+, Cmax)

where c¢; is the number of times i appears in 7', and max is the largest integer ap-
pearing in 7. Furthermore, given variables x1,x>, ..., we define the monomial of T
to be

T _ .1 €2 .. yCmax
X=X Xmax -

Given an SYT T, its column reading word, denoted by w,(T), is obtained by
listing the entries from the leftmost column in decreasing order, followed by the
entries from the second leftmost column, again in decreasing order, and so on.

The descent set of an SYT T of size n, denoted by Des(T), is the subset of [n— 1]
consisting of all entries i of T such that i+ 1 appears in the same column or a column
to the left, that is,

Des(T) = {i | i+ 1 appears weakly left of i} C [n— 1]
and the corresponding descent composition of T is
comp(T) = comp(Des(T)).

Given a partition A = (A1,...,A), the canonical SYT V), is the unique SYT sat-
isfying sh(V3) = A and comp(V)) = (A1,...,4). In Vj the first row is filled with
1,2,...,A; and row i for 2 < i < ¢(A) is filled with

x+1Lx+2,...,x+ A4
where x=A; +---+A;_1.

Example 2.4.3.

T:

Viapo1) =

i LA Ee)) \1‘
—_— D \D‘
oo

4]s]

Des(T) ={1,4,5,6,8}
comp(T) = (1,3,1,1,2,1)
Weot(T) = 7621953 4 8

Definition 2.4.4. Young’s lattice £y is the poset consisting of all partitions with the
partial order C of containment of the corresponding diagrams or, equivalently, the
partial order in which A = (4;,..., ;) is covered by

1. (A1,...,4,1), that is, the partition obtained by suffixing a part of size 1 to A.
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2. (M, A+ 1,0 Ay), provided that A; # Ay for all i < k, that is, the partition
obtained by adding 1 to a part of A as long as that part is the leftmost part of that
size.

Example 2.4.5. A saturated chain in .% is
(3,1,1) <y (3,2,1) <y (4,2,1) <y (4,2,1,1).

To any cover relation y <y A in %y we can associate the column number
col(u <y A) of the cell that is in the diagram A but not y. For example, we have
col((3,1,1) <y (3,2,1)) = 2 and col((4,3) <y (4,3,1)) = 1. We extend this notion
to the column sequence of a saturated chain, which is the sequence of column num-
bers of the successive cover relations in the chain, that is,

col(A! <y -~ <y M) =col(A! <y A2),col(A? <y A2),...,col(AF ! <y AK).
For example,

COI( (37131)<Y (372a1)<y (472a1)<Y (472';131)) = 27471'

Staying with saturated chains, we end this subsection with a well-known bijection
between SYTs and saturated chains in %y implicit in [81} 7.10.3 Proposition].

Proposition 2.4.6. A one-to-one correspondence between saturated chains in Ly
and SYTs is given by

lo<yl]<ykz<y~“<yl” —~ T

where T is the SYT of shape A" /A° such that the number i appears in the cell in T
that exists in A’ but not A1,

Example 2.4.7. The saturated chain in £y

0<y(1)<y(1,1)<y (2,1) <y (3,1) <y (3,2)
<y (3727])<Y (3727]7])<Y (4727]71)<Y (4727251)

corresponds to the following SYT.

'—‘I\)O\\]‘
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2.5 Reverse tableaux

Closely related to the tableaux of the previous section are reverse tableaux, which
we introduce now.

Definition 2.5.1. Given a skew shape A /1, we define a semistandard reverse tableau
(abbreviated to SSRT) T of shape sh(T) = A /u to be a filling

T:Aju—7"
of the cells of A /u such that

1. the entries in each row are weakly decreasing when read from left to right
2. the entries in each column are strictly decreasing when read from bottom to top.

A standard reverse tableau (abbreviated to SRT) is an SSRT in which the filling is
abijection T : 2 /u — [ |A/u| ], that is, each of the numbers 1,2,...,|A/u| appears
exactly once. Sometimes we will abuse notation and use SSRTs and SRTs to denote
the set of all such tableaux.

Example 2.5.2. An SSRT and SRT, respectively, are shown below.

w
\DOO#QJ‘
—_

6
oo |7

7]6]2]

ooow—“
9}

Exactly as with SSYTs, given an SSRT T, we define the content of T, denoted
by cont(7), to be the list of nonnegative integers

cont(T) = (c1,¢2,- -+, Cmax)

where c; is the number of times i appears in 7, and max is the largest integer appear-
ing in 7. Given variables x,x», ..., we define the monomial of T to be

xl =g
Given an SRT T, its column reading word, denoted by wc,,z(T ), is obtained by
listing the entries from the leftmost column in increasing order, followed by the
entries from the second leftmost column, again in increasing order, and so on.
The descent set of an SRT T of size n, denoted by Des(T'), is the subset of [n — 1]
consisting of all entries i of 7 such that i+ 1 appears in the same column or a column
to the right, that is,

Des(T) = {i | i+ 1 appears weakly right of i} C [n— 1]
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and the corresponding descent composition of T is
comp(T) = comp(Des(T)).

Given a partition A = (A1,...,4) b n, the canonical SRT V), is the unique SRT
satisfying sh(Vy ) = A and comp(Vy ) = (A,...,A1). In V;, the first row is filled with
non—1,...,n—2A; +1 and row i for 2 < i < £(A) is filled with

xx—1,....x—A+1
wherex=n— (A +---+ Ai—1).

Example 2.5.3.

T= 3 ‘7(4,272,1) =1
4 3(2
815 5|4
9[7]6]2] 9[8]7]6]
Des(T) = {1,3,4,5,8}
comp(T) = (1,2,1,1,3,1)
Weot(T) = 3489 157 6 2

There is a natural shape-preserving bijection
I':SYTs— SRTs

where for an SYT T with n cells we replace each entry i by the entry n —i+ 1,
obtaining an SRT 7 = I'(T') of the same skew shape.
Therefore, we have an analogue to Proposition [2.4.6|for SRTs.

Proposition 2.5.4. A one-to-one correspondence between saturated chains in %y
and SRTs is given by

AO<Y)LI<YA,2<Y”~<YAn T

where T is the SRT of shape l”/lo such that the number n — i+ 1 appears in the
cell in T that exists in A but not "1

Example 2.5.5. The saturated chain in %y

0<y (1) <y (1,1) <y (271) <y (3, 1) <y (3,2)
<y (3,2,1) <y (3,2,1,1) <y (4,2,1,1) <y (4,2,2,1)

corresponds to the following SRT.
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\OOOLUJ‘

6]2]

Additionally, there is a simple relationship between descent compositions of
SYTs and SRTs. We include its proof as the equivalent statements are useful to
know.

Proposition 2.5.6. Given an SYT T, we have comp(I'(T))) = comp(T)".

Proof. Suppose T is an SYT with n cells. The following statements are equivalent.

i € Des(T).

i+ 1 is weakly to the left of i in 7.

n —iis weakly to the left of n — i+ 1 in I'(T).
n—i+ 1is weakly to the right of n —i in I'(T).
n—ic Des(I'(T)).

Nk e =

This establishes the claim. O

2.6 Schensted insertion

Schensted insertion is an algorithm with many interesting combinatorial properties
and applications to representation theory. For further details see [31} [72, [81]. We
will also use this algorithm and the variation below in Chapter [3]

In particular, Schensted insertion inserts a positive integer k; into a semistandard
or standard Young tableau 7" and is denoted by T < k;.

1. If k; is greater than or equal to the last entry in row 1, place it at the end of the
row, else

2. find the leftmost entry in that row strictly larger than &, say k>, then

3. replace ky by ki, that is, ky bumps k;.

4. Repeat the previous steps with k and row 2, k3 and row 3, etc.

The set of cells whose values are modified by the insertion, including the final cell
added, is called the insertion path, and the final cell is called the new cell.

Example 2.6.1. If we insert 5, then we have

717 s = 717

516(6 506(6
2045 204(5/6
1(3]4]6 1(3]4]5
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where the bold cells indicate the insertion path. Meanwhile, if we insert 3, then we
have

717 es - 7]
506 6|7
2045 556
1]3]4]6] 2044
113]3]6

where the bold cells again indicate the insertion path.

Similarly we have Schensted insertion for reverse tableaux [40], which inserts a
positive integer k; into a semistandard or standard reverse tableau 7 and is denoted
by T < k.

1. If k is less than or equal to the last entry in row 1, place it at the end of the row,
else

2. find the leftmost entry in that row strictly smaller than ki, say k», then

3. replace kp by ki, that is, ki bumps k.

4. Repeat the previous steps with kp and row 2, k3 and row 3, etc.

As before, the set of cells whose values are modified by the insertion, including the
final cell added, is called the insertion path, and the final cell is called the new cell.

Example 2.6.2. If we insert 5, then we have

1|1 s - 1
3]2 2|1
6]4]3 3(3]2
7]5]4]2 6|44
7]5]5]2]

where the bold cells indicate the insertion path.

Given a type of insertion and list of positive integers ¢ = 0} - - - 0, we define the
P-tableau, or insertion tableau, or rectification of o, denoted by P(o), to be

(- (04 01) < 02)-++) < On.






Chapter 3
Hopf algebras

Abstract We give the basic theory of graded Hopf algebras, and then illustrate the
theory in detail with three examples: the Hopf algebra of symmetric functions, Sym,
the Hopf algebra of quasisymmetric functions, QSym, and the Hopf algebra of non-
commutative symmetric functions, NSym. In each case we describe pertinent bases,
the product, the coproduct and the antipode. Once defined we see how Sym is a
subalgebra of QSym, and a quotient of NSym. We also discuss the duality of QSym
and NSym and a variety of automorphisms on each. We end by defining combinato-
rial Hopf algebras and discussing the role QSym plays as the terminal object in the
category of all combinatorial Hopf algebras.

3.1 Hopf algebra basic theory

Here we present all the definitions and results concerning Hopf algebras that we
shall need. The reader may wish to use this section as a reference, to be consulted
after seeing three examples of a Hopf algebra in Sections [3.2} B.3] and [3.4] Our
presentation is based on that in [69]]. Other references are [68] and [84].

Throughout this section, let R be a commutative ring with identity element. We
remind the reader that an R-module is defined in the same way as a vector space,
except that the field of scalars is replaced by the ring R.

Definition 3.1.1. An algebra over R is an R-module <7 together with R-linear maps
product or multiplication m : &/ ® &/ — </ and unit u : R — <7, such that the fol-
lowing diagrams commute.

19
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i. Associative property

m®id
g QAR o QA
id®@m m
Y Y
o QA - o
m
ii. Unitary property
A R
uid id®u
R® o m o QR
o

3 Hopf algebras

In both diagrams, id is the identity map on .2/. The two lower maps in diagram ii.

are given by scalar multiplication.

Amap f: o — o', where (&',m',u') is another algebra over R, is an algebra

morphism if

fom=m'o(f®f) and fou=u'.

We shall frequently write ab instead of m(a ®b).

The algebra &7 has identity element 1., = u(1g), where 1 is the identity element
of R. The unit u is always given by u(r) = rl,, forall r € R.
A coalgebra is defined by reversing the arrows in the diagrams that define an

algebra.

Definition 3.1.2. A coalgebra over R is an R-module ¢ together with R-linear maps
coproduct or comultiplication A : € — € ® € and counit or augmentation € : € —

R, such that the following diagrams commute.
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i. Coassociativity property

€ - CRC
A A®id
Y Y
CRC CRERXE
id®A
ii. Counitary property
€
1® ®1
R® € A € @R
e®id id®e
Y
CRC

In both diagrams, id is the identity map on %’. The two upper maps in diagram ii. are
given by (1®)(c) = 1®cand (®1)(c) = c®1 for ¢ € C. We may omit the indexing
required to express a coproduct A(c) as an element of ¥ ® ¢ and use Sweedler
notation to write A(c) =Y. c¢; ® ¢;. Thus, in Sweedler notation, diagrams i. and ii.
(together with bilinearity of ®) state that, for all c € C,

Y @) i®(@r=Y(c)i®()®c (3.1
and
28(01)02 :c:Ze(cz)cl. (3.2)

We say the coproduct A is cocommutative if ¢ ® ¢’ is a term of A(c) whenever
/ /s
c®c1s.
A submodule .# C € is a coideal if

A(I)CIQRE+E®S and €(5) = {0}

Amap f: %4 — ¢, where (¢”,A’,€) is another coalgebra over R, is a coalgebra
morphism if
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Aof=(f®f)oA and e =€ o f.

In the remainder of this section we assume that all modules, algebras and coalgebras
are over the ring R.
A bialgebra combines the notions of algebra and coalgebra.

Definition 3.1.3. Let (%, m,u) be an algebra and (%, A, €) a coalgebra. Then 2 is
a bialgebra if

1. A and € are algebra morphisms
or equivalently,
2. m and u are coalgebra morphisms.
We are now ready to define a Hopf algebra.
Definition 3.1.4. Let (7, m,u,A,€) be a bialgebra. Then 5 is a Hopf algebra if
there is a linear map S : ¢ — 52 such that
mo (S®id)oA =uoe=mo(id®S)oA.

Thus, in Sweedler notation, S satisfies

Y S(h1)hy = e(h)1 =Y hiS(hy)

for all h € S, where 1 is the identity element of 7. The map S is called the
antipode of .
A subset .# C 5 is a Hopfideal if it is both an ideal and coideal, and S(.#) C .#.
A map f: S — ' between Hopf algebras is a Hopf morphism if it is both an
algebra and coalgebra morphism, and

foSu=Suyof
where S 5 and S ;s are respectively the antipodes of .5# and .77

We note that the antipode of a Hopf algebra is unique. The following result is
useful in proving that algebras are Hopf.

Proposition 3.1.5. Let .% be a submodule of a Hopf algebra 7. Then .9 is a Hopf
ideal if and only if 7€ /.9 is a Hopf algebra with structure induced by F.

The existence of an antipode is guaranteed in the following type of bialgebra.

Definition 3.1.6. A bialgebra % with coproduct A is graded if it contains submod-
ules Ay, A\, ... satisfying

1. B =@,>0 5",
2. BB C B,
3.A(B") C By jn B 0B

Elements of the submodule %" are called homogeneous of degree n. If 8° has
dimension 1, we say % is connected.
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The following result is a consequence of [68, Proposition 8.2].

Proposition 3.1.7. [27, Lemma 2.1] Let 9 be a connected graded bialgebra. Then
2 is a Hopf algebra with unique antipode S defined recursively by S(1) = 1, and
for x of degree n > 1,

n—1
S(x) =- ;)S(yi)zn—h

where
n—1

A) =x@1+ ) yi@zn-i 3.3)
i=0

l

and y;,z; have degree i.

The counitary property ensures that the coproduct of an element x of degree n in a
connected graded bialgebra has the expansion shown in Equation (3.3).

The Hopf algebras that we shall study are infinite-dimensional, graded and con-
nected, with each component of the direct sum having finite dimension. Associated
with each such Hopf algebra is another Hopf algebra of interest to us. This other
Hopf algebra is described in the following, which is a consequence of [69, Theorem
9.1.3].

Proposition 3.1.8. Let 7 = D, " be a connected, graded Hopf algebra over
R, such that each homogeneous component F¢" is finite-dimensional. Define the
module 7 by
%* — @(%n)*,
n=0

where (") denotes the set of all linear maps f : " — R.
Then S is a Hopf algebra with

1. product m : 7 @ 7 — F* induced by the convolution product

frg=mro(fRg)oAy,

where mg is the product of R, and A yp is the coproduct of 7 (in Sweedler nota-
tion, the convolution product is given by

(f*8)(h) =Y f(h)g(ha)

forallh e ),
2. unitu: R — JC* given by

u(r) =regp,

where €p is the counit of F€ (thus €y is the identity element of ),
3. coproduct A . FC* — F* Q H* given by

A(f)=p (fomu),

where p is the invertible linear map defined on F€* & F* by
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(P(f®g))(h1 ®@h) = f(h1)g(h2)

and m yp is the product of 7,
4. counit € : 7 — R given by

e(f)=f(1r),

where 1 4 is the identity element of F,
5. antipode S : 7 — F* given by

S(f)=foSw,
where S y is the antipode of .
The Hopf algebra ¢~ is called the graded Hopf dual of 7.

Accordingly, there is a nondegenerate bilinear form (-,-) : 5 ® J#* — R that
pairs the elements of any basis {B,};c; of 5" for some index set /, and its dual
basis {D;}ics of (2£")*, given by (B;,D;) = &;j, where the Kronecker delta &;; = 1
if i = j and O otherwise. Duality is exhibited in that the product coefficients of one
basis are the coproduct coefficients of its dual basis and vice versa, that is,

BB;j=Yda'By, <  ADy)=)Y.d!;Di®D;,
T i

DiDj:Zbﬁth <~ A(Bh):ZbﬁjBi(@Bj.
h i,J

3.2 The Hopf algebra of symmetric functions

We now introduce the Hopf algebra of symmetric functions. A more extensive treat-
ment can be found in the books [60, (72} [81]] but here we restrict ourselves in order
to illuminate certain parallels with quasisymmetric functions and noncommutative
symmetric functions later.

Let Q[[x;,x2,...]] be the Hopf algebra of formal power series in infinitely many
variables x1,x, ... over Q. Given a monomial xffl ---xi", we say it has degree n if
(aq,...,04) F n. Furthermore we say a formal power series has finite degree if each
monomial has degree at most m for some nonnegative integer m, and is homoge-
neous of degree n if each monomial has degree n.

Definition 3.2.1. A symmetric function is a formal power series f € Q[[x},x2,...]]
such that

1. The degree of f is finite.
2. For every composition (¢, ..., 0y), all monomials xgl ~~~xZ" in f with distinct
indices iy, ...,i; have the same coefficient.
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Let n be a nonnegative integer, then recall that a permutation of [n] is a bijec-
tion o : [n] — [n], which we may write as an n-tuple 6(1)---o(n). The set of all
permutations of [r] is denoted by &,, and the union U, > &, by G.. We identify a
permutation o € &, with a bijection of the positive integers by defining o (i) = i if
i>n.Then Gy C &) C --- and G, becomes a group, known as a symmetric group,
with the operation of map composition. The identity element is the unique permu-
tation of 0. Given ¢ = 0; - - - 0, € &,,, we define its descent set, denoted by d(o), to
be

dio)={i|o(i)>0c(i+1)} C[n—1].

Equivalently we can think of a symmetric function as follows.

Definition 3.2.2. A symmetric function is a formal power series f € Q[[x],x2,...]]
such that

1. f has finite degree,
2. f is invariant under the action of S., on Q[[x1,x2,...]] given by

al e ak = al ... ak
o.(x;' ) = Xoli) " Xl

That is, 6.f = f when the action of ¢ is extended by linearity.
Example 3.2.3. If f :x% —&—x% +x1xp and o € &5, then
2.2 _
o.f =xi+x5+x1x2=f.

The set of all symmetric functions with the operations of the next subsection
forms a graded Hopf algebra

Sym = P Sym”

n=0

spanned by the following functions, strongly suggested by the definition of Sym.

Definition 3.2.4. Let A = (A,..., ;) be a partition. Then the monomial symmetric
function my is defined by
A A
my = inll ...xikk,

where the sum is over all k-tuples (ij,...,i) of distinct indices that yield distinct
monomials. We define mgp = 1.

Example 3.2.5. We have
mep 1) = x%x% +x%x} —i—x%xé —+—x§x% —|—x%x}‘ +x3x} —i—x%xé +x§x5 +---.
Moreover, since the m,, are independent we have
Sym" = span{m; | A b n}.

The basis of monomial symmetric functions is not the only interesting and useful
basis.
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Definition 3.2.6. Let n be a nonnegative integer. Then the n-th elementary symmet-
ric function, denoted by e, is defined by

e, = I’)’l(ln) = Z Xiy + Xiy
i1 <<y

and the n-th complete homogeneous symmetric function, denoted by h,, is defined
by
hy, = Zm,l = Z Xy e Xi,
Abn 1< <y

with eg = hg = 1.
Let A = (Ay,...,A) be a partition. Then the elementary symmetric function e)
is defined by

€A =¢€x ey = Heli
Ai
and the complete homogeneous symmetric function h; is defined by

h?L :hkl'“hlk :Hh&_ = Z (71)‘1‘_[@)65.
Ai B=(A1esh)

We have, in particular,
_ —UB)
hy=Y (=1)" <ﬁ)eﬁ.
BEn

Example 3.2.7. Note that hy = e] = my =x1+x2+x3+--- while

hy =mp) +m ) :x% +x§+x§+~~+x1x2 +x1x3 +x0x3+ -+ -

and
ey =m(y 1) = X102 +x1x3 +a0x3 4 -+

Hence
h,1) = hohy = (43 3+ o+ xxs Fxoxs 4+ ) (g Fxo+xz4o)
ep1) = ezer = (x1x2 +x1x3 +x2x3 + -+ ) (X1 +x2 +x3 4+ +).

These bases are also of interest. For example, the fundamental theorem of sym-
metric functions states that Sym is a polynomial algebra in the elementary symmet-
ric functions, that is

Sym = Qley, e,...].

However, the most important basis of Sym is considered to be the basis of Schur
functions, due to its connections to other areas of mathematics such as representa-
tion theory and algebraic geometry. Unlike the preceding bases, it is not obvious
that these basis elements are symmetric.
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Definition 3.2.8. Let A be a partition. Then the Schur function s, is defined to be
sp = 1 and
Sy = ZXT
T
where the sum is over all SSYTs (or equivalently SSRTs) T of shape A.

Example 3.2.9. We have S@,1) = x%xz —l—x%xl + ...+ 2x1xx3 + - - - from the SSYTs

2 2 3 2
L] [a]2] [1]2] [1]3]

or equivalently from the following SSRTs.

1 1 1 2
21 [2]2] [3]2] [3]1]

Schur functions can also be expressed in terms of SSYTs or SSRTs when ex-
panded in the basis of monomial symmetric functions.

Proposition 3.2.10. Let A - n. Then

Sy = Z K;L“mu
utkn

where sy = 1 and K}, is the number of SSYTs (or equivalently SSRTs) T satisfying
sh(T) = A and cont(T) = u. The Kj,, are known as Kostka numbers.

Example 3.2.11. We have s(3 1) = m3 1) +2m( 1 1) from the SSYTs

2 3 2
1] [1]2] [1]3]

or equivalently from the following SSRTs.

1 I 2
2[1] [3]2] [3]1]

Note that if in Definition the straight shape A was replaced by a skew shape
A/u, then a function would still be defined. These functions also play a role in the
theory of symmetric functions.

Definition 3.2.12. Let A /1 be a skew shape. Then the skew Schur function sj,/, is
defined to be s = 1 and
Siu= L%
T

where the sum is over all SSYTs (or equivalently SSRTs) T of shape A /.
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The expansion of a skew Schur function as a linear combination of Schur func-
tions is the celebrated Littlewood-Richardson rule, first conjectured in [S6]] and
proved much later in [73} [86]. Many versions of it exist, and a number of these
can be found in [81, Appendix A1.3] or [31, Chapter 5], one of which we now give.

Theorem 3.2.13 (Littlewood-Richardson rule). Let 1, v be partitions. Then

Sv/u =3 C} 52
where the sum is over all partitions A, and the Littlewood-Richardson coefficient
cy y counts the number of SYTs (respectively SRTs) T of shape v /1L such that using
Schensted (respectively reverse Schensted) insertion P(w.,;(T)) = V), (respectively
Vi)
Example 32]4 We have S(2.2,1)/(1) = S<2’2) +S<2’1’1) from the SYTS

3] 4]
4 1]3
2 2

with respective column reading words 3142 and 4132 whose respective P-tableaux
are the following canonical SYTs.

314

~[]#]

2

When a skew Schur function is indexed by a ribbon we call it a ribbon Schur
function, denoted by ry where « is the composition corresponding to the ribbon.
Ribbon Schur functions have a particularly appealing expansion in terms of the
complete homogeneous symmetric functions, which goes back to MacMahon [61]].

Proposition 3.2.15. For any composition o

Fo = Z (,1)[(06)—4(3);15.
Bro

As an example (1 51y = R(2,1,1) — 2h(3,1) + (4)- In fact, another basis for Sym"
is given by {ry | A F n} since by Proposition the matrix expressing ribbon
Schur functions in terms of complete homogeneous symmetric functions is upper
triangular with +1 on the diagonal if we index the rows and columns using a lin-
ear extension of refinement. This result also follows from [18, Proposition 2.2]. To
summarize our bases we have

Sym" =span{m, | A+n}=span{e;, | AFn}=span{h, | L+n}
=span{sy | A+-n}=span{r, | A+ n}.
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3.2.1 Products and coproducts

There is no simple description for the product of two monomial symmetric func-
tions, but this is not the case for the other bases introduced in the previous section.
From their definitions it is immediate that

eren =e;, (3.4

hahy = hy,. 3.5)

For example, h421.1)A(3,1,1) = "(4,3,2,1,1,1,1)- Concerning the spanning set of all rib-
bon Schur functions we have that for compositions ¢ and 3

ralg =rgp+racp- (3.6)
For example,

F(14,1.2)73,1,1) = T(14123,1,1) Tr(14,151,1)-

However, the product of two Schur functions expanded as a linear combination of
Schur functions is another incarnation of the Littlewood-Richardson rule in Theo-

rem

Theorem 3.2.16 (Littlewood-Richardson rule). Letr A, u be partitions. Then

_ 14
S;LS/J — ZCA'#SV

where the sum is over all partitions v, and the Littlewood-Richardson coefficient
c; , counts the number of SYTs (respectively SRTs) T of shape v/l such that using

Schensted (respectively reverse Schensted) insertion P(w.,(T)) = V), (respectively
Vi)

Special cases of this rule when s, = s(,) = h, and s = 5(1n) = €, have simpler
descriptions, and are known as the Pieri rules.

Theorem 3.2.17 (Pieri rules). Let L be a partition and n a nonnegative integer.
Then

S(n)Su = hnsy = st
where the sum is over all partitions v, such that v/l is a horizontal strip with n
cells. Similarly,

S(ln)su =énSy = ZSV

where the sum is over all partitions v, such that v /L is a vertical strip with n cells.
Example 3.2.18. If p = (2,2,1) and n = 2, then
hs@21) = S@2n) +5622) 56210 TS@221)

from the following additions of two cells to (2,2, 1) that form a row strip.
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o|e] .

Meanwhile,

€25(22,1) =5(3.22) T5G2.1.1) FS222,1) 5331 TS522,1.11)

from the last three diagrams above and the two below.

The coproduct can also be described easily for most of our bases of Sym.

n n
A(m;t): Z my X my, A(en):Ze,'@)en,i A(hn)zzhi(@hnfi
i=0 i=0

A=u-v

A(Sl) = Z SA/u Qsy = ZZCé“S\/@S”.
UCA [T

Example 3.2.19. For the monomial symmetric function m(, 5 1) we have
A(man1)) =maa @ 1+mp 1) @mea) +m ) @m)
) @me,p) +mp) @meg) +18@maa )
while for n = 3 we have
Ales) =1ResteRerterRe+e3®1
A) =10k +h Qh+hh+h®1
and the coproduct of the Schur function s, 1) is
Als@n) =s@n®1+se,n/0)®50) +50,1)/2) ®5@) +5@1/0,) @50, +1®50,1).
The counit of Sym is given by

1ifA =0
0 otherwise

elm) = {
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and an explicit formula for the antipode of a Schur function indexed by a partition
A of n is given by
S(SA) = (—l)"s;u. (37)

3.2.2 Duality

We have noted that Sym is a Hopf algebra, and in fact it is self-dual, that is, Sym and
Sym* are isomorphic as Hopf algebras. The bilinear form that pairs the elements of
any basis of Sym with its dual basis is called the Hall inner product. Since the bases
of monomial symmetric functions and complete homogeneous symmetric functions
are dual bases, the Hall inner product satisfies

(ml,hu> 25;“1. (3.8)
It transpires that the basis of Schur functions is self-dual and orthonormal, that is,

(S255u) = Sy (3.9)

and hence by the Littlewood-Richardson rule and duality we have for partitions
A, U,V that

(Sy/us82) = (Sv,s250) = € - (3.10)

3.3 The Hopf algebra of quasisymmetric functions

We now introduce quasisymmetric functions, originally defined by Gessel [35]], be-
fore connecting them to symmetric functions.

Definition 3.3.1. We say a quasisymmetric function is a formal power series f €
Q[[x1,x2, - ..]] such that

1. The degree of f is finite.
2. For every composition (¢,...,04), all monomials xfl“ ~--xZ" in f with indices
i1 < --+ < I; have the same coefficient.

We denote the set of all quasisymmetric functions by QSym.

This definition is analogous to Definition [3.2.1] for symmetric functions. There-
fore, one might hope that quasisymmetric functions can be defined as the invariants
under some action of the group G.. of permutations on formal power series, analo-
gous to Definition [3.2.2] for symmetric functions. Such a definition is due to Hivert
[46].

Definition 3.3.2. We shall use the following notation. Given a composition & =

(cti,...,0f) and a k-tuple I = (iy,...,i) of positive integers i < --- < i, let x7*
denote the monomial xff‘ . ~ka.
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A quasisymmetric function is a formal power series f € Q[[x1,x2,...]] such that
1. f has finite degree,
2. f is invariant under the action of G., on Q[[x1,x2,...]] given by
oxy=x%,,

where ©./ is defined to be the k-tuple obtained by arranging the numbers
o(i1),...,0(ix) in increasing order. That is, 6.f = f where the action of o is
extended by linearity.

Example 3.3.3. If f = x%xz +x%x3 +X%X3 and o € G, then
O.f = xtxy +x3x3 +x3x3 = f.

Unlike the earlier action, the action just described extends to an action ¢ of the
algebra QG.. on Q[[x1,x2,...]] that is not faithful. Hivert showed that the quotient
Q6. / ker ¢ is isomorphic to the Temperley-Lieb algebra T L... Thus T L., acts faith-
fully on Q[[x;,x2,...]] and the set of invariants under this action is QSym.

The set of all quasisymmetric functions with the operations of the next subsection
forms a graded Hopf algebra

QSym = EB QSym”"

n=0
spanned by the following functions, suggested by the definition of QSym.

Definition 3.3.4. Let o = (0, ..., ) be a composition. Then the monomial qua-
sisymmetric function M, is defined by

e a e Ok
My = inl X

where the sum is over all k-tuples (iy,...,i) of indices i} < --- < iy. We define
My=1.

Example 3.3.5. We have
M(2,1) = x%xé +x%x§ —&—x%x}l +x§x§ +---

while
1.2 1.2 1.2 1.2
M(172> :xle +xl.X3 +xl)C4 +XZX3 + s

Since the M, are independent we have
QSym" = span{My, | a = n}.
A closely related basis is the basis of fundamental quasisymmetric functions.

Definition 3.3.6. Let o be a composition. Then the fundamental quasisymmetric
function Fy is defined by
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Fo=Y M.

B=o

If o E n, then in terms of the variables x1,x;,... we have
Fo =Y xi X,
where the sum is over all n-tuples (i, ...,i,) of indices satisfying
i1 <<y and i <ijy if j € set(a).

For example, F(2,l) ZM(ZJ) +M(1,1,]> while F(l,z) :M(],Z) +M(171,1).

3.3.1 Products and coproducts

As with symmetric functions, the product of two quasisymmetric functions when
expressed in either of the bases introduced has a combinatorial description.

Given compositions o = (a,...,0) and B = (B,...,B¢), consider all paths P
in the (x,y) plane from (0,0) to (k,¢) with steps (1,0), (0,1) and (1, 1). Let P; be
the pointwise sum of the first i steps of P where Py = (0,0). Then we define the
composition corresponding to a path P with m steps, denoted by 7p, to be

Y= (Y- ¥m) (3.11)
where
0y if the i-th step is (1,0) and P_; = (¢ —1,r— 1),
Y=< Br if the i-th step is (0,1) and P_; = (¢ —1,r— 1),
oy + B if the i-th stepis (1,1) and By = (¢ —1,r—1).
Informally, we define the composition ¥p = (¥1,...,%n) corresponding to a path P

with m steps as follows. Use the parts of & in order to label the unit steps on the
x-axis, and use the parts of f§ in order to label the unit steps on the y-axis. If the
i-th step of P is horizontal or vertical, then ¥; is the label of the step projected onto
the x-axis or y-axis, respectively. If the i-th step of P is diagonal, then ¥; is the sum
of the label of the step projected onto the x-axis plus the label of the step projected
onto the y-axis. This is illustrated in the following example.

1
Example 3.3.7. if o = (4,5,1) and B = (3,1) and P is then
3

4 5 1

Py= (0,0),P1 = (170)7P2 = (171)7P3 = (2, l),P4 = (3,2), and Yp = (473,5,2).
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The product of two monomial quasisymmetric functions is given by

MoMg =Y My, (3.12)
P

where the sum is over all paths P in the (x,y) plane from (0,0) to (¢(c),¢(p)) with
steps (1,0), (0,1) and (1,1).

Given two permutations 6 =6 (1)---o(n) € S,and T =1(1)---7(m) € &, we
say a shuffle of ¢ and 7 is a permutation in &,,1,,, such that o(i) appears to the right
of 6(i—1) and to the left of o(i+ 1) for all 2 <i < n— 1 and similarly, (i) +n
appears to the right of (i — 1) +n and to the leftof 7(i+ 1) +nforall2 <i<m—1.
We denote by ¢ LU 7 the set of all shuffles of ¢ and 7.

Example 3.3.8.
12w21 = {1243,1423,1432,4123,4132,4312}.

LetaFEn,fEmando € 6,7 € &, such thatd(c) =set(a) and d(7) =set(B).
Then

FaFg= Y. Feomp(a(n))- (3.13)
mTeowrt

Example 3.3.9.

FaoFoy=Fuz +Fapn +Fep)+Fa
since

213 € &3 with d(213) = {1} = set((1,2))

1 €6 withd(1) =0=set((1))

and

21311 = {2134,2143,2413,4213}.

The coproduct on each of these bases is even more straightforward to describe

AMe)=Y MgaMy, A(Fe)= Y Fp&F,. (3.14)
a=py O?Z[il};@y

Example 3.3.10.

AMp13)) = 1@M g1 3+ M@y @M1 3)+Mp 1) @M3)+ M 3@ 1.

A(Fp13)) =1@ Fo3) +Fuy @ Fy13) + Foy @ F(1 3) + Fo,1) @ Fiz)
+F21.1) @ Fo)+F212) @F1)+F213)®1.

The counit is given by
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lifx=0
0 otherwise

e(My) = { (3.15)
while a formula for the antipode of the fundamental quasisymmetric function in-
dexed by a F n is given by

S(Fg) = (—1)"Fy. (3.16)

This latter formula was obtained independently by Malvenuto and Reutenauer [62]
Corollary 2.3] and Ehrenborg [27, Proposition 3.4]. Furthermore, Sym is a Hopf
subalgebra of QSym, and it is easily seen that for a partition A

my =Y M. (3.17)
a=2
For example, returning to Examples and we see that m(y 1) = M 1) +

M1 3). We can also write any skew Schur function as a linear combination of fun-
damental quasisymmetric functions [35, Theorem 3]

S = §d<x/u>ﬁFﬁ (3.18)

where the sum is over all compositions 8 F |4 /u| and d(; /,)p = the number of
SYTs T of shape A /u such that Des(T') = set(f3). Equivalently,

Shju = §d<a/u>ﬁFﬁ (3.19)

where the sum is over all compositions 8 F |4 /u| and d(; /,)p = the number of
SRTs T of shape A /u such that Des(7") = set(S).

Example 3.3.11. We have 53 2) = F(32) + Fl22.1) + F2.3) + F1.3,1) + F{1,2,2) from the
following SYTs.

415 315 314 215 2

3.3.2 P-partitions

We now use the theory of P-partitions to describe the product of quasisymmetric
functions. Ordinary P-partitions are a generalization of integer partitions and com-
positions. Our presentation is based on the summary provided in [83]].

Definition 3.3.12. Let P be a finite poset. A labelling of P is an injective map 7y from
P to a chain. We call the pair (P,y) a labelled poset.

Definition 3.3.13. Let (P, y) be a labelled poset. A (P, y)-partition is a map f from
P to the positive integers satisfying, for all p < g in P,
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L. f(p) < f(q), that is, f is order-preserving,
2. f(p) = f(q) implies y(p) < ¥(q).
We denote by &(P,7) the set of all (P, y)-partitions.

By a P-partition we shall mean a (P',7y)-partition for an arbitrary labelled poset
(P, 7).

We note that the conditions of Definition [3.3.13]are satisfied for all p < g as soon
as they are satisfied for all coverings p < g, since p < ¢ in the finite poset P implies
that there are elements py,..., p;r € P such that

P<p1L<- <pp<q.
Then the first condition implies

F(p) < f(p1) <--- < fpx) < f(q)

In particular, if f(p) = f(q), then

fp)=f(p1) =---=f(p) = f(a),

hence the second condition implies

Y(p) <¥(p1) <--- <¥(px) < ¥(q)

Stanley’s definition of P-partitions in [77] differs from the one given here by
requiring them to be order-reversing rather than order-preserving, but the theories
obtained from the two definitions are equivalent: To obtain one from the other, one
need only replace a poset P by its dual P*.

We shall give an example of a (P,7)-partition where P is a chain, since these
are the posets that will most interest us. In our example, the labelled chain will be
represented by the following type of diagram.

Definition 3.3.14. Let (w,y) be a labelled chain with order w; < wp < ---. The
zigzag diagram of (w,y) is the graph with vertices w; and edges (w;, w;y1), drawn
so that the vertex w;1 is

1. to the right of and above the vertex w; if y(w;) < y(wit1),
2. to the right of and below the vertex w; if y(w;) > y(wit1).

Example 3.3.15. Let (w,7) be the labelled chain with order w; < --- < w4 and la-
belling 7y that maps wy — 5, wp — 2, w3 — 7 and wy4 — 8. Below each vertex w; of
the zigzag diagram of (w,y), we have written the value f(w;) of a (w,y)-partition f.
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wi w3

w2
4

The appearance of a zigzag diagram suggests the following terminology.

Definition 3.3.16. Let (w, y) be a labelled chain with order w; < wp < ---. We say
the number i is a descent of (w,y) if y(w;) > y(wit1), and an ascent if y(w;) <

Y(Wir1).
The set of all descents of (w, ¥) is denoted by D(w, 7).

Example 3.3.17. The labelled chain (w,y) of Example[3.3.15|has descent 1 and as-
cents 2 and 3.

Using the terminology just introduced and taking into account the remark about
coverings in the paragraph following Definition [3.3.13] we can describe a (w, y)-
partition as a map f from w to the positive integers satisfying

L fwi) < f(wirr),
2. f(w;) = f(w;t1) implies i is an ascent of (w,¥) or equivalently,
i is a descent of (w,y) implies f(w;) < f(wit1).

We now introduce generating functions for P-partitions.
Definition 3.3.18. Let (P,y) be a labelled poset. For any (P,y)-partition f, denote
by x/ the monomial
=TT
peP

Then the weight enumerator of (P,y) is the formal power series F (P,y) defined

by
F(Py) =Y,
where the sum is over all (P, y)-partitions f.
The generating functions just introduced are quasisymmetric.

Proposition 3.3.19. The weight enumerator F(P,y) of a labelled poset (P,y) is a
quasisymmetric function.

Proof. Let (0y,...,,) be a composition of |P| and (ki,...,k,) a sequence of pos-
itive integers k; < -+ < ky,. The coefficient of the monomial x,?l] . -xg:? in F(P,y) is
the number of (P,7y)-partitions that map ¢; elements of P to ;.
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Let f be such a (P,7y)-partition and suppose that (I1,...,l,) is another sequence
of positive integers [} < --- < [,. It is easy to see that the map ¢(f), defined by
setting (¢ (f))(p) =1 if f(p) = ki, is a (P, y)-partition that maps o; elements of P
to /;.

In this way, we establish a one-to-one correspondence ¢ between (P, y)-partitions
that map o; elements to k; and those that map ¢; elements to /;. It follows that the
coefficients of the monomials x,‘fl‘ o ~ng:‘ and xffl . -xgn"’ are equal. O

Of particular interest is the weight enumerator of a labelled chain.
Proposition 3.3.20. If (w,7) is a labelled chain, then its weight enumerator
F(w,y) = Fy,
the fundamental quasisymmetric function indexed by the composition o F |w| with
set(o) = D(w, 7).
Proof. By the paragraph after Definition [3.3.6| we have

Fo =Y xij- X,
where the sum is over all sequences (if,...,i,) of positive integers satisfying
it <<y and i <ijpif j € set(a) = D(w,y).

Now
Fwy)= Y Xpen)  Xfom)-
fed(wy)

By the remarks in the paragraph following Example[3.3.17, we have f € &'(w,7) if
and only if

fwr) << f(wy) and f(w)) < f(wji1) if j € D(w, 7).

Since the values in the range of a (w,y)-partition can be any positive integers, the
result follows. O

We have just shown that every weight enumerator of a labelled chain is a fun-
damental quasisymmetric function. The converse is also true: Given a fundamental
quasisymmetric function Fy, we can always find a labelled chain (w,y) such that
Fy=F(w,7).

Indeed, let w be the chain with order wy < --+ < w,, wheren=|at|. If i} <ip <---
are the elements of set() and j; < j» < --- are the elements of [n] — set(ct), let ¥
respectively map

Wi, Wiy,...—=nn—1,... and wj ,wj,,...—~1,2,....

Then D(w,y) = set(a), since
1. i,i+1 € set(a) implies y(w;) > v(wit1),
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2. j,j+ 1€ [n]—set(a) implies y(w;) < y(Wj+1),
3. ieset(a) and j € [n] —set(cr) implies y(w;) > y(w;).

Example 3.3.21. If « is the composition (3,2,4) E 9, then
set(er) = {3,5} and [n] —set(a) = {1,2,4,6,7,8,9}.
Let w be the chain with order w; < --- < wy and labelling ¥ that respectively maps
w3z, ws — 9.8 and wi,wy, wyq, we, w7, wg,wo — 1,2,3,4,5,6,7.
Then Y respectively maps
Wi,...,wg — 1,2,9,3/8.4,56,7,

hence D(w,y) = {3,5}.

Thus the fundamental basis of QSym consists of generating functions for P-
partitions. Observe that the Schur basis of Sym can be viewed as generating func-
tions for semistandard Young tableaux. In fact, P-partitions are a generalization of
SSYTs: An SSYT of shape A is just a P-partition of the labelled poset (Py,73)
defined as follows.

Let P;, be the poset whose elements are the pairs (i, j) of row and column coor-
dinates for cells in the Young diagram of A, with order defined by

(i,j) < (k,1) if i<kand j<I.

In particular, (i, j) < (i,j+1) and (i, j) < (i+1, j), so elements of P) increase in
order as we move from left to right in rows and bottom to top in columns.

Let 7, be the labelling that assigns the numbers 1,2, ... to the elements of P, in
the following order: first the coordinates of the cells in the first column, from top to
bottom; then the coordinates of the cells in the second column, from top to bottom;
and so on.

Example 3.3.22. Let A = (5,4,2,2). Below is the Young diagram of A, with the
label ¥ (i, j) written in the cell with coordinate pair (i, j).

1|5
216
3171911

4 18 |10]12] 13

Let T be an SSYT of shape A. If we regard T as the map from Pj, to the positive
integers that sends the pair (i, j) to the entry of the cell with coordinate pair (i, j),

then T is a (P),, ¥, )-partition. Moreover, by Definition and Definition [3.3.18|it
immediately follows that
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F(Py, 1) = sa. (3.20)

We now resume our development of the theory of P-partitions. The next lemma
will allow us to write any weight enumerator as a sum of weight enumerators of
chains.

Lemma 3.3.23 (Fundamental lemma of P-Partitions). If (P,7) is a labelled poset,
then the set of all (P,7)-partitions

oPy) =JO(w),
where the disjoint union is over all linear extensions w of P.

Proof. First note that a labelling of P is also a labelling of any linear extension of
P.

Now suppose that f is a (P, y)-partition. Let w be the chain with underlying set P
and order defined by p < g in w if

L. f(p) < f(q) or
2. f(p) = f(q) and ¥(p) < ¥(q)-

If p < g in P, then Definition |3.3.13| ensures that one of the two conditions is
satisfied. Thus w is a linear extension of P, and it is clearly the only one for which
fis a (w, y)-partition.

The converse is trivial: If w is a linear extension of P, then every (w, ¥)-partition
is also a (P, y)-partition. O

The following result is an immediate consequence of Lemma[3.3.23]

Corollary 3.3.24. If (P, ) is a labelled poset, then its weight enumerator

F(Py) =) F(w7),
where the sum is over all linear extensions w of P.

As an application, we will now use Corollary [3.3.24] and Equation (3.20) to de-
duce Equation (3.18) in the case u = 0. First note that if we return to our poset Py
then a linear extension w of Pj corresponds to an SYT T,, with sh(T,,) = A. More
precisely, T, (i, ) is 1 + rank of (i, j) in w. By Proposition F(w, 7)) = Fyu
where o = |w| and set(a) = D(w, ¥, ). However, D(w, 3 ) consists precisely of all i
where i + 1 appears weakly left of i in 7,,, that is, D(w, ¥, ) = Des(T;, ). Therefore by

Corollary [3.3.24] and Equation (3.20)
Sy = ZFcomp(Des(T))

where the sum is over all SYTs T with sh(T) = A.

We can also use the theory of P-partitions to derive a multiplication rule for
quasisymmetric functions. Given fundamental quasisymmetric functions Fy and Fg,
choose labelled chains (u,y) and (v, d) such that
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1. u and v are disjoint sets,

2. Jul = |a] and |v| = |B],

3. y(u) and &(v) are disjoint subsets of the same chain,
4. D(u,y) =set(a) and D(v, ) = set(B).

We can construct such labelled chains using the procedure described in the para-
graph preceding Example 3.3.21[, then adding || to each label of the second chain.
From Definition [3.3.18] it is clear that

F(u,y)F(v,6) = F(u+v,y+9),

where ¥+ 6 is the labelling of the disjoint union u + v that maps u; — y(u;) and
vj— &(v;). Thus

FoFg = F(u,y)F(v,0)
=F(u+v,y+9)
= )Y F(wy+9)

weZ (u+v)

= ), Fuw):

weZ (u+v)

where o(w) F |w]| satisfies set(o(w)) = D(w,y+ ). Observe this is equivalent to
Equation (3.13).

We have just seen that the product of quasisymmetric functions corresponds to
operations on labelled posets. We shall now see that the same is true for coproduct
and the antipode.

From (3.14) we obtain the formula

AFo) = Fa @ 14} Fr.(@) @ Fip)n,

where the sum is over all ways of writing & = { - (a+b) - 17, a concatenation of
compositions where a > 0 and b > 0 are integers adding up to a part of o, and we
set (a) =0ifa=0.

Let (w,7) be a labelled chain with |w| = || and descent set D(w,y) = set(o).
Then every tensor F, ® F,, appearing in the expansion of the coproduct A (Fy) cor-
responds to cutting the labelled chain (w,¥) into two labelled chains with descent
sets respectively set(u) and set(V).

Example 3.3.25. We have

A(Fiao4) = Faoa) @1+ F323 @ Fuy + Fa20) © Foy + Fz 1) @ Fg)
+Fi32) @ Fa)+Fi,1) @ F4) + F3) © Fa.g) + Fo) 9 Fl2,)
+F 1) ®@F224)+ 1 ®F324).

A labelled chain (w,7y) with

[w| =1(3,2,4)| =9 and D(w,7y) =set((3,2,4)) ={3,5}
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has the following zigzag diagram.

wi

Consider the tensor F(3 1) ® F{1 4 in the expansion of A(F<3,274)). Below are the
zigzag diagrams of a labelled chain (u, d) with

lu| =|(3,1)| =4 and D(u,d) =set((3,1)) = {3},
and a labelled chain (v, {) with

[v|=1(1,4)| =5 and D(v,{) =set((1,4)) ={1}.

Vs

V4

Uy Uy v

uj

As for the antipode, recall that formula (3.16) gives the antipode of the funda-
mental quasisymmetric function indexed by & = (¢, ...,0) F n as

S(Fo) = (—1)"Fo,
where we recall o E n satisfies

set(a) = [n—1] —set(Q,...,01).
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If (w,7) is a labelled chain with |w| = |o| and descent set D(w,y) = set(a), then
set(a’) = D(w*, ), where w* is the dual of the chain w.

Example 3.3.26. Let o be the composition (3,2,4) E 9 of the previous example.
Then the composition ¢ appearing in formula (3.16)) satisfies

set(a’) = [8] —set((4,2,3))
= [8] —{4,6}
=1{1,2,3,5,7,8}.
The zigzag diagram of a labelled chain (w,7y) with |w| = |a| and descent set

D(w,y) = set(@) is shown in the previous example. By reversing this diagram we
obtain the zigzag diagram of the labelled chain (w*,y)

where wi = wjo—;. We see that (w

*
9

7) has descent set

D(w*,y) ={1,2,3,5,7,8} = set(a').

3.4 The Hopf algebra of noncommutative symmetric functions

Our third and final Hopf algebra involves noncommutative symmetric functions,
defined by Gelfand et al. in [34]. As we will see, they are closely connected to both
quasisymmetric and symmetric functions. Throughout we use the notation used in
[[L1]], which evokes the relationship with symmetric functions.

Definition 3.4.1. The Hopf algebra of noncommutative symmetric functions, de-
noted by NSym, is
Qfey,ez,...)

generated by noncommuting indeterminates e, of degree n with the operations of
the next subsection.
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This definition is analogous to the earlier fundamental theorem of symmetric func-
tions, which showed that we can regard Sym as the algebra

Q[@l,ez,.. ]

generated by commuting indeterminates e, of degree n. The set of all noncommuta-
tive symmetric functions forms a graded Hopf algebra

NSym = EBNSym”

n=0
where NSym is spanned by the following functions e,.

Definition 3.4.2. Let n be a nonnegative integer. Then the n-th elementary noncom-
mutative symmetric function, denoted by e,, is the indeterminate e, where we set
eo = 1. The n-th complete homogeneous noncommutative symmetric function, de-
noted by h,,, is defined by hg = 1

— n—m
h, = Z (1) ey ey, - ey,
(Y1-,Y2,---,ym)?n
Let o = (ay,...,04) be a composition. The elementary noncommutative sym-

metric function e is defined by
eq = ea] ...eak

and the complete homogeneous noncommutative symmetric function hy is defined
by
hg =hg, -+ -hg, = Z (,1)\04—4(!3)%_

Bso

The noncommutative ribbon Schur function is defined by

ro = Z (,1)4’(06)—4(@11/3.

Bra
Example 343 We have h(2,1) = —e<2’1) +e(17171) and h(1,2) = —0(172> +e(1_’171) Whlle
ra21) =hu21) —ha ) —hgs) +hy).

The ey, are clearly independent, and the matrix expressing the h in terms of the
eg and the matrix expressing the rq, in terms of the hg are upper triangular with +1
on the diagonal. Therefore if we index the rows and columns of these matrices using
a linear extension of refinement we can deduce

NSym" = span{ey | & E n} = span{hy | & F n} = span{ry | & E n}.
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3.4.1 Products and coproducts

With each of the bases introduced the product of two such functions is not hard to
describe. For compositions o and 3 we have

s = €. (3.21)
hehg = hgp (322)

and
Iolg =Tgg +Taep- (3.23)

For example, h(; 412)hi 1) =haa12311) and ra1 G101 =Fa412310) +
F(14151,1)-

Meanwhile, the coproduct is easy to describe for the elementary and complete
homogeneous noncommutative symmetric functions

n n
Ae,) = Zei®en7i A(h,) = Zhi®hnﬂ'-
i=0 i=0

The counit is given by

lifa=0
£(ea) = { 0 otherwise (3.24)

while a formula for the antipode of the n-th complete homogeneous noncommuta-
tive symmetric function is given by

S(hy) = (—1)"e,. (3.25)

3.4.2 Duality

The work of [34]] combined with that of Gessel [35] and Malvenuto and Reutenauer
[62]] showed that NSym is the graded Hopf dual of QSym. In [34] a pairing was
introduced that pairs the elements of any basis of QSym with its dual basis in NSym
and satisfies

(Mg, hg) = 84p (3.26)

and
<Fa,l‘ﬁ> = 6aﬁ' (327)

By duality, the inclusion Sym — QSym induces a quotient map
X : NSym — Sym (3.28)

satisfying x (e, ) = e,,. The map y is often called the forgetful map and can be thought
of as allowing the natural indeterminates in the image to commute. Under the for-
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getful map we have for a composition ¢ that
x2(ho) = hg (3.29)

x(re) = re. (3.30)

3.5 Relationship between Sym, QSym, and NSym

We summarize the relationship between Sym, QSym, and NSym with the following
diagram.

(M hg)=3,p

TN

NSym QSym

3.6 Automorphisms

The notions of complement, reversal, and transpose of compositions correspond to
well-known involutive automorphisms of QSym, which can be defined in terms of
the fundamental basis as follows.

v QSym — QSym, Y(Fa) = Fae (3.31)
p : QSym — QSym, p(Fa) = For (3.32)
® : QSym — QSym, O(Fy) = Fy (3.33)

Note that these automorphisms commute, and that @ = p o ¥ = y o p. Moreover,
considering QSym as a Hopf algebra, the antipode S is also given by S(Fy) =
(=)@ (F). The automorphism p restricts to the identity on Sym, and both @
and y restrict to the well-known “conjugating” automorphism of Sym, which is
usually denoted by @ and satisfies @ (h,) = e,.

Remark 3.6.1. Ehrenborg in [27, p. 6] refers to the automorphism we here refer to
as p, there using the notation f — f*. The automorphism of QSym here referred
to as o is the same as that also referred to as @ in the papers of Malvenuto and
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Reutenauer [[62, p. 975] and [63| Section 3]. Ehrenborg [27, Section 5] also defines
an involution of QSym which he calls w, but Ehrenborg’s @ is what we call y. This
can be confusing since the papers [27] and [62] refer to each other regarding “®”
but do not mention this distinction. Stanley in [81, Exercise 7.94] also refers to the
involution vy, there referred to as @.

There are corresponding involutions of NSym, defined in terms of the noncom-
mutative ribbon Schur basis [34]. However, since NSym is noncommutative, we take
care to note that y is an automorphism whereas p and ® are anti-automorphisms.

Yy : NSym — NSym, Y(rg) =rge, V(rarg) = Y(re)w(rg)  (3.34)
p : NSym — NSym, p(ry) =rgr, p(rarg) =p(rg)p(ra) (3.35)
®: NSym — NSym,  o(rg) =rgy, oO(rorg) = 0(rg)o(ry)  (3.36)

Remark 3.6.2. The anti-automorphism of NSym here referred to as p is denoted
byf — f* in [34] p. 15]. It is also referred to as the “star involution” in [51} Sec-
tion 2.3]. The anti-automorphism of NSym here referred to as @ is the same as
that in [34, p. 18], where it is also referred to as w; [34, Corollary 3.16] is our
formula @ Moreover, [34} Proposition 3.9] shows that for NSym the antipode,
which they denote by @, is an anti-automorphism. The automorphism of NSym here
referred to as y is implicitly used at the beginning of [34} Section 4] to give an ab-
breviated description of some of the transition matrices between bases of NSym, for
example, y(hy) = eq.

For each of these involutions it is worth noting what are the images of bases of
interest. For example, on Sym we have @(hy) = e; and @(m,) = f3, where {f; }
is the basis of forgotten symmetric functions. On NSym, we have p(hg) = hqr,
o(hy) = ey [34, Equation (44)], and y(hy) = e. Similarly, on QSym, p(My) =
M. On QSym, the image of the monomial basis under @ does not have a standard
name, but would be the dual of the {e} basis of NSym.

In summary, under all these involutions, the fundamental basis of QSym is pre-
served (though permuted), in the sense that, say, {®(Fy)}q = {Fy }«, and likewise
the noncommutative ribbon Schur basis is preserved. We see that the monomial ba-
sis of QSym and the complete homogeneous noncommutative basis of NSym are
preserved under p, but not under the other involutions. For example,

p(ha1) = p(hohy) = p(hi)p(ha) =hthy =hpp
w(hy) = o(hohy) = w(h))o(hy) =eje; =ep =h; i —hp
h;) =ee; =ey =h;;; —hy.

3.7 Combinatorial Hopf algebras

The idea that certain Hopf algebras provide a natural setting for the study of combi-
natorial problems was formalized by Aguiar, Bergeron and Sottile [4]. They defined
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a combinatorial Hopf algebra (abbreviated to CH-algebra) to be a pair (5, {) con-
sisting of a connected, graded Hopf algebra

# =P A,

n=0

over a field K with finite-dimensional components .77, and a multiplicative func-
tional { : 5# — K. The functional { may be considered as a generalization of the
classical zeta function defined on the intervals of a poset, which can be used to count
chains in the poset.

A CH-morphism between CH-algebras (57, ) and (5#”,{') is a Hopf morphism
v — ' such that w(5%,) C 57, for all n, and the following diagram com-

mutes.
L4
H -
K
The algebra QSym plays a special role in the theory of CH-algebras. By allowing
the coefficients of quasisymmetric functions to be elements of the field K, we obtain

the Hopf algebra K ® QSym over K. A multiplicative functional 1 : K® QSym — K
is given by

lifoa=0or (n)
0 otherwise.

n(Mq) ={

Aguiar, Bergeron and Sottile adapted a result by Aguiar [1]] concerning infinitesimal
Hopf algebras to prove the following.

Theorem 3.7.1. /4] Let 1 : K ® QSym — K be the functional given in the previous
paragraph. Then for any CH-algebra (7, (), there exists a unique CH-morphism
vy — K®QSym, that is, a Hopf morphism v such that y(.7;,) C (K®QSym),
for all n, and the following diagram commutes.

L4
H » K®QSym

K

In the language of category theory, this theorem asserts that the CH-algebra (K ®
QSym, 7n7) is the terminal object in the category of CH-algebras over K and their
CH-morphisms.



Chapter 4

Composition tableaux and further combinatorial
concepts

Abstract In order to state results in the next chapter, we extend many definitions
from Chapter 2] to define composition diagrams, Young composition tableaux that
correspond to Young tableaux, and the Young composition poset. We additionally
define reverse composition diagrams, reverse composition tableaux that correspond
to reverse tableaux, and the reverse composition poset. Finally, useful bijections
between Young tableaux, Young composition tableaux, reverse tableaux and reverse
composition tableaux are described.

4.1 Young composition tableaux and the Young composition
poset

It is important to note that the combinatorial concepts introduced in Section 4.2 are
those used in [15, 40]]. However the analogous combinatorial concepts introduced
here are related to Young tableaux and hence will enable stronger parallels to be
drawn with classical results in the final chapter.

Definition 4.1.1. Given a composition ¢ = (01, ..., 0 (q)) F n, we say the Young
composition diagram of a, also denoted by «, is the left-justified array of n cells
with ¢ cells in the i-th row. We follow the Cartesian or French convention, which
means that we number the rows from bottom to top, and the columns from left to
right. The cell in the i-th row and j-th column is denoted by the pair (i, j).

49
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Example 4.1.2.

|

o=(2,1,4,3,1)

We now define a poset to enable us to define skew versions of Young composition
diagrams.

Definition 4.1.3. The Young composition poset £; is the poset consisting of all

compositions in which ot = (¢, .., 0) is covered by
L. (ey,...,0p,1), that is, the composition obtained by suffixing a part of size 1 to a.
2. (etg,y..., 0+ 1,...,0p), provided that o # oy for all i > k, that is, the composi-

tion obtained by adding 1 to a part of & as long as that part is the rightmost part
of that size.

As with Young’s lattice, we can note the column sequence of a saturated chain in
L.

Example 4.1.4. A saturated chain in %% is
(D) <e(1,1) <6 (1,2) <2 (2,2) <4 (2,3) <4 (2,3,1)
and
col( (1) <a(1,1) < (1,2) <2 (2,2) <¢(2,3) <+ (2,3,1)) = 1,2,2,3,1.

Let o, 8 be two Young composition diagrams such that 8 <, a.. Then we define
the skew Young composition shape o/, to be the array of cells

ofef ={(i,j) [ (i,j) € awand (i, j) & B}

Following the vocabulary regarding skew shapes, we refer to 3 as the inner shape
and to & as the outer shape. The size of o/, is |a//;B| = |&| — | B|. The skew shape
o/,0 is the same as the Young composition diagram . Consequently, we write
o,/:0 as o and say it is of straight shape.
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Example 4.1.5. In this example the inner shape is denoted by cells filled with a e.

a//éﬁ = (4a4a 17273)//6(2737 1)
Now we will define tableaux analogous to Young tableaux.

Definition 4.1.6. Given a skew Young composition shape o/;8, we define a semi-
standard Young composition tableau (abbreviated to SSYCT) T of shape sh(t) =
o,/;B to be a filling

o), —>7ZF

of the cells of ¢/, such that

1. the entries in each row are weakly increasing when read from left to right

2. the entries in the first column are strictly increasing when read from the row with
the smallest index to the largest index

3.set (i,j) =0 for all (i,j) € B. If i > j and (j,k+1) € oo/, and 7(i,k) <
T(j,k+1), then 7(i,k+1) < T(j,k+1).

A standard Young composition tableau (abbreviated to SYCT) is an SSYCT in

which the filling is a bijection 7 : o/, — [ |et/,8] ], that is, each of the num-

bers 1,2,...,|ot/-B| appears exactly once. Sometimes we will abuse notation and
use SSYCTs and SYCTs to denote the set of all such tableaux.

Intuitively we can think of the third condition as saying that if @ > b then a > ¢

in the following subarray of cells.
b]]

It is not hard to check that the entries within each column of either type of
tableaux are distinct.

Example 4.1.7. An SSYCT and SYCT, respectively, are shown below.

7] 7]9]
515 6
ele]2]2] 2[3]4]8]
«[2]3 1

o e 1‘
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Given an SSYCT 7, we define the content of T, denoted by cont(7), to be the list
of nonnegative integers

cont(T) = (c¢1,¢2,- -+, Crmax)

where ¢; is the number of times i appears in 7, and max is the largest integer ap-
pearing in 7. Furthermore, given variables x,x», ..., we define the monomial of T to
be

T _ .1 €2 .. yCmax
X=X Xmax -

Given an SYCT 7, its column reading word, denoted by w,(7), is obtained by
listing the entries from the leftmost column in decreasing order, followed by the
entries from the second leftmost column, again in decreasing order, and so on.

The descent set of an SYCT 7 of size n, denoted by Des(7), is the subset of
[n— 1] consisting of all entries i of T such that i + 1 appears in the same column or
a column to the left, that is,

Des(t) = {i| i+ 1 appears weakly left of i} C [n— 1]
and the corresponding descent composition of T is
comp(7) = comp(Des(7)).

Given a composition @ = (a, . . ., 04), the canonical SYCT Uy, is the unique SYCT
satisfying sh(Uy) = o and comp(Uy) = (@i, ..., 0%). In Uy the first row is filled
with 1,2,..., 04 and row i for 2 < i < ¢() is filled with

x+1,x4+2,...,x+ 0o
wherex =0 +---+ ;.

Example 4.1.8.

- 9]

Uiai2) =

3]4]8] 516

— N[N
—_ W | |0

Des(7) ={1,4,5,6,8}
comp(t) =(1,3,1,1,2,1)
Weot (T) = 7621953 4 8

There is a bijection between SYCTs and saturated chains, whose proof is analo-
gous to that of [[15 Proposition 2.11].

Proposition 4.1.9. A one-to-one correspondence between saturated chains in £
and SYCTs is given by
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n

<ol <cal << o T

where 7T is the SYCT of shape 06”//6060 such that the number i appears in the cell in
T that exists in o but not o'~

Example 4.1.10. In .Z; the saturated chain

0<@(1) <g-(1, 1) <g (172) <5(1,3) <¢ (2,3)
<:(2,3,1) <0 (2,3,1,1) <4 (2,4,1,1) <4 (2,4,1,2)

corresponds to the following SYCT

9]

348

— (NN

9]

while the saturated chain in .%;
(D <e(1,1) <e(1,2) <6(2,2) <2 (2,3) <¢(2,3,1)

corresponds to the following SYCT.

5]
1
°

4.2 Reverse composition tableaux and the reverse composition
poset

It is important to note that the combinatorial concepts used in this section are those
used in [15 40| and are related to reverse tableaux, rather than the more common
Young tableaux.

We introduce another way to associate compositions with diagrams that differs
from the association between compositions and ribbons in Section[2.3]

Definition 4.2.1. Given a composition & = (01, ..., 0q)) F n, we say the reverse
composition diagram of o, also denoted by «, is the left-justified array of n cells
with ¢ cells in the i-th row. We follow the Matrix or English convention, which
means that we number the rows from top to bottom, and the columns from left to
right. The cell in the i-th row and j-th column is denoted by the pair (i, j).
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Example 4.2.2.

|

o=(1,3,4,1,2)

Definition 4.2.3. The reverse composition poset £ is the poset consisting of all
compositions in which o = (a1, ..., 0) is covered by

l. (1,0,...,00), that is, the composition obtained by prefixing a part of size 1 to
a.

2. (ay,...,0+1,...,00), provided that o; # oy for all i < k, that is, the composi-
tion obtained by adding 1 to a part of ¢ as long as that part is the leftmost part of
that size.

As with Young’s lattice, we can note the column sequence of a saturated chain in
.

Example 4.2.4. A saturated chain in % is
(1) < (1,1) < (2,1) < (2,2) <#(3,2) <¢(1,3,2)
and
col( (1)< (1,1)<x(2,1)<x(2,2)<#(3,2) <¢(1,3,2) ) = 1,2,2,3,1.

Let a, B be two reverse composition diagrams such that f <z . Then we define
the skew reverse composition shape o//;3 to be the array of cells

a//c“[3 = {(17]) | (l»]) € aand (17]) gﬁ}

where 8 has been drawn in the bottom left corner. As with skew shapes, we refer
to B as the inner shape and to o as the outer shape. The size of oy is |t/ B
|ct| —|B]. Plus the skew shape /0 is simply the reverse composition diagram o.
Hence, we write ¢ instead of /0 and say it is of straight shape.
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Example 4.2.5. In this example the inner shape is denoted by cells filled with a e.

a//éﬁ = (3a2a 17474)//5(17372)

Definition 4.2.6. Given a skew reverse composition shape o/, we define a semi-
standard reverse composition tableau (abbreviated to SSRCT) T of shape sh(t) =
o/« to be a filling

traff—7Z"

of the cells of ¢/, such that

1. the entries in each row are weakly decreasing when read from left to right

2. the entries in the first column are strictly increasing when read from the row with
the smallest index to the largest index

3.set (i, j) = oo for all (i,j) € B. If i < j and (j,k+ 1) € /B and ©(i,k) >
T(j,k+1), then T(i,k+1) > ©(j,k+1).

A standard reverse composition tableau (abbreviated to SRCT) is an SSRCT in
which the filling is a bijection 7 : &/, — [ |et/:B| ], that is, each of the numbers
1,2,...,|a/:B| appears exactly once. Sometimes we will abuse notation and use
SSRCTs and SRCTs to denote the set of all such tableaux.

Intuitively we can think of the third condition as saying that if a < b then a < ¢

in the following subarray of cells.
b]]

It is not hard to check that the entries within each column of either type of
tableaux are distinct.

Example 4.2.7. An SSRCT and SRCT, respectively, are shown below.

3

6]2]

O |0 |~ |W

T[]~
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Given an SSRCT 7, we define the content of T, denoted by cont(?), to be the list
of nonnegative integers

cont(%) = (c1,¢2,- -, Crmax)

where ¢; is the number of times i appears in 7, and max is the largest integer appear-
ing in 7. Given variables x,x, ..., we define the monomial of T to be
C1.,C2 .

T _ Cmax
X —xl X2 *Xmax ¢

Given an SRCT 7%, its column reading word, denoted by w,,; (%), is obtained by
listing the entries from the leftmost column in increasing order, followed by the
entries from the second leftmost column, again in increasing order, and so on.

The descent set of an SRCT 1 of size n, denoted by Des(%), is the subset of
[n — 1] consisting of all entries i of 7 such that i + 1 appears in the same column or
a column to the right, that is,

Des(t) = {i| i+ 1 appears weakly right of i} C [n— 1]
and the corresponding descent composition of T is
comp(?) = comp(Des(7)).

Given a composition o = (@, ..., 0 ), the canonical SRCT Uy is the unique SRCT
satisfying sh(Ugy) = o and comp(Uy) = (a1, ..., 04). In Uy the first row is filled
with 1,2,..., 04 and row i for 2 < i < /() is filled with

x+1,x42,... . x+ o
wherex =0y +---+ ;.

Example 4.2.8.

% = 3 1 ‘ 0(2_’17472) = 2 1 ‘
4 3
8/7]6]2] 7]6]5]4]
915 918
Des(t) ={1,3,4,5,8}
Comp<%):(17271a13371)

Weo () = 3489 1576 2
Again there is a bijection between SRCTs and saturated chains in .Z%.

Proposition 4.2.9. [[I5] Proposition 2.11] A one-to-one correspondence between
saturated chains in £; and SRCTs is given by



4.3 Bijections between composition tableaux and other tableaux 57
0 1 2 M
O <O <O < <<gd" <= T

where 7T is the SRCT of shape Oc”//é‘ocO such that the number n —i+ 1 appears in the
cell in ¥ that exists in o but not o'~

Example 4.2.10. The saturated chain in %%

®<5(1)<5(151)<5 (271) <¢ (3a1)<5 (372)
< (1,3,2) <x(1,1,3,2) <¢(1,1,4,2) < (2,1,4,2)

corresponds to the following SRCT.

3

6]2]

3
4
8
9

7
i
Meanwhile the saturated chain in Zx

(1)< (1,1) < (2,1) <¢(2,2) <¢(3,2) <¢(1,3,2)

corresponds to the following SRCT.

o |n]—]
W | &
[\

4.3 Bijections between composition tableaux and other tableaux

Note that the map I : £ — £ defined by
I'la)=0ao"

is an isomorphism of graded posets. Let '(P) denote the set of all saturated chains
of finite length in the poset P. If P and Q are graded posets, then we say that a map
¢ : € (P) — €(Q) is rank-preserving if given a chain C € € (P) of length k, ¢(C)
also has length k and the corresponding elements of C and ¢(C) have the same rank.
Then I induces a rank-preserving bijection between € (.%;) and € (%), namely,

(@' <o <ooh) o (M(a)) g < (ab). 4.1)

Note that by Propositions @.1.9|and[4.2.9] I" induces a shape-reversing bijection
between SYCTs and SRCTs that, for an SYCT with 7 cells, replaces each entry i by
the entry n —i+ 1.
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There also exists a bijection between SSRTs and SSRCTs, which was introduced
in [64] along with certain properties, such as commuting with RSK [64} Proposition
3.3], and generalized in [15} Proposition 2.17]. It is the generalization that we now
recall, denoting it by p.

Let SSRCT (—//so) denote the set of all SSRCTs with inner shape o, and let
SSRT (— /&) denote the set of all SSRTs with inner shape &. Then

Po : SSRCT (—/50t) — SSRT (— /@) 4.2)

is defined as follows. Given an SSRCT %, obtain Py (7) by writing the entries in each
column in decreasing order and bottom justifying these new columns on the inner
shape « if it exists. Note that by definition, if given an SRCT % with sh(%) = a3,
then Des(%) = Des(pg(%)).

Example 4.3.1.

2[2]2]2]  m, |2]2
43 4]3]2
7]6]5[4]3] 7]5]4]2
JE 8l6]5/4]3]
The inverse map
Po' : SSRT(—/0) — SSRCT (—[xcx) 4.3)

is also straightforward to define.
Let T be an SSRT.

1. Take the set of i entries in the first column of 7 and write them in increasing
order in rows 1,2,...,i above the inner shape that has a cell in position (i + 1, 1)
but not (i, 1) to form the first column of 7.

2. Take the set of entries in column 2 in decreasing order and place them in the row
with the smallest index so that either

e the cell to the immediate left of the number being placed is filled and the row
entries weakly decrease when read from left to right

o the cell to the immediate left of the number being placed belongs to the inner
shape.

3. Repeat the previous step with the set of entries in column k for k = 3,..., 0.
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Example 4.3.2.
N 1 -
o ey 1]
4 4
50512 5/51|3
e | e |13 e |eo (|4
e | o |6 |4 o e |0 |87
e o |0 |8 7‘ oo |2

Analogously, there exists a bijection between SSYTs and SSYCTs that is new to
the literature. Now let SSYCT (—//;) denote the set of all SSYCTs with inner shape
a, and SSYT (— /o) denote the set of all SSYTs with inner shape &. Then

Po : SSYCT (—[,0t) — SSYT(— /@) (4.4)

is defined on an SSYCT 7 to be the SSYT p(7) obtained by writing the entries
in each column of 7 in increasing order and bottom justifying these new columns
on the inner shape « if it exists. Note that by definition, if given an SYCT 7 with

sh(t) = a//,3, then Des(7) = Des(pg(7)).

Example 4.3.3. - -
8 P, |8
5 10 51711
2 69 2 10
1]4]n 1[3]6]9]
Meanwhile, the inverse map
Po' SSYT(—/&) — SSYCT (—/,) (4.5)

is defined as follows.
Let T be an SSYT.

1. If the first column of the inner shape has i cells, then take the set of entries in
the first column of 7" and write them in increasing order in rows i+ 1,i42,... to
form the first column of 7.

2. Take the set of entries in column 2 in increasing order and place them in the row
with the largest index so that either

o the cell to the immediate left of the number being placed is filled and the row
entries weakly increase when read from left to right

o the cell to the immediate left of the number being placed belongs to the inner
shape.

3. Repeat the previous step with the set of entries in column k for k = 3,..., 0.
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Note that by construction the entries in the first column are strictly increasing
when read from the row with the smallest index to the largest index, and the entries
in each row weakly increase when read from left to right. Furthermore, if i > jand a
number has just been placed in (j,k+ 1) € o/, B, then if it exists either the number
in (i,k) is greater than that in (j,k+ 1) or it is less than or equal to or part of the
inner shape, and there must be a number already placed in (i,k+ 1) that is less than
the number that has just been placed or part of the inner shape. Thus our algorithm
constructs an SSYCT.

Example 4.3.4.
g iy e[0T
4 4
2 9 213
e e|1]10 oo | o o|7|8‘
o oo e 7|8‘ o | o ||

Let T denote the bijection in Proposition from saturated chains in % to
the set of all SYCTs, and 1" denote the bijection in Proposition from saturated
chains in Zx to the set of all SRCTs. The bijection I" : SYT's — SRT s, which replaces
each entry i in a tableau with n cells with n — i+ 1, induces an inner shape reversing
bijection I' : SYCT's — SRCT s. Specifically for SYCTs with inner shape 8 define
I = pﬁjl oI opg, where pg is the bijection pg : SSYCT(N—//éﬁ) — SSYT(—/B),
and Pg- is the bijection Pgr : SSRCT (—//sB") — SSRT (—/B).

Proposition 4.3.5. For all T € SYCT's we have the following.

1. If T has shape of,B, then I'(t) has shape o' |/-B".
2. comp(I'(t)) = comp(7)".

Moreover, F=YoloT !

Proof. The second point follows from the fact that pg- and pg preserve descent

compositions for their respective type of tableaux, and by Proposition , I re-
verses descent compositions.

The claim that I’ = T oI" o T~! follows from several facts. First, I" preserves the
column sequence of each chain, giving a correspondence between cells. The fact
that I' (o) = o reflects the indexing convention used for the composition shapes of
SYCT versus SRCT. Lastly, T assigns the entry i to the cell introduced in the i-th
cover relation, while T assigns the entry n — i+ 1 to the corresponding cell. Thus the
set of entries in the corresponding columns of T'(I"(T~"(7))) are precisely those of
I'(7). But the set of entries in each column completely characterizes each tableau.
Thus T (I'(T~'(1))) = I'().

Finally, the first point follows from the fact that I" is the reversal of compositions,
that is, that ¥ o " o T'~! maps an SYCT of shape o//,3 to an SRCT of shape o'/, 3".

O



Chapter 5
Quasisymmetric Schur functions

Abstract In this final chapter we introduce two additional bases for the Hopf algebra
of quasisymmetric functions. The first is the basis of quasisymmetric Schur func-
tions already in the literature, whose combinatorics is connected to reverse compo-
sition tableaux. The second is the new basis of Young quasisymmetric Schur func-
tions whose combinatorics is connected to Young composition tableaux. For each of
these bases we determine their expansion in terms of fundamental quasisymmetric
functions, monomial quasisymmetric functions and monomials, and see how they
refine Schur functions in a natural way. We then, for each basis, describe Pieri rules
and define skew analogues, consequently developing a Littlewood-Richardson rule
for these skew analogues and the coproduct. Finally via duality, we introduce two
new bases for the Hopf algebra of noncommutative symmetric functions, each of
which projects onto the basis of Schur functions under the forgetful map. Each of
these new bases exhibit Pieri and Littlewood-Richardson rules, which we describe.
As with their quasisymmetric counterparts, one basis involves reverse composition
tableaux, while the other involves Young composition tableaux.

5.1 Original quasisymmetric Schur functions

We now arrive at quasisymmetric Schur functions, which we will initially choose
to define in terms of fundamental quasisymmetric functions in analogy with Equa-

tion (3.18).

Definition 5.1.1. [40, Theorem 6.2] Let o be a composition. Then the quasisym-
metric Schur function %y, is defined by .#p = 1 and

Fa =Y dapFp
g

where the sum is over all compositions 8 F |o| and dval; = the number of SRCTs T
of shape o such that Des(%) = set(f3).

61
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Example 5.1.2. We have .73 5) = F(3.) + F2.1) + F{1 3,1 from the SRCTs

31211 4131 41312
514 512 511

and 5’?273) = Fo.3) + F{1,22) from the following SRCTs.

1 311
514|3 5142

Quasisymmetric Schur functions also have an expansion in the basis of monomial
quasisymmetric functions that is analogous to the expansion of Schur functions in
the basis of monomial symmetric functions discussed in Proposition [3.2.10]

Proposition 5.1.3. /40| Theorem 6.1] Let ot E n. Then

Fa =Y, KapMp
BEn

where Sy = 1 and kaﬁ is the number of SSRCTs T satisfying sh(?) = a and
cont(%) = B.

Example 5.1.4. We have ‘y?1=2) = M1 2+ M 1,1 from the following SSRCTs.

1 1
2]2] 32

As with Schur functions, quasisymmetric Schur functions can also be described
as a sum of monomials arising from tableaux, analogous to Definition [3.2.8]

Proposition 5.1.5. [40, Definition 5.1] Let a be a composition. Then Fo=1and
ya = ZX%
T

where the sum is over all SSRCTs T of shape «.

In [40, Proposition 5.5] it was shown that the set of all quasisymmetric Schur
functions forms a Z-basis for QSym and

QSym" = span{.% | ok n}.

Furthermore, it was shown
si=Y, Za (5.1)
a=A

which is identical to the relationship between the monomial symmetric functions
and monomial quasisymmetric functions given in Equation (3.17):
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my = Z My
a=>

leading to the natural naming of quasisymmetric Schur functions.

5.2 Young quasisymmetric Schur functions

The basis of Schur functions in Sym is preserved under the involutions y, ®,p in
Section [3.6] However, the basis of quasisymmetric Schur functions in QSym is not.
The image of this basis under @ is the basis of row-strict quasisymmetric Schur
functions investigated in [29} 65]. As we will see, applying the automorphism p :
QSym — QSym, given by

p(Fo) = For,

to the basis of quasisymmetric Schur functions will yield a new basis for QSym
whose combinatorics is based on Young composition tableaux, and will give rise
to theorems analogous to those theorems in symmetric function theory involving
Young tableaux. Properties of quasisymmetric Schur functions under y = pow =
® o p would involve row-strict Young composition tableaux.

Definition 5.2.1. Let @ be a composition. Then the Young quasisymmetric Schur
Sfunction Sy, is defined by
o =p(FLar)-

Expanding these new functions in terms of fundamental quasisymmetric func-
tions gives us another expression analogous to Equation (3.18).

Proposition 5.2.2. Let o be a composition. Then %y = 1 and
ja = Zd\aﬁFﬁ
B
where the sum is over all compositions B F |¢| and dAaﬁ = the number of SYCT's ©

of shape o such that Des(t) = set(f3).
Proof. Note from Definition[5.1.1] that

jar - ZJarﬁrFﬁr
B

where 5
dorgr =#{T € SRCT's | sh(%) = a’, Des(%) = set(8")}.

Thus, A 5 5
ya = p(yar) == ZdarﬁrFB.
B

However,
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A

dvarﬁr =#{1 € SYCTs | sh(t) = a, Des(t) =set(B)} = dup

since by Proposition the bijection I : SYCTs — SRCT s reverses both indexing
shape and descent set. a

Example 5.2.3. We have 152(3_’2) = F(3_’2) =+ F(272_’1) from the SYCTs

4]s 35
1[2]3] [1]2]4]

and :?9(273) = F(Z,S) +F(|.’2_’2) +F(|.’3_’1) from the fOHOWing SYCTs.

3l4]s] [2]3]s] [2]3]4]
2

An analogue of Proposition [3.2.10]also exists.

Proposition 5.2.4. Let o E n. Then

y?a == Z kaﬁMB
BEn

where .Yy = 1 and kaﬁ is the number of SSYCTs t satisfying sh(t) = a and
cont(t) = B.

Proof. Note that Proposition[5.2.2] can equivalently be written
5’%5 = ZFcomp(‘c)
T
where the sum is over all SYCTs 7 of shape a. Since Fg = Yg.,My, if f =
(Bi,-.-.B) and Y= (11,-.., %), then we know any leading term of M,

N.7" Y
xl xz ...xek

appearing in the sum has exponents satisfying the following.

ntnt A+ =h
W1+1 +’YZ|+2+"'+’Y@ :ﬁZ

’}/ék,lJr] +Yék,1+2+" ' +’}/[k = ﬁk

Given an SYCT 7 with sh(7) = a and comp(7) = B, form 7’ by applying the
map
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L....mt—1

m—1 m
Y v+ Y remform=2,... 4.
r=1

r=1

Then 7’ is an SSYCT since 7 is an SYCT, so under the map the entries in the rows of
7’ weakly increase when read from left to right, and increase along the first column.
Plus if there exists i > j so 7'(i,k) < 7/(j,k+1) but 7'(i,k+1) > v/(j,k+1) or
(i,k+1) is not a cell in 7/, then in T we must have had t(i,k) < 7(j,k+ 1) and
T(i,k+1) > 7(j,k+1) or (i,k+ 1) is not a cell in 7, which is a contradiction. Note
that this process is reversible. Thus the coefficient of My in the expansion of Sy 18
the number of SSYCTs 7 satisfying sh(7) = o and cont(7) = 7. O

Example 5.2.5. We have QS’?(LZ) =M 2)+M( 1, from the following SSYCTs.

2]2] 2[3]
1 1

In analogy with Definition we also have a decomposition in terms of mono-
mials, arising from Young composition tableaux.

Proposition 5.2.6. Let & be a composition. Then So=1and
ja = Z.XT
T
where the sum is over all SSYCTs T of shape o.

Proof. If B = (Bu,-..,Bx) is a composition, then

_ B B
Mg = Z xi]I ~~~xik"
i <---<ig

so it is sufficient to show that

1. given an SSYCT 7 with sh(7) = o and cont(7) = (f4,...,Bx) = B, that is, with

B ones, B, twos, ..., By ks, we can create an SSYCT 7’ with sh(7') = o and B
i1S, Ba i28, ..., Br ixs, where i} < --- < i; and

2. given an SSYCT 7’ with sh(7') = a and By i1s, Bs 28, - - -, PBr ixs, where i} < --- <
ir, we can create an SSYCT 7 with sh(t) = a and cont(7) = (Bi,...,B) = B,
that is, with B ones, B, twos, ..., By ks.

The result will then follow by Proposition [5.2.4] The first part follows by applying
the map j+ i; for j=1,...,k to every entry of 7, and the second part follows by
applying the map i; — j for j=1,...,k to every entry of 7’. Since both maps main-
tain the relative order of the entries, all conditions for an SSYCT are still satisfied
after each map is applied. ad
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Since p is an automorphism on QSym we have, as with quasisymmetric Schur
functions, that the set of all Young quasisymmetric Schur functions forms a Z-basis
for QSym and

QSym” = span{.%, | aF n}.

Plus, since p restricts to the identity on Sym we have

=Y T (5.2)
a=2

5.3 Pieri and Littlewood-Richardson rules in QSym using reverse
composition tableaux

Note that from Theorem|3.2.17| the Pieri rules for symmetric functions can be stated
as follows.

Proposition 5.3.1 (Pieri rules for Schur functions). Let A be a partition. Then
s(n)s A= ZS,J
u

where the sum is taken over all partitions | such that

1. 0 = u/A is a horizontal strip,
2. 16| =n.
Also,
5(1")5/1 = ZS”
u

where the sum is taken over all partitions W such that

1. € = u/A is a vertical strip,
2. le| =n.

In order for us to state analogous Pieri rules for quasisymmetric Schur func-
tions, we need three new operators: 0, h,5. In practice the decrementing 9, operator
subtracts 1 from the rightmost part of size s in a composition, or returns the empty
composition. Meanwhile the 6{ 51 <--<s;} Operator subtracts 1 from the rightmost part
of size sj,5;_1,... recursively. Similarly, the 6{ml<...<mj} operator subtracts 1 from
the rightmost part of size m,my, ... recursively.

Example 5.3.2. If oo = (1,2,3), then
Basy (@) =92(35((1,2,3))) =02((1,2,2)) = (1,2,1)

and
l\3{2,3}(05) :53(62((1v2’3))) :63((1a 173)) = (17]52)'
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For completeness we define these three operators formally. Let & = (o, ..., 0% )
be a composition whose largest part is m, and let s € [m]. If there exists 1 < i<k
such that s = ¢; and s # «; for all j > i, then define

v

0s(0) =(ar,...,0—1,(s—1),0i41,--., ),
otherwise define 9;() to be the empty composition. Let S = {s; < -+ < s;}. Then

define 5
bis() = B, (. (3, (B, (@)
Similarly let M = {m; < --- < m;}. Then define

We remove any zeros from () or By () to obtain a composition if needs be.

For any horizontal strip § we denote by S(8) the set of columns its skew diagram
occupies, and for any vertical strip € we denote by M () the multiset of columns its
skew diagram occupies, where multiplicities for a column are given by the number
of cells in that column, and column indices are listed in weakly increasing order. We
are now ready to state our analogous Pieri rule.

Theorem 5.3.3 (Pieri rules for quasisymmetric Schur functions). /40, Theorem
6.3] Let o be a composition. Then

Ty Ta=Y,7p
B

where the sum is taken over all compositions 3 such that

1.6 = E /O is a horizontal strip,

28] =n,
3. bs@)(B) =a.
Also,

FimFa =§«5”ﬁ

where the sum is taken over all compositions 3 such that

1. € = B/ is a vertical strip,
2. |lel=n,
3 buie)(B) = @

For a more visual interpretation of Theorem [5.3.3| we use reverse composition
diagrams in place of compositions in the next example. Then 9 is the operation that
removes the rightmost cell from the lowest row of length s.
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Example 5.3.4. If we place e in the cell to be removed, then

01((1,1,3)) =__| =(1,3).
[ ]
If we wish to compute 5’?1)5%( 1,3)» then we consider the four skew diagrams

(4,1)/(3,1), (3,2)/(3,1), (3,1,1)/(3,1), (3,1,1)/(3,1) (again)

with horizontal strips containing one cell in column 4,2, 1, 1 respectively. Then

hiap((1,4)) = h2((2,3)) =

[ ][]

] | ]

6{1}((1735 1)) =

and hence

nZ s =a+Zan TS TS
Classically, the Pieri rule gives rise to Young’s lattice on partitions in the follow-
ing way. Let A, 1t be partitions, then A covers u in Young’s lattice if the coefficient
of 53 in s(;)sy is 1. Therefore, Theorem analogously gives rise to a poset on
compositions.

Definition 5.3.5. Let a, 3 be compositions. Then 3 covers o in the poset P if the
coefficient of . in .7}y is 1.

An analogue of the Littlewood-Richardson rule as stated in Theorem [3.2.13]also
exists, but for this we need to define skew quasisymmetric Schur functions.

Definition 5.3.6. [15| Proposition 3.1] Let D = y//.3 be a skew reverse composition
shape. Then the skew quasisymmetric Schur function Sp is

Ip = ZJD5F5 = fo
o T

where the first sum is over all compositions & F |y/:B| and dps = the number of
SRCTs 7 of shape 7/ such that Des(%) = set(8). The second sum is over all
SSRCTs 7 of shape /.
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Example 5.3.7. We have 5}(1-,273)//5(2) = F(12,1) + F(1,12) from the following SRCTs.

T[]
o |&]-]

3

4]

The analogue of Theorem [3.2.13|can now be stated.

Theorem 5.3.8 (Littlewood-Richardson rule for quasisymmetric Schur func-
tions). [[I3] Theorem 3.5] Let ¥, B be compositions. Then

y B <y o
y?’//aﬁ - anﬁyo‘

where the sum is over all compositions , and C’Z‘ﬁ counts the number of SRCTs ©
of shape 7y//B such that using Schensted insertion for reverse tableaux

v

ﬁal (P(Wcol(f))) =Uq.
Corollary 5.3.9. [lI5| Theorem 3.5] Let 'y be a composition. Then

where the sum is over all compositions o, and Cv'gc p counts the number of SRCTs
T of shape )| such that using Schensted insertion for reverse tableaux

v

By (P(weor (£))) = Uy

v

Example 5.3.10. If we wish to compute .#(5 4)/.(1) we first compute all SRCTs of
shape (2,4)/(1):

2] 3]0 3]1 411 4
slala)e]s]a]t]e]s5]4]2]e]5]3]2]]5]3]1]

with respective column reading words
21543 32541 31542 41532 42531

whose P-tableaux using Schensted insertion for reverse tableaux under g, ! respec-
tively gives

1 31211 |31 4132 4131
51413 514 50412 511 512

v v

and hence 5’5(2_,4)//(*(1) =023 +62):
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Note that a Littlewood-Richardson rule analogous to Theorem 3.2.16| would read
quite differently since expanding the product of two generic quasisymmetric Schur
functions in terms of quasisymmetric Schur functions often results in negative struc-
ture constants, for example,

v v

e en = 5’?4,2) +c¢(4,1,1) +2<7Z(3,271) Jr<5’z(3.1,2) Jr25ﬁ(2,3,1)
=+ 5%(1,3,2) +5z(3,1,1,1) Jryf(z,z,z) Jr<7X(2.2,1,1) +=5ﬁ(2,1,2,1)

v v v v

— L4 — L3 — 30— L02.2,1)

5.4 Pieri and Littlewood-Richardson rules in QSym using Young
composition tableaux

There exist Pieri rules for Young quasisymmetric Schur functions that can be stated
analogously to the Pieri rules for Schur functions as given in Proposition[5.3.1] We
need three new operators: 9, b, 6. Informally, the decrementing 3, operator subtracts
1 from the leftmost part of size s in a composition, or returns the empty composi-
tion. Meanwhile the 6{s1<~-~<sj} operator subtracts 1 from the leftmost part of size
$jsSj-1,... recursively. Similarly, the 6, <..<n;) Operator subtracts 1 from the left-
most part of size my,mo, ... recursively.

Example 5.4.1. If oo = (1,2,3), then

6{2,3}(‘1) = 62(63((17273))) = 62((17272)) = (lﬂ 132)

and
6{273}(06) = 63(62((1’273))) = 63((17 1,3)) = (1,1,2).

For completeness we define these three operators formally. Let & = (o, ..., 0% )
be a composition whose largest part is m, and let s € [m]. If there exists 1 < i<k
such that s = ¢; and s # «; for all j < i, then define

~

OS(OC) = ((X],...,(Xifl,(s—1),(X,'+1,...,(Xk),

otherwise define d;() to be the empty composition. Let S = {s; < -+ < s5;}. Then
define

bs(a) =0y, (- (85, (B, (@0))) .).
< --- < mj}. Then define

841(0) = B, (- (Bony (B, (1)) -

Similarly let M = {m,

We remove any zeros from fs(a) or () to obtain a composition if needs be.
For any horizontal strip § we denote by S(8) the set of columns its skew diagram
occupies, and for any vertical strip € we denote by M(€) the multiset of columns its
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skew diagram occupies, where multiplicities for a column are given by the number
of cells in that column, and column indices are listed in weakly increasing order. We
are now ready to state our analogous Pieri rules.

Theorem 5.4.2 (Pieri rules for Young quasisymmetric Schur functions). Let o
be a composition. Then
Sy Tu =L 7
B
where the sum is taken over all compositions 3 such that

1. 6= E /@ is a horizontal strip,

218]=n,
3. bs@)(B) =a.
Also,

FinTa =37
B
where the sum is taken over all compositions 3 such that

1. e= E/& is a vertical strip,
2. |le|=n,
3 bugey (B) = o

Proof. This follows immediately from Theorem [5.3.3] since the automorphism p :
QSym — QSym where p(For) = .7 reverses the indexing compositions. a

We use Young composition diagrams in place of compositions in the next exam-
ple to illustrate Theorem Then J; is the operation that removes the rightmost
cell from the row of length s with smallest index.

Example 5.4.3. If we place e in the cell to be removed, then

31((3,1,1)) =|_| =(3,1).
[ ]
If we wish to compute <Y?(1 )<7?<371 )» then we consider the four skew diagrams

(4,1)/(3,1), (3,2)/(3,1), 3,1,1)/(3,1), (3,1,1)/(3,1) (again)

with horizontal strips containing one cell in column 4,2, 1, 1 respectively. Then

6{4}((4a1)) = 6{2}((372)) =

[ -]
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by ((3.1,1) =

[ ] .

] | ]

by ((13,1)) =

and hence

~

<7(1)<5’?(3,1) = <7?(4,1) +<7?(3,2) +<7?(1,3,1) +5’?(3,1,1)-

Note this is Example [5.3.4] with the indexing compositions reversed as described in
the proof of Theorem

As discussed in the previous section, Young’s lattice can be seen to arise from
the Pieri rules for symmetric functions: Let A,y be partitions, then A covers u
in Young’s lattice if the coefficient of s; in s(1ysy is 1. Therefore, Theorem @
analogously gives rise to a poset on compositions.

Definition 5.4.4. Let o, 3 be compositions. Then 3 covers o in the poset P; if the
coefficient of /3 in 7(1)-Lq is 1.

We now define Young skew quasisymmetric Schur functions to be
T8 =P(Syypr) (5.3)

in order to describe an analogue of the Littlewood-Richardson rule given in Theo-
rem [3.2.13| but first we give a combinatorial description of them.

Proposition 5.4.5. Let D = y//, be a skew Young composition shape. Then the skew
Young quasisymmetric Schur function Fp is

jp = ZJDgFg = ZXT
K T

where the first sum is over all compositions 8 E |y/:B| and chg = the number of
SYCTs t of shape y|:B such that Des(t) = set(8). The second sum is over all
SSYCTs t of shape y//;B.

Proof. From Equation (5.3 and Definition[5.3.6]

Ty =P( Ty ) =P (;dyf//g.ﬁrastf> = ;dy’//gﬁféfFa
where

Jyr/Eﬁrgr =#{t € SRCTs | sh(t) =Y ):B", Des(%) = set(58")}.
However,

dvyr//rvﬁrar = #{T e SYCTs ‘ Sh(T) = Y//éﬁv DGS(‘L') = set(5)} = a?y//éﬁg
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since by Proposition the bijection I : SYCT's — SRCT s reverses both indexing
shape and descent set. For the second equation the proofs of Propositions[5.2.4 and
[5.2.6|can be used with skew composition shapes in place of straight shapes. ad

Example 5.4.6. By Equation (5.3) and Example we have

«7?(3,2,1)//5,(2) = P(«7Z(1,2,3)//5<2)) =p(Fuan+Fi12)=Fi2n+Fou

or we can compute it directly from the following SYCTs.

3
o |1

3
o|2

4]
1
°

T[]

The interested reader may wish to compare the computation of CA'; B below with
: old
the computation of C B

Theorem 5.4.7 (Littlewood-Richardson rule for Young quasisymmetric Schur
functions). Let ¥, o0 be compositions. Then

” _ Y o
‘5/)’//50‘ - anﬁyﬁ

where the sum is over all compositions 3, and CA‘Z( p counts the number of SYCTs T

of shape y//,c such that using Schensted insertion

Py ' (P(weor (7)) = Up.

Proof. By Equation (3.3)) and Theorem [5.3.8| we have
~ o v o v’yr v o V,},I‘ A
y?’//@o‘ - p(yY’//z:a’) =p (%C ’aryﬁ’> - %C rarB-

However, CV‘};.(X, is the number of SRCTs of shape /.0 whose P-tableau us-

ing Schensted insertion for reverse tableaux under g, ! yields Uﬁr. Due to rever-
sal of indices by I', I'~! (%) of such an SRCT % will be an SYCT of shape 7/
whose P-tableau using Schensted insertion for Young tableaux under p, ! yields
Uﬁ = 15‘7] ([jﬁ:) That is,

fold

ﬁrar = CNY

af”

Corollary 5.4.8. Let y be a composition. Then

A%=ZCZ¢«%®%
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where the sum is over all compositions o, 3 and C’Z‘ﬁ counts the number of SYCTs
T of shape 7y)|.0 such that using Schensted insertion

p(/;l(P(Wc'()l(T))) = Uﬁ

Example 5.4.9. If we wish to compute 5’?(27371) /(1) we first compute all SYCTs of
shape 7(2,3,1),(1)"

314
1

5] 4] H 4]
1{2(3 213|5 1 1
o (4 o ] ° °

T[]

3 3

with respective column reading words
52314 51423 42315 51324 41325

whose P-tableau using Schensted insertion for Young tableaux under p, ! respec-
tively gives

4]
3
1

2[3] 2] [1]2]5]

5] 5
2[3]4] |4
1 1

4] [s]
2[3]s5] |3
1 1

and hence <5’?(2A3,1)//é(1) = 52(1,3,1) + <7?(3,1,1)~

A Littlewood-Richardson rule analogous to Theorem [3.2.16 would be different
in flavour, since expanding the product of two generic quasisymmetric Schur func-
tions in terms of quasisymmetric Schur functions often results in negative structure
constants, as can be seen by applying p to the last equation in the previous section.

5.5 Pieri and Littlewood-Richardson rules in NSym using reverse
composition tableaux

Using the pairing of dual bases given is Subsection[3.4.2] namely,

<F o) rﬁ) = 606!3
we can define noncommutative Schur functions.

Definition 5.5.1. Let @ be a composition. Then the noncommutative Schur function
$q is defined by
(7B,8a) = Opa

for every composition 3.
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The basis of quasisymmetric Schur functions {fa} an>0 of QSym is dual to the
basis of noncommutative Schur functions {$¢ }grn>0 of NSym by construction, and
moreover, [15, Equation (2.12)]

X(Ba) =g (5.4)

and [15} Equation (3.6)]
(Fyp-8a) = (Fy868p) = Clp (5.5)
From this latter equation we immediately get the following theorem and corollaries.

Theorem 5.5.2 (Littlewood-Richardson rule for noncommutative Schur func-
tions). [[15| Theorem 3.5] Let o, 3 be compositions. Then

SaSp = Z%éy

where the sum is over all compositions 7y, and CV'ZC p counts the number of SRCTs T

of shape y/|:B such that using reverse Schensted insertion

By (P(weor (£))) = Uy

Corollary 5.5.3. [[I5| Corollary 3.7] Let o and B be compositions with A = o and
W =B, and let v be a partition. Then ¥ (8¢385) = sy sy, and

=Y. Cop- (5.6)
Y=V

Corollary 5.5.4 (Pieri rules for noncommutative Schur functions). /15 Corol-
lary 3.8] Let B be a composition. Then

S8 = L8
Y
where Y runs over all compositions satisfying

B=r<v' <y =7

and
col(Y < v+ < 7"

is strictly increasing.
Let B be a composition. Then

v

Sam3p =) 3y
Y

where 'y runs over all compositions satisfying
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1
B=r<v' <y =y
and
col(y’ <z 7'+ <z 7")

is weakly decreasing.

Pictorially, in the first case we can think of 7y as being obtained from f by adding
n cells from left to right using the cover relations of %%, with no two cells in the
same column. In the second case we can think of ¥ as being obtained from f by
adding n cells from right to left using the cover relations of %%, with no two cells in
the same row.

Example 5.5.5. For the Littlewood-Richardson rule we compute

o|e|3]2] o|e]2 1 32

o |1 e | 3|1 oo D .
° o (]

1 1] 1 1

ele[3]2] [e]°]2 32 3]

L e |3 o0 oo|2‘
. .

$1.2)82.1) =812 +833) +823.1) +8222) H801.4.1) 80132 801221 H81.13.1)

while the Pieri rule is a simpler computation.

] ] ofefe olele] | ]

olefe| [o]e]e] [o]e]e] | [o]e ol

$2)832) =823.2) T50133) t8(1.42) +8143) +55.2)

5.6 Pieri and Littlewood-Richardson rules in NSym using Young
composition tableaux

We can define Young noncommutative Schur functions using the pairing of dual
bases from Subsection [3.4.2] that is,

(Fo,rg) = Ogp-
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Definition 5.6.1. Let o be a composition. Then the Young noncommutative Schur
function § is defined by
(7B+8a) = 8pa

for every composition 3.

The basis of Young quasisymmetric Schur functions {ja}a.:@() of QSym is
dual to the basis of Young noncommutative Schur functions {8¢ } gr>0 of NSym by
construction. Additionally, we have

§a == p(ga") (5.7)
and thus by Equation (5.4) and Equation (3.29)
X(8a) =55 (5.8)

and X )
(Pypas8p) = (Fy3a8p) = Clp. (5.9)

This leads to the following theorem and corollaries.

Theorem 5.6.2 (Littlewood-Richardson rule for Young noncommutative Schur
functions). Let o, B be compositions. Then

SaSp = Zégﬁgy

where the sum is over all compositions 7, and CA’B; p counts the number of SYCTs T of
shape )0 such that using Schensted insertion

Py | (P(wear(7))) = Up.

Proof. We have
Sa8p = p(3prSer) = (Z Chrardy ) = Y.Copdr
Y

by Theorem [5.5.2] and the proof of Theorem[5.4.7] O

Corollary 5.6.3. Let o and B be compositions with A = & and |t = B, and let v be
a partition. Then X (8¢8g) = sy 5, and

= Z (elf (5.10)

Corollary 5.6.4 (Pieri rules for Young noncommutative Schur functions). Let o
be a composition. Then
Sa8(s ZSY
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where 7y runs over all compositions satisfying

a=Y <y <y =v
and
col(Y <oyt <o)

is strictly increasing.
Let a0 be a composition. Then

where 'y runs over all compositions satisfying

a=y <y <y =y
and
col(PP <ev' - <7

is weakly decreasing.

Pictorially, in the first case we can think of ¥ as being obtained from o by adding
n cells from left to right using the cover relations of %, with no two cells in the
same column. In the second case we can think of y as being obtained from o by
adding n cells from right to left using the cover relations of %%, with no two cells in
the same row.

Example 5.6.5. For the Littlewood-Richardson rule we compute

oo |0 1|2‘ e e |0 | ) 1|3 13
e |e |3 e|e |1 (3 ooo|2‘ o o |0
[ 3 oo |2

3 3] 3]
ooo|1|2‘ oo |0 | D 0002‘ 112
oo e |e |13 o | o | ] ° .
o | e
H 3]
1] 1]
LI ) ooo|2‘
o |eo D o e




5.6 Pieri and Littlewood-Richardson rules in NSym using Young composition tableaux

$23)82,1) =835 t84.4) 80242 t5332)
+82,5.1) +2834,1) T50232,1)
+833,1,1) T804,

while the Pieri rule is a simpler computation.

79

olele]| [e]e]e] [ofe]e] | [e]e o|e

8(23)802) =8(232) +8(33,1) T824,1) T83.4) T8025)
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algebra, [[9]

antipode, 22] 31] B3] 3]

bialgebra,
bumps, [T6] [T7]

CH-algebra, 48|
chain, 3]
length, [3]
saturated, [3]
coalgebra,
cocommutative, [21}
coideal, 2]
column sequence, [13] [50] [74]
composition, [7]
complement, 3]
concatenation,

empty,[7]
near concatenation,
parts, [7]

reversal,
transpose, 3]
composition diagram
reverse, [53]
Young, 49|
connected
bialgebra, 22]
skew shape, [I0]
convolution product, 23]
coproduct, 20]

counit, @ @

degree
finite, 24]
homogeneous, 24]
monomial, 24]

descent composition, [12] [T3] B2} [56]

descent set

chain, 37

permutation, 23]

reverse, [T4]

reverse composition, [56]

Young,[T2]

Young composition, [52]
forgetful map, @3]

graded,[22]
graded Hopf dual, 24]

Hall inner product, [31]
homogeneous

degree,
Hopf algebra, 22]
Hopf ideal, 22]

insertion path, [T6]

Kostka numbers, 27]
Kronecker delta, 24]

length
composition or partition, [7]

Littlewood-Richardson
coefficient, 28] 29]
rule, 28] 29]

monomial,[12} [T4] 521 56|
morphism

algebra, [20]

CH,

coalgebra, 21]

Hopf,

new cell, [T6] [T7]
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noncommutative symmetric function, @3]
complete homogeneous, [44]
elementary, 4]

ribbon Schur, [44]

Schur, [74]

Young Schur, [77]

order

coarsening and reﬁnement,@
partial, 3]
total,

paItitiOIl,
(Py)-

P-4

contained, [9]

empty, [7]

parts, [7]

transpose, [I0]

underlying, [7]

permutation, 23]

Pieri rules,

poset, 5]

P,

P12

closed interval,

comparable elements, [3]

cover, ]

disjoint union, [§]

dual,

graded, [f]

labelled, 33

labelling, [33]

linear extension, [6]

open interval, 3]

rank,

reverse composition, @

Young composition, [50]

product, [T9]

quasisymmetric function, 31} [32]

fundamental, 32]

monomial, [32]

quasisymmetric Schur as fundamental, [61]

quasisymmetric Schur in monomials, [62]

quasisymmetric Schur, as monomial,

skew Schur, [68]

skew Young Schur,[72]

Young quasisymmetric Schur as fundamen-
tal,

Young quasisymmetric Schur as quasisym-
metric Schur, [63]

Young quasisymmetric Schur in monomials,

Index

Young quasisymmetric Schur, as monomial,
64]

rank-preserving map,lSjI
ribbon, [T0]

Schensted insertion, [T6]
reverse,[T7]
Schur function,
as fundamental quasisymmetric functions,
33]
as monomial symmetric functions,
ribbon, 28]
skew,
shape
inner,
outer,
size,[9]
skew,[9]
skew reverse composition, [54]
skew Young composition,
straight, [0} 50} 4]
shuffle, 34]
strip
horizontal,
vertical,
Sweedler notation, 21]
symmetric function, 24] 23]
complete homogeneous, 26]
elementary, [26]
forgotten, 7]
fundamental theorem, 26]
monomial, 23]

symmetric group, [23]

tableau

P,[I7]

canonical, reverse, |1;5|

canonical, reverse composition,@

canonical, Young,[12]

canonical, Young composition,

column reading word, reverse,@

column reading word, reverse composition,

column reading word, Young,

column reading word, Young composition,
52]

content,[12} [T4} 52} [56]

semistandard reverse, [T4]

semistandard reverse composition, [53]

semistandard Young, [T1]

semistandard Young composition, [51]

shape, @ E

shape reverse composition, 53]



Index

shape Young composition, [51]
standard reverse, [[4]

standard reverse composition, [53]
standard Young, [T]]

standard Young composition, [51]

unit, [T9]

weight
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composition or partition, [7]
weight enumerator,

Young diagram,
transpose,
Young’s lattice, [T2] [68]

zigzag diagram, [36]
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