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1. Label the following statements as TRUE or FALSE? You do not need to justify your answer.

1. A product of two elements in a field can only be equal to zero, if at least one of the factors is zero.

   True

2. Suppose the characteristic polynomial of \( f : V \to V \) is irreducible. Then 0, \( V \) are the only \( f \)-invariant subspaces of \( V \).

   True. If \( W \subset V \) is \( f \)-invariant, then we can look at the matrix of \( f: W \to W \), the char. poly. of that block is a factor of the char. poly. of \( f \).

   \[
   \begin{pmatrix}
   A & \ast \\
   0 & B
   \end{pmatrix}
   \]

3. Let \( W \subset V \) be a subspace and let \( V' \) be a vector space. Then any linear map \( W \to V' \) can be extended to a linear map \( V \to V' \).

   True

4. Let \( f : V \to V \) be a linear map and let \( V \) be finite dimensional. Let \( A \) be the matrix of \( f \) with respect to some basis. Then the sum of the diagonal entries of that matrix does not depend on the choice of the basis.

   True

5. Let \( V \) be an inner product space. Then any normal map \( V \to V \) is symmetric.

   False. (The other way around).
6. Let $f : V \to W, g : W \to V$ be two linear maps. If $f \circ g = id_W$, then $g \circ f = id_V$.

$$
\begin{pmatrix}
1 & 1 \\
0 & 0 \\
\end{pmatrix} \neq \begin{pmatrix} 1 \\
0 \\
\end{pmatrix} \quad \text{but} \quad \begin{pmatrix} 0 \\
0 \\
\end{pmatrix} \neq \begin{pmatrix}
1 & 1 \\
0 & 0 \\
\end{pmatrix}
$$

7. $1 + 1 \neq 0$ in any field.

\text{False}

8. The map $f : \mathbb{R} \to \mathbb{R}$ given by $f(x) = x + 1$ is linear.

\text{False}

9. If the Jordan normal form of a complex square matrix $A$ contains a block of size $\geq 2$, then $A$ cannot be diagonalizable.

\text{True} \quad \text{(Uniqueness of JNF)}

10. If $s : \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ is bilinear, then

$$
\mathbb{R}^2 \to \mathbb{R}, \quad \begin{pmatrix} a \\
b \\
\end{pmatrix} \mapsto s(a,b)
$$

is linear.

\text{False}
11. A basis is a linearly independent generating system.

True

12. Two matrices with the same characteristic polynomial must have the same determinant.

True

13. Let $V$ be a finite-dimensional vector space. A linear map $f : V \to V$ is invertible, if and only if its determinant is nonzero.

True

14. If $f : V \to W$ is linear, then $\dim(V) = \dim(N(f)) + \dim(R(f))$.

True

15. If $A^2 = 0$, then $A = 0$ (for a square matrix $A$).

False

16. Two matrices with the same characteristic polynomial are conjugate.

False (JNF)
17. The sum of two orthogonal maps is orthogonal

False

18. The product of two symmetric matrices is symmetric.

False
2. Let $f$ be the following map

$$f : \mathbb{R}^3 \to \mathbb{R}^2, \quad \begin{pmatrix} a \\ b \\ c \end{pmatrix} \mapsto \begin{pmatrix} a - c \\ b - 2c \end{pmatrix}$$

Find the matrix of $f$ with respect to the bases \( \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \begin{pmatrix} 1 \\ 1 \end{pmatrix} \) of $\mathbb{R}^3$ and \( \begin{pmatrix} 2 \\ 1 \end{pmatrix}, \begin{pmatrix} 1 \\ 1 \end{pmatrix} \) of $\mathbb{R}^2$.

\[
\begin{align*}
    f\left(\begin{pmatrix} 0 \\ 0 \end{pmatrix}\right) &= \begin{pmatrix} 1 \\ 0 \end{pmatrix} = 1 \cdot \begin{pmatrix} 1 \\ 0 \end{pmatrix} + (-1) \cdot \begin{pmatrix} 2 \\ 1 \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \\
    f\left(\begin{pmatrix} 1 \\ 0 \end{pmatrix}\right) &= \begin{pmatrix} 1 \\ 1 \end{pmatrix} = 0 \cdot \begin{pmatrix} 1 \\ 0 \end{pmatrix} + 1 \cdot \begin{pmatrix} 2 \\ 1 \end{pmatrix} = \begin{pmatrix} -1 \\ 1 \end{pmatrix} \\
    f\left(\begin{pmatrix} 1 \\ 1 \end{pmatrix}\right) &= \begin{pmatrix} 0 \\ -1 \end{pmatrix} = (+1) \cdot \begin{pmatrix} 1 \\ 0 \end{pmatrix} + (-2) \cdot \begin{pmatrix} 2 \\ 1 \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \end{pmatrix}
\end{align*}
\]
3. Find the inverse of the following matrix:

\[
\begin{pmatrix}
1 & 2 & 5 \\
2 & 1 & 4 \\
0 & 3 & 7
\end{pmatrix}
\begin{pmatrix}
1 & 2 & 5 & 1 & 0 & 0 \\
0 & 3 & 7 & 0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
1 & 2 & 5 & 1 & 0 & 0 \\
0 & 3 & 7 & 0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
1 & 2 & 0 & 11 & -5 & -5 \\
0 & 1 & 0 & 14/3 & -7/3 & 2 \\
0 & 0 & 1 & -2 & 1 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 & 11 & -28/3 & -5 + 14/3 & -1 \\
0 & 1 & 0 & 14/3 & -7/3 & 2 \\
0 & 0 & 1 & -2 & 1 & 1
\end{pmatrix}
\]

So the inverse is:

\[
\begin{pmatrix}
5/3 & -1/3 & -1 \\
14/3 & -7/3 & 2 \\
-2 & 1 & 1
\end{pmatrix}
\]
4. Compute the determinant of the following matrix:

\[ A = \begin{pmatrix}
1 & 2 & 5 & 47 & 121 & 3 \\
2 & 1 & 4 & 1 & 1 & 1 \\
0 & 0 & 3 & 7 & 0 & 0 \\
0 & 0 & 2 & -4 & 0 & 0 \\
0 & 0 & 1 & 1 & 2 & 3 \\
0 & 0 & 1 & 2 & 1 & 2
\end{pmatrix} \]

Use block decompositions:

\[ \det(A) = \det\begin{pmatrix}1 & 2 \\ 2 & 1 \end{pmatrix} \cdot \det\begin{pmatrix}3 & 7 \\ 0 & 0 \end{pmatrix} \cdot \det\begin{pmatrix}1 & 2 \\ 2 & 3 \end{pmatrix} \]

\[ = (1-4) \cdot (9 - 14) \cdot (4 - 3) \cdot (-3) \cdot (-2) \cdot 1 = 6 \]
Let $V$ be the three dimensional vector space of all symmetric, bilinear maps $\mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}$. Let $A$ be the matrix \[
abla \begin{pmatrix} 1 \\ 2 \\ 3 \\ 4 \end{pmatrix} \].

Let $T : V \to V$ be the linear map which sends a symmetric bilinear map $(v, w) \mapsto s(v, w)$ to $(v, w) \mapsto s(Av, Aw)$. Find the trace of $T$. (Hint: Choose a basis for $V$ and compute the matrix of $V$ with respect to that basis and read off the trace).

Given any $s$, we can write $s$ as a linear combo of that basis. The coeffs are just what you get if you plug in those vectors, ie.

\[
\begin{align*}
s &= s \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix} \cdot s_1 + s \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} \cdot s_2 + s \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix} \cdot s_3
\end{align*}
\]

Let us compute $T(s_1)$:

\[
\begin{align*}
T(s_1) &= s_1 \begin{pmatrix} 1 \\ 3 \\ 3 \end{pmatrix} \cdot s_1 + s_1 \begin{pmatrix} 2 \\ 4 \\ 4 \end{pmatrix} \cdot s_2 + s_1 \begin{pmatrix} 2 \\ 4 \\ 4 \end{pmatrix} \cdot s_3 \\
&= 1 + 2 \cdot 6 + 4 \cdot 10 \\
&= 48
\end{align*}
\]

\[
\begin{align*}
T(s_2) &= s_2 \begin{pmatrix} 2 \\ 4 \\ 4 \end{pmatrix} \cdot s_1 + s_2 \begin{pmatrix} 2 \\ 4 \\ 4 \end{pmatrix} \cdot s_2 + s_2 \begin{pmatrix} 2 \\ 4 \\ 4 \end{pmatrix} \cdot s_3 \\
&= 2 + 4 \cdot 6 + 4 \cdot 10 \\
&= 8 + 8 = 16
\end{align*}
\]

\[
\begin{align*}
T(s_3) &= s_3 \begin{pmatrix} 2 \\ 4 \\ 4 \end{pmatrix} \cdot s_1 + s_3 \begin{pmatrix} 2 \\ 4 \\ 4 \end{pmatrix} \cdot s_2 + s_3 \begin{pmatrix} 2 \\ 4 \\ 4 \end{pmatrix} \cdot s_3 \\
&= 4 + 12 + 16 \\
&= 24
\end{align*}
\]
So the matrix is

$$\begin{pmatrix}
1 & 6 & 9 \\
2 & 10 & 12 \\
4 & 16 & 16
\end{pmatrix}$$

whose trace is 27.
6. Let \( M_2(\mathbb{R}) \) be the vector space of \( 2 \times 2 \) matrices with real entries and the inner product \( \langle A, B \rangle = \text{tr}(A^*B) \) where \( \text{tr} \) denotes the trace of a matrix (sum of the diagonal entries). Let \( f : M_2(\mathbb{R}) \to M_2(\mathbb{R}) \quad A \mapsto A + A^* \)

Note that the elementary matrices
\[
\begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}
\]
are an orthonormal basis (ONB).

1. Show that \( f \) is symmetric.

2. Compute \( f^2 \) and deduce that 0 and 2 are the only Eigenvalues of \( f \).

3. What is the rank of \( f \)?

4. Find an ONB of the range of \( f \).

\[
\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}
\]

\[
\begin{pmatrix} 0 & 1 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}
\]

\[
\begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}
\]

\[
\begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}
\]

\[
\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}
\]

\[
\begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}
\]

\[
\begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}
\]

\[
\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}
\]

\[
\begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}
\]

\[
\begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}
\]

\[
\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}
\]

\[
\begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}
\]

\[
\begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}
\]
\[ q_3 = \frac{e_3}{\|e_3\|} = \frac{1}{\sqrt{\left( \begin{array}{c} 0 \\ 0 \\ 1 \end{array} \right)^2}} \cdot \left( \begin{array}{c} 0 \\ 0 \\ 1 \end{array} \right) = \frac{1}{\sqrt{2}} \cdot \left( \begin{array}{c} 0 \\ 0 \\ 1 \end{array} \right). \]

Alternative: Look at the map \( \varphi: M_2(\mathbb{R}) \to M_2(\mathbb{R}) \) \( A \mapsto A^* \). Let us check that \( \varphi \) is self-adjoint, i.e., we have to show that for any \( A, B \in M_2(\mathbb{R}) \)

\[ <\varphi(A), B> = <A, \varphi(B)> \quad \text{for any } A, B \in M_2(\mathbb{R}) \]

\[ <\varphi(A), B> = tr\left( (A^*)^* B \right) = tr\left( A^* B \right) \quad \text{property of trace.} \]

\[ <A, \varphi(B)> = tr\left( A^* B^* \right) = tr\left( (BA)^* \right) = tr\left( (BA) \right) \quad \text{sum of diag. entries, order does not change} \]

\[ <A, \varphi(B)> = tr\left( A^* (B+B^*) \right) = tr\left( (A^* B + B^* A) \right) = tr\left( (A^* B) + (B^* A) \right) \]

\[ = tr\left( (B^* A^*) \right) = tr\left( (AB) \right) \]

\[ \Rightarrow \varphi \text{ is symmetric} \Rightarrow f = \varphi + id \text{ is symmetric.} \]

Another one: to show \( <\varphi(A), B> = <A, f(B)> \) for all \( A, B \).

\[ <\varphi(A), B> = <A + A^*, B> = tr\left( (A + A^*)^* B \right) = tr\left( A^* B \right) + tr\left( AB \right) \]

\[ <A, f(B)> = <A, B + B^*> = tr\left( A^* (B + B^*) \right) = tr\left( A^* B + A^* B^* \right) = tr\left( A^* B + B^* A \right) \]

\[ = tr\left( (B^* A^*) \right) = tr\left( (AB) \right) \]
7. Let \( V \) be a finite-dimensional complex inner product space. A linear map \( f : V \to V \) is called antisymmetric, if \( f^* = -f \). Show that if \( f \) is antisymmetric, \( V \) has an orthonormal basis consisting of Eigenvectors of \( f \). (Hint: Which property of a map of complex inner product spaces is equivalent to having an ONB of Eigenvectors?)
8. Let us look at the following matrix

\[ A = \begin{pmatrix} 4 & 1 & 1 \\ -1 & 2 & 1 \\ 0 & 0 & 3 \end{pmatrix}. \]

1. Compute the characteristic polynomial of \( A \) and factor it.

2. Find the Jordan Normal Form of \( A \).

3. Find a basis of \( \mathbb{R}^3 \) that gives that normal form.

\[ \text{det} \begin{pmatrix} 4-t & 1 \\ -1 & 2-t \\ 0 & 0 & 3-t \end{pmatrix} = (4-t)(2-t) + 1 = (3-t) = (t^2 - 6t + 9)(3-t) = -(t-3)^3. \]

\[ \tilde{A} = A - 3I = \begin{pmatrix} 1 & 1 \\ -1 & -1 \\ 0 & 0 \end{pmatrix}, \quad \tilde{A}^2 = \begin{pmatrix} 0 & 0 & 2 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \tilde{A}^3 = 0 \]

\[ \dim(N(A^n)) \quad 1 \quad 2 \quad 3 \]

\[ \text{JNF} = \begin{pmatrix} 3 & 1 & 0 \\ 0 & 3 & 1 \\ 0 & 0 & 3 \end{pmatrix} \]