Implementing a universal tip asymptotic solution into an Implicit Level Set Algorithm (ILSA) for multiple parallel hydraulic fractures
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ABSTRACT: The near-tip behavior of a hydraulic fracture determines the local dynamics of the fracture front, and therefore affects the global fracture geometry. Several physical mechanisms may compete to determine the near-tip behavior. In this paper, we consider the simultaneous interplay of fracture toughness, fluid viscosity, and leak-off, which together cause the solution to vary at multiple scales in the near-tip region. In order to avoid having a mesh size that is able to resolve the finest length scale, an Implicit Level Set Algorithm (ILSA), which uses a suitable asymptotic solution for the tip element to locate a fracture front, is employed. The latter asymptotic solution comes from the analysis of a semi-infinite fracture propagating steadily under plane strain elastic conditions. Equipped with an accurate closed-form approximation for this asymptotic solution, which resolves the effects of the fracture toughness, fluid viscosity, and leak-off at all length scales, we analyze the problem of the simultaneous propagation of multiple parallel hydraulic fractures.

1. INTRODUCTION

Hydraulic fracturing is a process, in which a pressurized fluid is injected into a rock formation to induce crack propagation. This technology is used primarily to stimulate oil and gas wells [1], but, in addition, is used for waste disposal [2], rock mining [3], as well as for CO₂ sequestration and geothermal energy extraction [4]. To increase the efficiency of operation in petroleum applications, multiple hydraulic fractures from different perforations are often generated simultaneously from one wellbore. In this situation, outer fractures induce an additional compressive stresses on inner fractures and cause non-uniform fracture growth. This phenomenon is called stress shadowing and has been addressed in numerous studies [5, 6, 7, 8, 9, 10, 11, 12, 13, 14] to name a few. It can significantly affect the fracture geometry and the associated production rate. For this reason, it is important to develop numerical models that are able to predict simultaneous growth of multiple hydraulic fractures and that can be used to design more efficient hydraulic fracture stimulations.

Recognizing the significance of the stress shadowing, numerous numerical simulators that are able to capture the interaction between multiple hydraulic fractures have been developed such as [5, 8, 9, 11]. Various approximations are used in different simulators, which leads to different accuracy levels and computational times. As shown in numerous studies [15, 16, 17, 18], hydraulic fractures obey a complex multiscale behavior near the fracture tip. Since the tip region determines the fracture dynamics, it is essential to capture the appropriate near-tip features in numerical schemes. One possibility to achieve accurate results is to use a very fine mesh near the tip, which is not always computationally efficient. Another possibility is to incorporate the multiscale tip asymptotic solution into a numerical scheme. In the context of hydraulic fracture modeling, such multiscale features are often not included due to the complexity of tip asymptotic solutions. In contrast, the study [19] implements a multiscale asymptotic solution into a hydraulic fracturing simulator. The aforementioned study considers single planar fracture and captures multiscale tip behavior assuming no leak-off. In terms of predicting multiple fracture growth, the multiscale tip asymptotics has never been used in a hydraulic fracturing simulator.
This study aims to include multiscale tip asymptotic behavior into an Implicit Level Set Algorithm (ILSA) for multiple parallel hydraulic fractures. This is made possible by the recent study [18], in which a closed form approximation for the tip asymptotic solution is derived. This asymptotic solution accounts for simultaneous effects of fracture toughness, fluid viscosity, and fluid leak-off into the formation, and resolves the multiscale behavior. As shown in [18], the error of this approximation is within a small fraction of a percent, which is sufficient for numerical calculations. In contrast to [19], where the leak-off is not included, the universal tip asymptote obtained in [18] is also able to capture fluid leak-off. This opens a possibility to analyze the effect of leak-off on interaction between multiple fractures.

2. MATHEMATICAL MODEL

2.1. ASSUMPTIONS

To formulate the mathematical model for describing the simultaneous growth of multiple parallel hydraulic fractures, it is first necessary to outline a list of assumptions that are used in the model. In particular, it is assumed that:

- All the fractures are planar and perpendicular to the wellbore, see Fig. 1. Five fractures are considered in this paper, but the methodology can be easily extended to any number of fractures.

- Linear elastic fracture mechanics (LEFM) applies for describing the fracture growth, see e.g. [20].

- The rock is linearly elastic and poroelastic effects are ignored.

- The fluid flow is laminar and the fluid is assumed to be incompressible and Newtonian with the dynamic viscosity $\mu$.

- The leak-off is described by Carter’s model [21], which assumes a one-dimensional diffusion in the direction perpendicular to the fracture surface, and is quantified by the leak-off coefficient $C_L$.

- The rock is homogeneous (i.e. the fracture toughness $K_{Ic}$, Young’s modulus $E$, Poisson’s ratio $\nu$, and leak-off coefficient $C_L$ all have uniform values).

- All fractures are always in limit equilibrium, in which case the stress intensity factor is always equal to the fracture toughness at the crack tip.

- The effect of gravity is neglected.

- The fluid front coincides with the crack front, since the lag between the two fronts is negligible under typical high confinement conditions encountered in reservoir stimulation [22, 23].

- The effect of perforation friction is not considered.

- The pay zone layer with height $H$ is surrounded by two other layers, in which an additional compressive stress $\Delta\sigma$ is applied, see Fig. 1. Only two symmetric stress barriers are considered in this study for the purpose of numerical examples. The approach can be extended to arbitrary spatial variation of the compressive stresses. Note that the all layers have the same elastic constants. Capturing spatial variation of elastic properties requires substantial modification of the algorithm that is used in this study.

![Figure 1: Schematics of simultaneously growing multiple parallel hydraulic fractures.](image-url)
2.2. GOVERNING EQUATIONS

This section outlines the governing equations for multiple parallel hydraulic fractures. With the reference to Fig. 1, it is noted that the z coordinate lies along the wellbore, while each fracture is contained in the (x, y) plane. The source (wellbore) with total volumetric injection rate \( Q(t) \) is located at the origin of each (x, y) plane that contains a fracture, i.e. (0, 0, zl), where zl is the location of the perforation and \( l = 1 \ldots n_p \) is the fracture number (\( n_p = 5 \) is the total number of fractures). In this setting, the primary quantities of interest in a hydraulic fracture problem are the time histories of the fracture displacement discontinuity components \( D_{iz}(x, y, t) \) \( i, j = 1, 2, 3 \), the fluid pressure \( p_i(x, y, t) \), the fluid flux entering each fracture \( Q_l(t) \), and the position of the front \( C_l(t) \). Here \( l = 1 \ldots n_p \), in which case all the above quantities are calculated for each hydraulic fracture. The fracture width is determined from the displacement discontinuity values as \( w_l = D_{iz}(x, y, t) \). The solution depends on the injection rate \( Q(t) \), the far-field compressive stress \( \sigma_{zz} \), (perpendicular to the fracture planes), and four material parameters \( \mu' \), \( E' \), \( K' \), and \( C' \) defined as

\[
\mu' = 12\mu, \quad E' = \frac{E}{1 - \nu^2}, \quad K' = \frac{4}{\pi} \frac{1}{K_{Ic}}, \quad C' = 2C_L. \quad (1)
\]

Here \( E' \) is the plane strain modulus, and \( \mu' \) is the scaled fluid viscosity, while \( K' \) and \( C' \) the scaled fracture toughness and leak-off coefficient. Such scaled quantities are introduced to keep equations uncluttered by numerical factors.

2.2.1 Elasticity

Given the rock homogeneity and linear elasticity assumptions, the equations relating the displacement discontinuity component and induced stress fields in the solid can be condensed into the following hypersingular integral equations [24, 25]:

\[
\sigma_{iz}(x, y, z_k) = \sum_{l=1}^{n_p} A_{iz}(t) C_{izj}(x - \chi_i, y - \eta, z_k - z_l) D_{jz}(\chi_i, \eta)d\chi d\eta,
\]

where \( A_{iz}(t) \) denotes the fracture footprint of \( l \)th fracture, \( C_{izj}(x - \chi_i, y - \eta, z_k - z_l) \) represents the the \( z \)th stress component at point \((x, y, z_k)\) due to a unit displacement discontinuity at point \((\chi_i, \eta, z_l)\) in the \( j \)th coordinate direction (the expressions for \( C_{izj} \) are omitted for brevity). The total stress field is a sum of the hydraulic fracture induced stress whose \( ij \) components are \( \sigma_{ij} \) and the geological stress with the \( ij \) components \( \sigma_{ij}^g \). Since the fractures typically grow in planes that are perpendicular to the minimum principal stress, then \( \sigma_{zz}^g(x, y) = \sigma_{zz}^g(x, y) = 0 \). To include the effects of stress barriers, the \( zz \) component of the geological stress should vary according to

\[
\sigma_{zz}^g = \sigma_{zz}^0 + \Delta \sigma \mathcal{H}(y - \frac{1}{2}H) + \Delta \sigma \mathcal{H}(-y - \frac{1}{2}H), \quad (3)
\]

where \( \mathcal{H} \) denotes Heaviside step function, while \( H \) is the thickness of the reservoir layer. Since the fluid cannot sustain shear stresses, the boundary conditions at fracture surfaces are

\[
\sigma_{xz}(x, y, z_l) = 0, \quad \sigma_{yz}(x, y, z_l) = 0, \quad (4)
\]

while the fluid pressure in \( l \)th fracture is calculated based on

\[
p_l(x, y) = \sigma_{zz}(x, y, z_l) + \sigma_{zz}^g(x, y), \quad (5)
\]

where the expression for the geological stress \( \sigma_{zz}^g \) is given in (3).

2.2.2 Lubrication

Assuming a laminar flow inside the crack, the fluid flux can be calculated based on Poiseuille’s law as

\[
q_l = -\frac{w_l^3}{\mu'} \nabla p_l, \quad (6)
\]

where \( \nabla = (\partial/\partial x, \partial/\partial y) \). The continuity equation for each fracture is

\[
\frac{\partial w_l}{\partial t} + \nabla \cdot q_l + \frac{C'}{\sqrt{t-t_{0,l}(x, y)}} = Q_l(t) \delta(x, y), \quad (7)
\]

where the last term on the left hand side captures the fluid leak-off according to the Carter’s model, and \( t_{0,l}(x, y) \) signifies time instant at which the fracture front of \( l \)th fracture was located at the point \((x, y)\). Equations (6) and (7) can be combined to yield the Reynolds equation for \( l \)th fracture

\[
\frac{\partial w_l}{\partial t} = \frac{1}{\mu'} \nabla \cdot (w_l^3 \nabla p_l) - \frac{C'}{\sqrt{t-t_{0,l}(x, y)}} + Q_l(t) \delta(x, y), \quad (8)
\]

Due to the assumption of no fluid-lag, the governing equation (8) applies within the whole fracture for all \( l = 1 \ldots n_p \). The fluid fluxes that enter each of the fracture may be different, but the total flux in the wellbore is prescribed, so that

\[
\sum_{l=1}^{n_p} Q_l(t) = Q_0(t), \quad p_t(0, 0, t) = p_j(0, 0, t). \quad (9)
\]

Here the second equation states that the fluid pressure is the same along the whole wellbore (i.e. for every fracture), while \( i = 1 \ldots n_p, j = 1 \ldots n_p, \) and \( i \neq j \).
2.2.3 Boundary conditions at the moving front

Due to the assumption signifying the applicability of the LEFM solution, the fracture propagation for the mode I crack can be described as [20]

$$\lim_{s \to 0} \frac{w_t}{s^{1/2}} = \frac{K'}{E'},$$

(10)

where \(s\) is the distance to the fracture front. In addition to the propagation condition (10), a zero flux boundary condition at the fracture tip is imposed

$$\lim_{s \to 0} w^2 \frac{\partial p_t}{\partial s} = 0.$$  

(11)

The evolution of the fracture front \(C_l(t)\) (and the associated normal velocity \(V\)) is implicitly determined by the equations (2), (8), (10), and (11), which apply for all fractures \(l = 1, \ldots, n_p\).

3. UNIVERSAL TIP ASYMPTOTIC SOLUTION

3.1. THE NEED FOR A MULTISCALE TIP ASYMPTOTIC SOLUTION

Analysis of the near tip behavior of hydraulic fractures indicates that the validity region of the propagation condition (10) is often limited to the immediate vicinity of the tip (see e.g. [17]). In this situation, a very fine mesh is required to accurately resolve the square root behavior near the tip, which, in turn, substantially increases the computational cost. In order to avoid this situation, one can replace the propagation condition (10) by a solution with an increased validity region

$$w(s) \approx w_a(s), \quad s = o(L),$$

(12)

where \(w_a(s)\) is the fracture width variation in the near tip region, and \(L\) is the characteristic length of the fracture. The universal asymptotic solution \(w_a\) can be calculated by considering a semi-infinite hydraulic fracture that propagates steadily with the velocity \(V\) in plane strain elastic conditions [17, 26].

3.2. PROBLEM FORMULATION AND VERTEX SOLUTIONS

The governing equations for the near tip problem can be written as [17, 18, 26]

$$\frac{w_a^2}{\mu'} \frac{dp_a}{ds} = V + 2C' V^{1/2} s^{1/2} \frac{w_a}{w_a},$$

$$p_a(s) = \frac{E'}{4\pi} \int_0^\infty \frac{dw_a(s')}{ds'} \frac{ds'}{s - s'},$$

$$w_a = \frac{K'}{E'} s^{1/2}, \quad s \to 0,$$

(13)

where \(w_a(s)\) is the fracture width variation away from the tip, \(p_a\) is the fluid pressure, \(V\) is the fracture propagation velocity, while \(s\) is the distance from the fracture tip.

It is important to note that there are three limiting regimes of propagation, namely, toughness (denoted by \(k\)), leak-off (denoted by \(\tilde{m}\)), and viscous (denoted by \(m\)) [17]. The fracture width solutions (so-called vertex solutions) for these regimes are respectively given by

$$w_k = \frac{K'}{E'} s^{1/2}, \quad w_{\tilde{m}} = \beta_{\tilde{m}} \left(\frac{4\mu' V C'^2}{E'^2}\right)^{1/8} s^{5/8},$$

$$w_m = \beta_m \left(\frac{\mu' V}{E'}\right)^{1/3} s^{2/3},$$

(14)

where \(\beta_{\tilde{m}} = 4/(15^{1/4}(\sqrt{5} - 1)^{1/4})\) and \(\beta_m = 2^{1/3}3^{5/6}\).

The knowledge of the vertex solutions (14), however, is not sufficient, since they represent only limiting cases. In this case, a different approach should be chosen.

3.3. APPROXIMATE SOLUTION

This study utilizes an approximate closed form solution of (13) that has been obtained in [18]. Following [27], the solution can be written in terms of the dimensionless quantities

$$\hat{K} = \frac{K'}{E' w_a}, \quad \hat{C} = \frac{2C' V^{1/2}}{V^{1/2} w_a}, \quad \hat{s} = \mu' V s^2 \frac{E'}{E' w_a^3},$$

(15)

where \(0 \leq \hat{K} \leq 1\) is related to scaled fracture toughness, \(\hat{C} \geq 0\) represents the normalized leak-off, and \(\hat{s}\) is the scaled \(s\) coordinate. The expression that provides solution implicitly is

$$\hat{s} = \frac{1}{3\hat{C}_1(\delta)} \left[1 - \hat{K}^3 - \frac{3}{2} \hat{C} \hat{b}(1 - \hat{K}^2) + 3\hat{C}^2 \hat{b}^2 (1 - \hat{K}^2) - 3\hat{C}^3 \hat{b}^3 \ln \left(\frac{\hat{C} \hat{b} + 1}{\hat{C} \hat{b} + \hat{K}}\right)\right] = f(\hat{K}, \hat{C}, \hat{b}, \hat{C}_1),$$

(16)

where \(\hat{b} = C_2(\delta)/C_1(\delta)\) and

$$C_1(\delta) = \frac{4(1 - 2\delta)}{\delta(1 - \delta)} \tan(\pi\delta),$$

$$C_2(\delta) = \frac{16(1 - 3\delta)}{3\delta(2 - 3\delta)} \tan \left(\frac{3\pi}{2} \delta\right).$$

(17)

As follows from [18, 27], the zeroth-order approximation can be obtained from (16) as

$$\hat{s} = f(\hat{K}, \hat{C}, \frac{\beta_{\tilde{m}}}{4\beta_{m}}, \frac{\beta_m}{3}) = g_0(\hat{K}, \hat{C}).$$

(18)

To calculate a more accurate solution, one should calculate \(\delta\) as

$$\delta = \frac{\beta_m}{3} \left(1 + \frac{3\beta_{m}^3}{4\beta_{m}} \hat{C}\right) g_0(\hat{K}, \hat{C}) \equiv \Delta(\hat{K}, \hat{C}),$$

(19)
and substitute the result into (16) to obtain
\[ \dot{s} = f\left(\hat{K}, \hat{C}b(\Delta(\hat{K}, \hat{C})), C_1(\Delta(\hat{K}, \hat{C}))\right) \equiv g_\delta(\hat{K}, \hat{C}). \quad (20) \]

The latter equation (20) can be expressed in the dimensional form using (15) as
\[ \frac{s^2 V \mu'}{E' w_a^3} = g_\delta \left( \frac{K' s^{1/2}}{E' w_a}, \frac{2 s^{1/2} C'}{w_a V^{1/2}} \right). \quad (21) \]

Equation (21) provides an approximate closed-form implicit solution for the fracture aperture variation in the tip region \( w_a(s) \) (12). The latter solution obeys a multiscale behavior, and is able to capture all limiting solutions (14) together with all possible transition regions, see [18, 27] for more details. Note here that \( g_\delta \) is a relatively simple function, so that a numerical evaluation of the solution through (21) is computationally efficient.

### 3.4. PARAMETRIC TRIANGLE

To quantify the “position” of the fracture opening solution relative to the vertex solutions (14), it is useful to introduce a concept of a parametric triangle, after [17]. To draw this triangle in a quantitative manner, let us first introduce shape functions associated with the vertex solutions (14), and universal asymptotic solution \( w_a \) (21) as
\[
\begin{align*}
n_k &= \frac{w_k}{w - w_k}, & n_{\tilde{m}} &= \frac{w_{\tilde{m}}}{w - w_{\tilde{m}}}, \\
n_m &= \frac{w_m}{w - w_m}, & N_{\tilde{m}} &= \frac{n_{\tilde{m}}}{n_{\tilde{m}}}, \\
N_k &= \frac{n_k}{n_k + n_m + n_{\tilde{m}}}, & N_m &= \frac{n_m}{n_k + n_m + n_{\tilde{m}}}, \\
N_{\tilde{m}} &= \frac{n_{\tilde{m}}}{n_k + n_m + n_{\tilde{m}}}. \quad (22)
\end{align*}
\]

By selecting location of the vertices as \((x_m, y_m) = (0, 0)\), \((x_{\tilde{m}}, y_{\tilde{m}}) = (1/2, \sqrt{3}/2)\), and \((x_k, y_k) = (1, 0)\), a point inside the triangle is determined by
\[
\begin{align*}
x_{tr} &= x_m N_k + x_{\tilde{m}} N_{\tilde{m}} + x_k N_k, \\
y_{tr} &= y_m N_k + y_{\tilde{m}} N_{\tilde{m}} + y_k N_k. \quad (23)
\end{align*}
\]

The colour filling of the triangle is calculated based on the values of the shape functions as \([R, G, B] = [N_k, N_{\tilde{m}}, N_m]\).

### 4. NUMERICAL RESULTS

This section presents results of the numerical solution of (2)–(5), (8), (9) with the propagation condition (12) that is calculated using the approximate solution (21). The Implicit Level Set Algorithm (ILSA) is used to construct the numerical scheme, see [9, 19, 26, 27] that use a similar approach. The details of the numerical scheme are omitted for brevity and can be found in [27]. Material parameters that are used in the examples are
\[
\begin{align*}
E &= 9.5 \text{ GPa}, & \nu &= 0.2, & \mu &= 0.1 \text{ Pa·s}, \quad (24) \\
Q_0 &= 0.05 \text{ m}^3/\text{s}, & K_{lc} &= 1 \text{ MPa·m}^{1/2}, & H &= 20 \text{ m}. 
\end{align*}
\]

Three different values of leak-off are considered, namely
\[
C' = \{0.521, 1.65, 5.21\} \times 10^{-5} \text{ m/s}^{1/2}, \quad (25)
\]
which correspond to a dimensionless leak-off parameter
\[
\phi = \frac{\mu^3 E'^{11} C'^4 Q_0}{K_{lc}^7 n_p} = \{10^{-4}, 10^{-2}, 1\}. \quad (26)
\]

The values of the compressive stresses in (3) are chosen as
\[
\sigma_{zz}^0 = 7 \text{ MPa}, \quad \Delta\sigma = 0.75 \text{ MPa}. \quad (27)
\]

The spacing between perforations is selected to be uniform and equal to 20 m, i.e. \(z_{k+1} - z_k = 20\) m for \(k = 1..n_p - 1\). This study focuses on the case of five parallel fractures, i.e. \(n_p = 5\).

Figure 2: Results of the numerical simulations for \(t = 200\) s (top) and \(t = 400\) s (bottom) for \(\phi = 10^{-4}\).
Figure 3: Results of the numerical simulations for $t = 200$ s (top) and $t = 400$ s (bottom) for $\phi = 10^{-2}$.

Figs. 2-4 show the results of the numerical simulations for the three different values of leak-off considered. The top pictures show the results at $t = 200$ s, while the bottom pictures show the solution for $t = 400$ s. Color filling indicates the fracture width according to the colorbar. The fracture boundaries (footprints) are highlighted by solid black lines, locations of the stress barriers are shown by thicker solid lines (at $y = 10$ m and $y = -10$ m), while the thickest black line passing through $x = 0$, $y = 0$ schematically indicates the wellbore. The total surface area, $A(t)$, of all five fractures at time $t$ is shown on each picture. Elements that are used to locate moving fracture front are called survey elements and have a special color filling. The color of each element corresponds to the asymptotic solution that is used in this element to locate the front, see Section (3.4) for the description. Five parametric triangles (see Section (3.4)) below each picture indicate the location of the asymptotic solutions that are used in survey elements. The left-most triangle corresponds to the left-most fracture ($z = 0$ plane), the right-most triangle corresponds to the right-most fracture ($z = 80$ m plane), while the intermediate triangles represent three intermediate fracture planes. From Fig. 2, we can observe that the outer fractures use the $m$ vertex solution at $t = 200$ s, while the inner fractures utilize the asymptotic solutions that are located inside the triangle. This shows that the outer fractures propagate faster than the inner ones due to stress shadowing. The trend becomes more apparent for $t = 400$ s, which shows that the outer fractures are substantially larger in size. Similar stress shadowing effect is produced for larger leak-off values, as can be seen in Figs. 3 and 4. The primary differences are the fracture dimensions and the asymptotic solutions that are used in the survey elements. Note the variability of the asymptotic solutions that are used in all the results. This highlights the necessity of using the universal asymptotic solution to capture the large range of length scales active in the problem.

Figure 4: Results of the numerical simulations for $t = 200$ s (top) and $t = 400$ s (bottom) for $\phi = 1$. 

Figure 5: Time histories of fracture area (top left), width at the wellbore (top right), flux (bottom left), and efficiency (bottom right) for all fracture planes and $\phi = \{10^{-4}, 10^{-2}, 1\}$.

To quantify the effect of leak-off on the propagation of multiple hydraulic fractures, Fig. 5 shows the time histories of the fracture area (top left), the fracture width at the wellbore, i.e. at $x = 0$ and $y = 0$ (top right), the fluid flux (bottom left), and the efficiency (bottom right) for every fracture and different values of the leak-off parameter. Here the efficiency is defined as the ratio between current fracture volume and the total amount fluid that has been pumped into it. Results for planes 1 and 5 (located at $z = 0$ and $z = 80$ m) are identical due to symmetry and are indicated by black lines. Results for planes 2 and 4 (located at $z = 20$ and $z = 60$ m) are also identical due to symmetry and are indicated by blue lines. Results for the middle plane 3 (located at $z = 40$ m) are indicated by red lines. The results that correspond to $\phi = 10^{-4}$ are indicated by solid lines, $\phi = 10^{-2}$ results are shown by dashed lines, while $\phi = 1$ results are indicated by dotted lines. In all cases, the outer fractures consume most of the fluid due to stress shadowing. The value of the fluid flux for the outer fractures is almost independent of leak-off, while the fluxes for inner fractures change for large leak-off case $\phi = 1$. The efficiency, on the other hand, strongly depends on leak-off and inner fractures are noticeably less efficient than the outer fractures. The fracture areas depend on both the flux distribution and leak-off and their ratios are a direct consequence of the flux distribution. It is interesting to observe that the wellbore width of the inner fractures starts to decrease at some point due to additional compressive stresses produced by the outer fractures. This feature becomes especially pronounced for large leak-off case $\phi = 1$ for planes 2 and 4. Such dynamics may potentially lead to fracture closing, which is very undesirable in practical applications.

5. SUMMARY

The primary goal of this paper is to describe a procedure for implementing a universal tip asymptotic solution into the hydraulic fracturing simulator ILSA [9, 19, 26, 27] that is able to model simultaneous growth and interaction of multiple parallel hydraulic fractures. Firstly, the governing equations that are utilized by the numerical simulator are outlined. Then, a closed form approximation for multiscale tip asymptotic solution, which is used to locate moving fracture front, is presented. This solution accounts for a simultaneous interplay between fracture toughness, fluid viscosity, and leak-off, which together cause the multiscale behavior. The growth of 5 parallel fractures is considered. To understand the effect of leak-off, three different values of leak-off are selected. Results demonstrate that the leak-off does not significantly affect the flux in outer fractures (for the examples considered), but, at the same time, may affect inner fractures, changes fracture growth dynamics, efficiency, and promotes stress shadowing by reducing the efficiency of the inner “shadowed” fractures.
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