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#### Abstract

A necessary and sufficient condition is established for the existence of a 1-1 transformation of a system of nonlinear differential equations to a system of linear equations. The obtained theorems enable one to construct such transformations from the invariance groups of differential equations. The hodograph transformation, the Legendre transformation and Lie's transformation of the Monge-Ampère equation are shown to be special cases. Noninvertible transformations are also considered. Examples include Burgers' equation, a nonlinear diffusion equation and the Liouville equation.


Introduction. In this work, we study transformations mapping nonlinear differential equations to linear differential equations in a 1-1 manner. Based upon the group analysis of differential equations, we obtain necessary and sufficient conditions for the existence of such transformations. The established theorems not only allow us to determine the existence of the transformations but also enable us to actually construct these transformations from invariance groups of the nonlinear equations.

In the following analysis, two types of transformations are considered: (1) the invariance groups of differential equations; and (2) the mappings which transform nonlinear differential equations to linear differential equations. Theorems will be proved based upon the following observations. Clearly if there exists a $1-1$ mapping between any two differential equations it must inject properties of one equation into the other, including their invariance properties. For this reason the often ignored fact that any linear differential equation admits an invariance group related to the superposition principle becomes very significant. The generator of this particular group depends upon an arbitrary solution of the linear equation. It follows then that any nonlinear equation transformable to a linear equation by a 1-1 mapping must admit an invariance group whose generator depends upon an arbitrary solution of some linear differential equation.

The idea of comparing invariance groups of differential equations in the search of mappings connecting the equations was first used by Bluman in his study of Burgers' equation [1] and it was applied to the study of the mappings of one-dimensional linear parabolic equations to the heat equation [2].

In the first section of this paper some basic properties of various transformations are summarized. The theorems are presented in the second section. The examples in the third section include the hodograph transformation, the Legendre transformation, Lie's transformation of the Monge-Ampère equation and the equation $\left(u_{x}\right)^{\alpha} u_{x x}-u_{y y}=$ 0 . In the last section we examine properties of noninvertible mappings of Burgers' equation, the diffusion equation $\left(u^{-2} u_{x}\right)_{x}-u_{y}=0$ and the Liouville equation $u_{x y}=e^{u}$, respectively, into linear equations.

1. Transformations of invariance groups. We consider a $1-1$ mapping $T$ of a vector space $w$ to a vector space $W$. In this section we are interested in how a generator of a Lie group defined in one space is mapped into the other space by $T$.

Throughout the paper we adopt the customary summation rule for repeated indices. Italic indices are summed from 1 to $M$, and Greek indices from 1 to $N$.

[^0]1.1. Invariance groups [3]-[6]. We consider an infinite dimensional vector space $w$ with coordinates
$$
\omega=\left(x, z, \underset{1}{z}, \underset{2}{z}, \cdots, z_{n}, \cdots\right),
$$
where $x=\left(x_{1}, x_{2}, \cdots, x_{M}\right), z=\left(z^{1}, z^{2}, \cdots, z^{N}\right)$. The coordinates of $z_{n}$ consist of $z_{i_{1} i_{2} \cdots i_{n}}^{\mu} \quad$ with $\quad \mu=1,2, \cdots, N \quad$ and $\quad i_{k}=1,2, \cdots, M$. For instance, $z=$ $\left(z_{11}^{1}, \cdots, z_{M M}^{1}, \cdots, z_{11}^{N}, \cdots, z_{M M}^{N}\right)$. We adopt a notation $w^{(n)}$ for the vector space with coordinates
$$
\omega^{(n)}=(x, z, \underset{1}{z}, \cdots, z) .
$$

In the later analysis of differential equations, we associate with $z^{\mu}$ a function $u^{\mu}(x)$ and with $z_{i j \cdots n}^{\mu}$ a derivative $u_{i j \cdots n}^{\mu}(x)=\partial_{x_{i}} \partial_{x_{j}} \cdots \partial_{x_{n}} u^{\mu}(x)$.

Let $\gamma$ be the space of functions $w^{(k)} \rightarrow R, k$ finite, analytic in a given domain $D(w)$ in $w$. We consider an operator of the form

$$
\begin{equation*}
l=\xi^{i} \partial_{x_{i}}+\zeta^{\mu} \partial_{z^{\mu}}+\zeta_{i}^{\mu} \partial_{z_{i}^{\mu}}+\cdots+\zeta_{i_{1} i_{2} \cdots i_{k}}^{\mu}{\partial z z \mu_{1} i_{2} \cdots i_{k}}^{\mu}+\cdots, \tag{1}
\end{equation*}
$$

$\xi^{i} \in \gamma, \zeta^{\mu} \in \gamma$ and

$$
\zeta_{i \cdots j k}^{\mu}=D_{x_{k}} \zeta_{i \cdots j}^{\mu}-z_{i \cdots j m}^{\mu} D_{x_{k}} \xi^{m},
$$

where

$$
\begin{equation*}
D_{x_{k}}=\partial_{x_{k}}+z_{k}^{\mu} \partial_{z^{\mu}}+z_{i k}^{\mu} \partial_{z_{i}^{\mu}}+z_{i j k}^{\mu} \partial_{z_{i j}^{\mu}}+\cdots ; \tag{2}
\end{equation*}
$$

$l$ is a linear operator $\gamma \rightarrow \gamma$. The linear space of operators $l$ is denoted by $\lambda$. An equivalence relation $\mathscr{R}$ in $\lambda$ is defined by

$$
\begin{equation*}
l_{1} \xlongequal{\circ} l_{2} \quad \text { if }\left.\left\{\left(l_{1}-l_{2}\right) g\right\}\right|_{g=0}=0 \quad \text { for any } g \in \gamma \tag{3}
\end{equation*}
$$

The symbol $\left.\right|_{g=0}$ indicates the evaluation of a quantity under the condition $g=0$, $D_{x_{i}} g=0, D_{x_{i}} D_{x_{i}} g=0, \cdots$. It is not difficult to show:

Proposition 1. The operator (1) is equivalent to

$$
\begin{align*}
l & =\hat{\zeta}^{\mu} \partial_{z^{\mu}}+\hat{\zeta}_{i}^{\mu} \partial_{z_{i}^{\mu}}+\hat{\zeta}_{i j}^{\mu} \partial_{z_{i j}^{\mu}}+\cdots, \\
\hat{\zeta}^{\mu} & =\zeta^{\mu}-z_{i}^{\mu} \xi^{i}, \quad \hat{\zeta}_{i \cdots j k}^{\mu}=D_{x_{k}} \hat{\zeta}_{i \cdots j .}^{\mu} . \tag{4}
\end{align*}
$$

DEfinition 1. The operator (1) is called a generator of an invariance group of an equation $f\left(\omega^{(n)}\right)=\left(f^{1}, f^{2}, \cdots, f^{K}\right)=0, f: w^{(n)} \rightarrow R^{K}, f^{i} \in \gamma$, when it satisfies the equality $\left.l \cdot f\right|_{f=0}=0$. In this case we say $f=0$ admits the generator $l$.

Any operator equivalent to a generator is also a generator for the same equation.
Since an operator of the form (4) is generally easier to work with than one of the form (1), we only consider operators of the form

$$
\begin{equation*}
l=\theta^{\mu} \partial_{z^{\mu}}+\theta_{i}^{\mu} \partial_{z_{i}^{\mu}}+\theta_{i j}^{\mu} \partial_{z_{i j}^{\mu}}+\cdots, \tag{5}
\end{equation*}
$$

$\theta^{\mu} \in \gamma, \theta_{i \cdots j k}^{\mu}=D_{x_{k}} \theta_{i \cdots j .}^{\mu}$. We write this operator simply as $l=\theta^{\mu} \partial_{z^{\mu}}$. An element of the quotient space $\lambda / \mathscr{R}$ is represented by $l=\theta^{\mu} \partial_{z^{\mu}}$.

If one associates functions $u^{\mu}(x), u_{i}^{\mu}(x), \cdots$ with $z^{\mu}, z_{i}^{\mu}, \cdots$, the equation $f\left(\omega^{(n)}\right)=0$ becomes a system of $K n$th order differential equations. Here it should be noted that Lie [4]-[6] established a systematic algorithm to find generators admitted by differential equations.

When the equation $f\left(\omega^{(n)}\right)=0$ is linear in $z, z, \frac{1}{2}, \cdots$, the equation is known to admit a generator associated with the superposition principle. To be consistent with
the later discussion, we use capital letters $X, Z$ in the following lemma and proposition.

Proposition 2. A system of linear equations $\mathscr{A}_{\mu}^{\nu} Z^{\mu}-\Phi^{\nu}(X)=0, \nu=1,2, \cdots, K$, $K \leqq N, \Phi^{\nu}(X): R^{M} \rightarrow R$, with linear operator $\mathscr{A}_{\mu}^{\nu}$ defined by

$$
\begin{equation*}
\mathscr{A}_{\mu}^{\nu} Z^{\mu}=A_{\mu}^{\nu}(X) Z^{\mu}+A_{\mu}^{\nu i}(X) Z_{i}^{\mu}+\cdots+A_{\mu}^{\nu i_{1} i_{2} \cdots i_{n}}(X) Z_{i_{1} i_{2} \cdots i_{n}}^{\mu}, \tag{6}
\end{equation*}
$$

$A_{\mu}^{\nu i_{1} i_{2} \cdots i_{k}}(X): R^{M} \rightarrow R$, admits a generator $L=U^{\mu}(X) \partial_{Z^{\mu}}$ depending upon an arbitrary solution $\left\{U^{\mu}(X) ; \mu=1,2, \cdots, N\right\}$ of the system of linear differential equations $\mathscr{A}_{\mu}^{\nu} U^{\mu}(X)=0$, i.e.,

$$
\begin{equation*}
A_{\mu}^{\nu}(X) U^{\mu}+A_{\mu}^{\nu i}(X) U_{i}^{\mu}+\cdots+A_{\mu}^{\nu i_{1} i_{2} \cdots i_{n}}(X) U_{i_{1} i_{2} \cdots i_{n}}^{\mu}=0 \tag{7}
\end{equation*}
$$

$\nu=1,2, \cdots, K$.
Here and in the following, $U_{i j}^{\mu} \cdots k=\partial_{X_{i}} \partial_{X_{i}} \cdots \partial_{X_{k}} U^{\mu}(X)$. It is easy to see that if $\mathscr{A}_{\mu}^{\nu} Z^{\mu}-\Phi^{\nu}(X)=0$, then $\bar{Z}=(1+c L) Z, c$ constant, corresponding to a superposition of $c U$ with $Z$, satisfies the equation $\mathscr{A}_{\mu}^{\nu} \bar{Z}^{\mu}-\Phi^{\nu}(X)=0$.

Definition 2. An operator $L=U^{\mu}(\boldsymbol{X}) \partial_{Z^{\mu}}$ is said to be a superposition operator of the equation $\mathscr{A}_{\mu}^{\nu} Z^{\mu}-\Phi^{\nu}(X)=0, \nu=1,2, \cdots, K$, if $\mathscr{A}_{\mu}^{\nu} U^{\mu}=0$.

It may happen that nonlinear equations can be resolved algebraically into linear equations. For example, the equation $\left(Z_{1}\right)^{2}-(Z)^{2}=0$ is solvable as $Z_{1} \pm Z=0$. We now define precisely the meaning of linear systems.

Definition 3. $K C^{1}$ functions $W^{(n)} \rightarrow R$

$$
F^{\nu}\left(\Omega^{(n)}\right)=F^{\nu}(X, Z, \underset{1}{Z}, \cdots, Z), \quad \nu=1,2, \cdots, K
$$

are functionally independent in the domain $D(W)$ if and only if there exist $K$ components of $\left(\underset{1}{Z}, Z_{2}, \cdots,{ }_{n}\right)$, denoted by $Y^{1}, Y^{2}, \cdots, Y^{K}$, for which the Jacobian of ( $F^{1}, F^{2}, \cdots, F^{K}$ ) is nonzero:

$$
\frac{D\left(F^{1}, F^{2}, \cdots, F^{K}\right)}{D\left(Y^{1}, Y^{2}, \cdots Y^{K}\right)} \neq 0 \quad \text { in } D(W) .
$$

We denote by $D(W ; F=0)$ the set of points $\Omega \in D(W)$ satisfying the equations $F^{\nu}\left(\Omega^{(n)}\right)=0, \nu=1,2, \cdots, K$. The implicit function theorem ensures that if $\left\{F^{\nu}\left(\Omega^{(n)}\right)\right\}$ is a set of functionally independent functions and $D(W ; F=0)$ is nonempty, then in every neighborhood of $\Omega \in D(W ; F=0)$ there exists a unique set of $K C^{1}$ functions $\Psi^{\nu}\left(\Omega^{(n)}\right), \nu=1,2, \cdots, K$, independent of $Y^{1}, Y^{2}, \cdots, Y^{K}$, with the property that the functions $F^{\nu}\left(\Omega^{(n)}\right)$ all vanish with the substitutions $Y^{\nu}=\Psi^{\nu}\left(\Omega^{(n)}\right), \nu=1,2, \cdots, K$. We call $Y^{\nu}=\Psi^{\nu}\left(\Omega^{(n)}\right)$ an explicit form of the equations $F^{\nu}\left(\Omega^{(n)}\right)=0$.

Definition 4. $K$ equations

$$
F^{\nu}\left(\Omega^{(n)}\right)=0, \quad \nu=1,2, \cdots, K, \quad K \leqq N,
$$

are said to be independent if and only if $\left\{F^{\nu}\right\}$ are functionally independent in a given domain $D(W)$ and $D(W ; F=0)$ is nonempty. A system of $K$ independent equations is called a linear system if and only if its explicit form is linear in $Z,{\underset{1}{1}}, \cdots, Z_{n}$, namely,

$$
Y^{\nu}=\hat{\mathscr{A}}_{\mu}^{\nu} Z^{\mu}+\hat{\Phi}^{\nu}(X), \quad \nu=1,2, \cdots, K
$$

with

$$
\begin{gathered}
\hat{\mathscr{A}}_{\mu}^{\nu} Z^{\mu}=\hat{A}_{\mu}^{\nu}(X) Z^{\mu}+\hat{A}_{\mu}^{\nu i}(X) Z_{i}^{\mu}+\cdots+\hat{A}_{\mu}^{\nu i_{1} i_{2} \cdots i_{n}}(X) Z_{i_{1} i_{2} \cdots i_{n}}^{\mu}, \\
\hat{A}_{\mu}^{\nu}: R^{M} \rightarrow R, \quad \hat{A}_{\mu}^{\nu i_{1} i_{2} \cdots i_{k}}: R^{M} \rightarrow R, \quad \hat{\Phi}^{\nu}: R^{M} \rightarrow R .
\end{gathered}
$$

The following is obvious:
Lemma 1. A linear system $F^{\nu}\left(\Omega^{(n)}\right)=0, \nu=1,2, \cdots, K$, admits a superposition operator $L=U^{\mu}(X) \partial_{Z^{\mu}}$ associated with its explicit form

$$
Y^{\nu}=\hat{\mathscr{A}}_{\mu}^{\nu} Z^{\mu}+\hat{\Phi}^{\nu}(\boldsymbol{X}) .
$$

1.2. Contact transformations. We now consider a $1-1$ transformation $T$ of the space $w$ to a space $W$ with coordinates $\Omega=\left(X, Z, Z, \cdots,{ }_{n}, \cdots\right)$. We let $\Omega^{(n)}=$ $\left(X, Z, \underset{1}{Z}, \cdots, Z_{n}\right)$. As we associate with $z^{\nu}, z_{i}^{\nu}, \cdots$ functions $u^{\nu}(x), u_{i}^{\nu}(x), \cdots$ and with $Z^{\nu}, Z_{i}^{\nu}, \cdots$ functions $U^{\nu}(X), U_{i}^{\nu}(X), \cdots$, it is necessary to impose a condition that the transformation $T$ preserve the contact conditions:

$$
\begin{align*}
& d z^{\nu}-z_{i}^{\nu} d x_{i}=0, \\
& d z_{i_{1} \cdots i_{k}}^{\nu}-z_{i_{1} \cdots i_{k} i_{k+1}}^{\nu} d x_{i_{k+1}}=0, \\
& \quad \downarrow{ }^{T}  \tag{8}\\
& d Z^{\nu}-Z_{i}^{\nu} d X_{i}=0, \\
& d Z_{i_{1} \cdots i_{k}}^{\nu}-Z_{i_{1} \cdots i_{k} i_{k+1}}^{\nu} d X_{i_{k+1}}=0,
\end{align*}
$$

$\nu=1,2, \cdots, N, i_{j}=1,2, \cdots, M, k=1,2, \cdots$. We call a transformation $T$ satisfying these conditions a contact transformation.

Bäcklund [7] proved that for a scalar $z$ the most general 1-1 transformation $\omega \leftrightarrow \Omega$ with this property is the extended contact transformation of Lie. On the other hand, for a vector $z$, the most general 1-1 transformation satisfying (8) is the extendedpoint transformation [8]. We summarize the basic properties of a Lie contact transformation.

Contact transformation of Lie. The following definition [9] of the Lie contact transformation is most suitable for our purposes:

A transformation $T: w^{(1)} \rightarrow W^{(1)}$

$$
\begin{equation*}
X=\bar{X}(x, z, \underset{1}{z}), \quad Z=\bar{Z}(x, z, \underset{1}{z}), \quad \underset{1}{Z}=\bar{Z}(x, z, \underset{1}{z}), \quad z, Z \in R, \tag{9}
\end{equation*}
$$

$\bar{X}: w^{(1)} \rightarrow R^{M}, \bar{Z}: w^{(1)} \rightarrow R, \bar{Z}_{1}: w^{(1)} \rightarrow R^{M}$, is a Lie contact transformation, i.e.,

$$
\begin{equation*}
d Z-Z_{i} d X_{i}=\rho\left(\omega^{(1)}\right)\left(d z-z_{i} d x_{i}\right) \tag{10}
\end{equation*}
$$

if and only if

1) $\bar{X}_{1}, \bar{X}_{2}, \cdots, \bar{X}_{M}$ and $\bar{Z}$ are independent functions of $x, z, z$ and satisfy $\left[\bar{X}_{i}, \bar{X}_{i}\right]=0,\left[\bar{Z}, \bar{X}_{i}\right]=0, i, j=1,2, \cdots, M$.
2) $\bar{Z}_{1}, \bar{Z}_{2}, \cdots, \bar{Z}_{M}$ are determined from

$$
\begin{equation*}
\partial_{x_{i}} \bar{Z}+z_{i} \partial_{z} \bar{Z}=Z_{i}\left(\partial_{x_{i}} \bar{X}_{j}+z_{i} \partial_{z} \bar{X}_{j}\right) \tag{11}
\end{equation*}
$$

or from

$$
\begin{equation*}
\partial_{z_{i}} \bar{Z}=Z_{j} \partial_{z_{i}} \bar{X}_{j} \tag{12}
\end{equation*}
$$

and $\rho\left(\omega^{(1)}\right)$ from

$$
\begin{equation*}
\rho=\partial_{z} \bar{Z}-\bar{Z}_{i} \partial_{z} \bar{X}_{i}=\left[\bar{X}_{k}, \bar{Z}_{k}\right], \quad k=1,2, \cdots, M . \tag{13}
\end{equation*}
$$

The Lagrange bracket $[\cdot, \cdot]$ of two functions $\phi\left(\omega^{(1)}\right)$ and $\psi\left(\omega^{(1)}\right)$ is defined by

$$
\begin{equation*}
[\phi, \psi]=\left(\partial_{z_{i}} \phi\right)\left(\partial_{x_{i}} \psi+z_{i} \partial_{z} \psi\right)-\left(\partial_{z_{i}} \psi\right)\left(\partial_{x_{i}} \phi+z_{i} \partial_{z} \phi\right) . \tag{14}
\end{equation*}
$$

Extensions of (9) to higher coordinates $\underset{n}{ }, n>1$, are found from the contact condition (8). We write the extension of (9) to $\Omega^{(m)}$ and its inverse as

$$
\begin{equation*}
\Omega^{(m)}=\bar{\Omega}^{(m)}\left(\omega^{(m)}\right), \quad \omega^{(m)}=\bar{\omega}^{(m)}\left(\Omega^{(m)}\right) \tag{15}
\end{equation*}
$$

and the infinite extensions as

$$
\begin{equation*}
\Omega=\bar{\Omega}(\omega), \quad \omega=\bar{\omega}(\Omega) . \tag{16}
\end{equation*}
$$

It is convenient to write the right-hand sides of (15) as

$$
\begin{equation*}
\bar{\Omega}^{(m)}\left(\omega^{(m)}\right) \equiv T \omega^{(m)}, \quad \bar{\omega}^{(m)}\left(\Omega^{(m)}\right) \equiv T^{-1} \Omega^{(m)} \tag{17}
\end{equation*}
$$

and those of (16)

$$
\begin{equation*}
\bar{\Omega}(\omega) \equiv T \omega, \quad \bar{\omega}(\Omega) \equiv T^{-1} \Omega \tag{18}
\end{equation*}
$$

1.3. Transformations of $\boldsymbol{f}$ and $\boldsymbol{l}$ by $\mathbf{1 - 1}$ contact transformations. The cases of a scalar $z$ and a vector $z$ are discussed separately since they admit different types of 1-1 contact transformations.
a) Scalar $z$. We assume that the transformation (16) is analytic in $D(w)$. We let $D(W)$ be the image of $D(w)$ by (16). $\Gamma$ denotes the space of functions $W^{(k)} \rightarrow R, k$ finite, analytic in $D(W)$ and $\Lambda$ is the space of operations $L=\Theta \partial_{z}, \Theta \in \Gamma$.

The transformation of a scalar function $f\left(\omega^{(n)}\right) \in \gamma \mathrm{y}$ the Lie contact transformation $T$ is written as $T f\left(\omega^{(n)}\right)$ and defined by

$$
\begin{equation*}
T f\left(\omega^{(n)}\right) \equiv f\left(T^{-1} \Omega^{(n)}\right) \in \Gamma \tag{19}
\end{equation*}
$$

The inverse transformation of $F\left(\Omega^{(n)}\right)$ into $\gamma$ is defined by

$$
\begin{equation*}
T^{-1} F\left(\Omega^{(n)}\right)=F\left(T \omega^{(n)}\right) \in \gamma \tag{19'}
\end{equation*}
$$

Under the change of variables $\omega \rightarrow \Omega$ defined by (9) and its extension, the operator (5), i.e., $l=\theta \partial_{z}+\theta_{i} \partial_{z_{i}}+\cdots$ is transformed to

$$
\begin{equation*}
L=\left(l \bar{X}_{i}\right) \partial_{X_{i}}+(l \bar{Z}) \partial_{Z}+\left(l \bar{Z}_{i}\right) \partial_{Z_{i}}+\cdots . \tag{20}
\end{equation*}
$$

We write $L=T l T^{-1} \in \Lambda$. The equivalence relation in $\Lambda$ is defined as in $\lambda$. It is clear that if $l_{1} \xlongequal{\circ} l_{2}$, then $L_{1} \xlongequal{\circ} L_{2}$. Using Proposition 1 and the equalities (12) and (13), we find that

$$
\begin{align*}
T \theta\left(\omega^{(m)}\right) \partial_{z} T^{-1} \stackrel{\varrho}{ }\left[\rho\left(T^{-1} \Omega^{(1)}\right) \theta\left(T^{-1} \Omega^{(m)}\right)\right] \partial_{Z},  \tag{21}\\
T^{-1} \Theta\left(\Omega^{(m)}\right) \partial_{Z} T \stackrel{\circ}{\cong}\left[\left\{\rho\left(\omega^{(1)}\right)\right\}^{-1} \Theta\left(T \omega^{(m)}\right)\right] \partial_{z} . \tag{22}
\end{align*}
$$

If $f=0$ admits a generator $l$, then any operator equivalent to $T l T^{-1}$ is a generator of an invariance group of $T f=0$. Conversely, if $L$ is a generator of $F=0$, an operator $l \stackrel{\circ}{\circ} T^{-1} L T$ is a generator of $T^{-1} F=0$. Thus, in view of (22), we have:

Lemma 2. An operator $L=\Theta\left(\Omega^{(m)}\right) \partial_{z}$ is an invariance group generator of the equation $F\left(\Omega^{(n)}\right)=0$ if and only if the generator $l=\left[\left\{\rho\left(\omega^{(1)}\right)\right\}^{-1} \Theta\left(T \omega^{(m)}\right)\right] \partial_{z}$ is admitted by the equation $T^{-1} F \equiv f\left(\omega^{(n)}\right)=0$.
b) Vector $z$. In this case the most general 1-1 contact transformation $w \rightarrow W$ is the extended point transformation ${ }^{1}$ of

$$
\begin{equation*}
X=\bar{X}(x, z), \quad Z=\bar{Z}(x, z) \tag{23}
\end{equation*}
$$

[^1]$\bar{X}: R^{M+N} \rightarrow R^{M}, \bar{Z}: R^{M+N} \rightarrow R^{N}$. Transformations of $Z$ are determined from (23) by (8). As in Lie contact transformations, we write the extension of (23) as $\Omega^{(m)}=$ $\bar{\Omega}^{(m)}\left(\omega^{(m)}\right) \equiv T \omega^{(m)}$ and the inverse as $\omega^{(m)}=\bar{\omega}^{(m)}\left(\Omega^{(m)}\right) \equiv T^{-1} \Omega^{(m)}$. A transformation of a vector function $f\left(\omega^{(n)}\right)$ is defined by (19) and that of $F\left(\Omega^{(n)}\right)$ by (19'). Transformations of operators are defined in the same way as above. In particular,
\[

$$
\begin{equation*}
T^{-1} \Theta^{\mu}\left(\Omega^{(m)}\right) \partial_{z^{\mu}} T \stackrel{\circ}{\circ}\left[\Theta^{\mu}\left(T \omega^{(m)}\right) \sigma_{\mu}^{\nu}\left(\omega^{(1)}\right)\right] \partial_{z^{\nu}} \tag{24}
\end{equation*}
$$

\]

with

$$
\begin{equation*}
\sigma_{\mu}^{\nu}\left(\omega^{(1)}\right)=\partial_{z^{\mu}} \bar{z}^{\nu}-z_{i}^{\nu} \partial_{z^{\mu}} \bar{x}_{i}, \tag{25}
\end{equation*}
$$

where $x=\bar{x}(X, Z), z=\bar{z}(X, Z)$ define the inverse of (23), and corresponding to Lemma 2, we have

Lemma 3. An operator $L=\Theta^{\mu}\left(\Omega^{(m)}\right) \partial_{Z^{\mu}}$ is an invariance group generator of the equation $F\left(\Omega^{(n)}\right)=0$ if and only if $T^{-1} F \equiv f\left(\omega^{(n)}\right)=0$ admits (24).
2. 1-1 mappings between nonlinear and linear equations. We now show that the group analysis of a given nonlinear differential equation enables us to determine whether the equation is transformable to a linear equation by a $1-1$ mapping. First, for a scalar equation we have:

Theorem 1. A scalar $n$th order nonlinear equation

$$
\begin{equation*}
f\left(\omega^{(n)}\right)=f(x, z, \underset{1}{z}, \underset{2}{z}, \cdots, z)=0, \quad x \in R^{M}, \quad z \in R, \tag{26}
\end{equation*}
$$

is transformable by a 1-1 contact transformation to a linear equation if and only if the equation $f=0$ admits a generator $l$ of the form

$$
\begin{equation*}
l=\left[\sigma\left(\omega^{(1)}\right) U\left(\bar{X}\left(\omega^{(1)}\right)\right)\right] \partial_{z} \tag{27}
\end{equation*}
$$

where

1) $U(X): R^{M} \rightarrow R$ is an arbitrary solution of some $n$th order linear differential equation

$$
\begin{equation*}
\mathscr{A} U=A(X) U+A^{i}(X) U_{i}+\cdots+A^{i_{1} i_{2} \cdots i_{n}}(X) U_{i_{1} i_{2} \cdots i_{n}}=0, \tag{28}
\end{equation*}
$$

2) $\bar{X}\left(\omega^{(1)}\right): R^{2 M+1} \rightarrow R^{M}$ is a component of a Lie contact transformation

$$
\begin{equation*}
X=\bar{X}\left(\omega^{(1)}\right), \quad Z=\bar{Z}\left(\omega^{(1)}\right), \quad \underset{1}{Z}=\underset{1}{Z}\left(\omega^{(1)}\right) \tag{29}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma\left(\omega^{(1)}\right)=\left[\rho\left(\omega^{(1)}\right)\right]^{-1}=\left(\partial_{z} \bar{Z}-\bar{Z}_{i} \partial_{z} \bar{X}_{i}\right)^{-1} . \tag{30}
\end{equation*}
$$

The transformation (29) maps equation (26) to a linear equation $\mathscr{A} Z-\Phi(X)=0, \mathscr{A}$ defined by (28).

Proof. Suppose that equation (26) is transformable to a linear equation by an extended Lie contact transformation of (9). By Lemma 1, this linear equation admits the superposition generator $L=U(X) \partial_{Z}$ of the equation $\mathscr{A} Z-\Phi(X)=0$. Hence, according to Lemma 2 , equation (26) must admit (27).

Conversely, suppose that (26) admits a generator of the form (27) with properties 1) and 2). The transformed equation of (26) by (29) is written as $T f \equiv F\left(X, Z, \underset{1}{Z}, \cdots, Z_{n}\right)=0$. In view of Lemma $2, F=0$ admits the generator $L=$ $U(X) \partial_{z}$. Thus,

$$
\begin{equation*}
L F=F_{Z} U+F_{Z_{i}} U_{i}+\cdots+F_{Z_{i_{1} i_{2} \cdots i_{n}}} U_{i_{1} i_{2} \cdots i_{n}}=0 \tag{31}
\end{equation*}
$$

for any $\Omega^{(n)}$ satisfying $F\left(\Omega^{(n)}\right)=0$ and for any $U(X)$ satisfying the differential equation (28). It is easy to show that (28) and (31) involve the same set of $U, U_{i}, \cdots$. We assume without a loss of generality that both contain $U$. Eliminating $U$ between the two equations, we get

$$
\begin{equation*}
0=\left(A F_{Z_{i}}-A^{i} F_{Z}\right) U_{i}+\left(A F_{Z_{i j}}-A^{i j} F_{Z}\right) U_{i j}+\cdots \tag{32}
\end{equation*}
$$

Since $U$ represents an arbitrary solution of (28), at any point $X$ an arbitrary set of values may be assigned to $U_{i}, U_{i j}, \cdots$, and thus all the coefficients in (32) must vanish. This is possible only if $F$ has the form $G(\mathscr{A} Z, X), G$ arbitrary. Therefore, (29) maps (26) to an equation $G(\mathscr{A} Z, X)=0$, which is solvable in the explicit form $\mathscr{A} Z-\Phi(X)=$ 0 . $\square$

In this theorem, $z, z_{i}, \cdots, Z, Z_{i}, \cdots$ are considered to be coordinates of the spaces $w, W$. Because of the contact condition (8) imposed upon $T$ this theorem implies:

Theorem 2. A scalar nonlinear differential equation

$$
\begin{equation*}
f\left(x, u, u_{1}, u_{2}, \cdots, u_{n}\right)=0, \quad x \in R^{M}, \quad u: R^{M} \rightarrow R \tag{33}
\end{equation*}
$$

is transformable to a linear differential equation by a 1-1 mapping if and only if the equation $f\left(x, z, z_{1}, z, \cdots, z\right)=0$ admits a generator of the form (27). The mapping is given by (29) and it transforms equation (33) to a differential equation which is solvable in an explicit form

$$
\begin{equation*}
\mathscr{A} U-\Phi(X)=0 \tag{34}
\end{equation*}
$$

We now turn to a vector equation.
Theorem 3. A system of $K$ independent $n$th order nonlinear equations

$$
\begin{equation*}
f^{\nu}\left(\omega^{(n)}\right)=f^{\nu}(x, z, \underset{1}{z}, \underset{2}{z}, \cdots, \underset{n}{z})=0, \quad \nu=1,2, \cdots, K, \quad K \leqq N \tag{35}
\end{equation*}
$$

$x \in R^{M}, z \in R^{N}$, is transformable by a 1-1 contact transformation to a linear system if and only if the system $\left\{f^{\nu}=0\right\}$ admits a generator of the form

$$
\begin{equation*}
l=\left[U^{\mu}(\bar{X}(x, z)) \sigma_{\mu}^{\nu}(x, z, \underset{1}{z})\right] \partial_{z^{\nu}} \tag{36}
\end{equation*}
$$

where

1) $U^{\mu}(X), \mu=1,2, \cdots, N$, is an arbitrary solution of some system of $n$th order linear differential equations

$$
\begin{equation*}
\mathscr{A}_{\mu}^{\nu} U^{\mu}=A_{\mu}^{\nu}(X) U^{\mu}+A_{\mu}^{\nu i}(X) U_{i}^{\mu}+\cdots+A_{\mu}^{\nu i_{1} i_{2} \cdots i_{n}}(X) U_{i_{1} i_{2} \cdots i_{n}}^{\mu}=0, \tag{37}
\end{equation*}
$$

$\nu=1,2, \cdots, K$, and
2) $\bar{X}(x, z): R^{M+N} \rightarrow R^{M}$ is a component of a point transformation

$$
\begin{equation*}
X=\bar{X}(x, z), \quad Z=\bar{Z}(x, z) \tag{38}
\end{equation*}
$$

with inverse transformation $x=\bar{x}(X, Z), z=\bar{z}(X, Z)$ and

$$
\begin{equation*}
\sigma_{\mu}^{\nu}=\left[\partial_{Z^{\mu}} \bar{z}^{\nu}-z_{i}^{\nu} \partial_{Z^{\mu}} \bar{x}_{i}\right]_{X=\bar{X}}=\overline{\bar{Z}} . \tag{39}
\end{equation*}
$$

The extended point transformation of (38) maps (35) to a linear system with explicit forms

$$
\begin{equation*}
\mathscr{A}_{\mu}^{\nu} Z^{\mu}-\Phi^{\nu}(X)=0, \quad \nu=1,2, \cdots, K \tag{40}
\end{equation*}
$$

Proof. Recalling that the most general 1-1 contact transformation in the case of a vector $z$ is the extended point transformation, we suppose that there exists an extended point transformation

$$
\begin{equation*}
X=\bar{X}(x, z), \quad Z=\bar{Z}(x, z), \quad \underset{1}{Z}=\underset{1}{\bar{Z}}(x, z, \underset{1}{z}), \quad \cdots, \tag{41}
\end{equation*}
$$

mapping (35) to a linear system (40). By Lemma 1 , this linear system admits the superposition generator $L=U^{\mu}(X) \partial_{Z^{\mu}}$. In view of Lemma 3, the system (35) must admit the generator (36) with properties 1 ) and 2 ).

Conversely, suppose (35) admits the generator (36). Under transformation (38), the generator (36) is transformed into

$$
\begin{equation*}
L=U^{\mu}(X) \partial_{z^{\mu}} \tag{42}
\end{equation*}
$$

and (35) into, say, $F^{\nu}\left(X, Z, \underset{1}{Z}, \cdots,{ }_{n}\right)=0, \nu=1,2, \cdots, K$. The system $\left\{F^{\nu}=0\right\}$ is solvable in explicit forms for $K$ of the $Z_{1}^{n}, Z_{2}, \cdots, Z_{n}$. Without loss of generality, for these $K$ components we choose $Z_{1}^{\nu}, \nu=1,2, \cdots, K$ and write the explicit forms as

$$
\begin{equation*}
Z_{1}^{\nu}+\phi^{\nu}\left(X, Z, \underset{1}{Z}, \cdots, Z_{n}\right)=0, \quad \nu=1,2, \cdots, K \tag{43}
\end{equation*}
$$

where $\phi^{\nu}$ are independent of $Z_{1}^{\mu}, \mu=1,2, \cdots, K$. According to Lemma 3, the system $\left\{F^{\nu}=0\right\}$ admits the generator (42), and hence so does the system (43). Thus

$$
\begin{equation*}
U_{1}^{\nu}+\phi_{Z^{\mu}}^{\nu} U^{\mu}+\phi_{Z_{i}^{\mu}}^{\nu} U_{i}^{\mu}+\cdots+\phi_{Z_{i_{1} i_{2} \cdots i_{n}}^{\mu}}^{\nu} U_{i_{1} i_{2} \cdots i_{n}}^{\mu}=0, \quad \nu=1,2, \cdots, K \tag{44}
\end{equation*}
$$

where $\phi_{Z^{\mu}}^{\nu}=\partial_{Z^{\mu}} \phi^{\nu}$, etc. This holds for any $U(X)$ satisfying the differential equation

$$
\begin{equation*}
A_{\mu}^{\nu}(X) U^{\mu}+A_{\mu}^{\nu i}(X) U_{i}^{\mu}+\cdots+A_{\mu}^{\nu i_{1} i_{2} \cdots i_{n}}(X) U_{i_{1} i_{2} \cdots i_{n}}^{\mu}=0, \quad \nu=1,2, \cdots, K . \tag{45}
\end{equation*}
$$

It is easy to see that (44) can involve only those $U^{\mu}, U_{i}^{\mu}, \cdots$ appearing in (45). Equation (45) is solvable for $U_{1}^{\mu}, \mu=1,2, \cdots, K$. This is seen as follows. Suppose this is not the case, i.e., rank $\left|A_{\mu}^{\nu 1}\right|<K, \mu, \nu \leqq K$. We fix a point $X=X_{0}$ and assign to $U^{\nu}\left(X_{0}\right), U_{i}^{\mu}\left(X_{0}\right)$ [either $i=1, \mu>K$ or $\left.i>1\right], U_{i j}^{\nu}\left(X_{0}\right), \cdots$ a set of values consistent with (45). For this set of values, there exist nonunique values of $U_{1}^{\nu}\left(X_{0}\right), \nu \leqq K$, satisfying (45) because of the above rank condition. On the other hand, the introduction of the same set of values into (44) uniquely determines the values of $U_{1}^{\nu}\left(X_{0}\right)$. This contradicts the condition that (44) holds for any solution of (45). Thus, (45) is solvable as

$$
\begin{equation*}
U_{1}^{\nu}+\hat{A}_{\mu}^{\nu} U^{\mu}+\hat{A}_{\mu}^{\nu i} U_{i}^{\mu}+\cdots+\hat{A}_{\mu}^{\nu i_{1} i_{2} \cdots i_{n}} U_{i_{1} i_{2} \cdots i_{n}}^{\mu}=0, \quad \nu=1,2, \cdots, K \tag{46}
\end{equation*}
$$

Eliminating $U_{1}^{\nu}$ from (44) and (46), we have

$$
0 \equiv\left(\phi_{Z^{\mu}}^{\nu}-\hat{A}_{\mu}^{\nu}\right) U^{\mu}+\left(\phi_{Z_{i}^{\mu}}^{\nu}-\hat{A}_{\mu}^{\nu i}\right) U_{i}^{\mu}+\cdots+\left(\phi_{Z_{i_{1} i_{2} \cdots i_{n}}^{\nu}}^{\nu}-\hat{A}_{\mu}^{\nu i_{1} i_{2} \cdots i_{n}}\right) U_{i_{1} i_{2} \cdots i_{n}}^{\mu} .
$$

This is possible only if

$$
\phi^{\nu}=\hat{A}_{\mu}^{\nu} Z^{\mu}+\hat{A}_{\mu}^{\nu i} Z_{i}^{\mu}+\cdots+\hat{A}_{\mu}^{\nu i_{1} i_{2} \cdots i_{n}} Z_{i_{1} i_{2} \cdots i_{n}}^{\mu}+\hat{\Phi}^{\nu}(X)
$$

with $\hat{A}_{\mu}^{\nu 1}=0, \mu \leqq K$, and consequently the explicit form (43) of the transformed system $\left\{F^{\nu}=0\right\}$ is linear. It is also clear that (43) is equivalent to (40).

Recalling again that the most general 1-1 contact transformation in this case is the extended point transformation, we can deduce from this theorem that:

Theorem 4. A system of $K$ independent nonlinear differential equations

$$
\begin{equation*}
f^{\nu}(x, u, \underset{1}{u}, \cdots, \underset{n}{u})=0, \quad \nu=1,2, \cdots, K, \quad K \leqq N \tag{47}
\end{equation*}
$$

$x \in R^{M}, u: R^{M} \rightarrow R^{N}$, is transformable by a 1-1 mapping to a system of linear differential equations if and only if the system $f^{\nu}(x, z, \underset{1}{z}, \cdots, \underset{n}{z})=0$ admits a generator of the form (36). The mapping is given by (38) and it transforms (47) to a system solvable in explicit form as

$$
\begin{equation*}
\mathscr{A}_{\mu}^{\nu} U^{\mu}-\Phi^{\nu}(X)=0, \quad \nu=1,2, \cdots, K . \tag{48}
\end{equation*}
$$

These theorems ensure that if a given nonlinear system is transformable to a linear system by a 1-1 mapping, one can always find the mapping by examining the nature of the invariance group of the nonlinear system. The type of group to be considered depends on the number of dependent variables.

For a scalar equation we need only consider generators $l$ of the form

$$
\begin{equation*}
l=\theta(x, z, \underset{1}{z}) \partial_{z} \tag{49}
\end{equation*}
$$

since any scalar nonlinear differential equation transformable to a linear equation admits an $l$ of the form (27). It should be emphasized that the function $\bar{X}\left(\omega^{(1)}\right)$, the factor $\sigma\left(\omega^{(1)}\right)$ and the linear differential equation (28) can all be found by examining the generators of the invariance group of (26). Once $\bar{X}$ is obtained, the function $\bar{Z}\left(\omega^{(1)}\right)$ is determined from the condition $\left[\bar{Z}, \bar{X}_{i}\right]=0$ which represents a system of first order partial differential equations for $\bar{Z}$. At this point, $\bar{Z}$ still admits functional arbitrariness. From $\bar{X}$ and $\bar{Z}$ we determine $\bar{Z}$ using conditions (11) or (12). Next we use (13) for the known $\rho=\sigma^{-1}$ to limit the arbitrariness in $\bar{Z}$. The resulting transformation $X=\bar{X}, Z=\bar{Z}, \underset{1}{Z}=\underset{1}{\bar{Z}}$ maps the nonlinear equation to an equation reducible to a linear equation $\mathscr{A} U-\Phi(X)=0$. The form of $\Phi(X)$ depends upon the remaining arbitrariness in $\bar{Z}$.

For a system of equations, because of the forms of (36) and (39), the generators $l$ to be considered are linear in $\left\{z_{i}^{\nu}\right\}$ :

$$
l=\left(\zeta^{\nu}(x, z)-z_{i}^{\nu} \xi^{i}(x, z)\right) \partial_{z^{\nu}}
$$

In view of Proposition 1, we see that these are equivalent to generators of a point group

$$
l=\xi^{i}(x, z) \partial_{x_{i}}+\zeta^{\nu}(x, z) \partial_{z^{\nu}} .
$$

If there exists a mapping to a linear system, we can find the functions $\bar{X}(x, z)$, $\sigma_{\nu}^{\mu}(x, z, \underset{1}{z})$ by comparing the resulting generators (49') with (36). The functions $\bar{Z}^{\mu}(x, z)$ are to be determined from these functions using equations (39). Equation (37) is found on determining the invariance group.

Remark 1. It is possible for differential equations to admit generators whose forms are more general than those of (27) or (36) with the forms (27) or (36) as special cases. The Monge-Ampère equations considered in the next section are such examples. A system of ordinary differential equations also admits such generators.
3. Examples. To illustrate the use of our theorems, we consider some well-known equations transformable to linear equations. Since the linearization of differential equations $f^{\nu}\left(x, u, u, \cdots,{ }_{n}\right)=0$ is equivalent to that of the equations $f^{\nu}\left(x, z,{\underset{1}{1}}^{u}, \cdots, \underset{n}{z}\right)=$ 0 by a contact transformation, we only deal with the latter. In the following examples, where convenient, we let $x_{1}=x, x_{2}=y$ and adopt the customary notations $z_{x}=p$, $z_{y}=q, z_{x x}=r, z_{x y}=s, z_{y y}=t$.
3.1. The equation $z_{x x}+\frac{1}{2}\left(z_{x}\right)^{2}-z_{y}=0$. We consider the equation

$$
\begin{equation*}
f=z_{x x}+\frac{1}{2}\left(z_{x}\right)^{2}-z_{y}=0 . \tag{50}
\end{equation*}
$$

Assuming the form $l=\theta\left(x, y, z, z_{x}, z_{y}\right) \partial_{z}$ for a generator and applying Lie's algorithm, we find that (50) admits

$$
\begin{gather*}
l_{1}=\left(y^{2} z_{y}+y x z_{x}+\frac{1}{2} x^{2}+y\right) \partial_{z}, \quad l_{2}=\left(y z_{y}+\frac{1}{2} x z_{x}\right) \partial_{z}, \\
l_{3}=z_{y} \partial_{z}, \quad l_{4}=z_{x} \partial_{z}, \quad l_{5}=\partial_{z},  \tag{51}\\
l_{6}=\left(y z_{x}+x\right) \partial_{z}, \quad l_{7}=U(x, y) e^{-z / 2} \partial_{z}
\end{gather*}
$$

where, in the generator $l_{7}, U(x, y)$ is an arbitrary solution of the heat equation $\mathscr{A} U \equiv U_{x x}-U_{y}=0$. This indicates that equation (50) is equivalent to a linear equation. To find the mapping, we compare $l_{7}$ with (27) to get $\bar{X}=x, \bar{Y}=y$ and $\sigma=e^{-z / 2}$. From the conditions $[\bar{X}, \bar{Z}]=[\bar{Y}, \bar{Z}]=0$, we obtain $\bar{Z}=\bar{Z}(x, y, z)$. Thus, the mapping is a point transformation. From (13) and $\rho=(\sigma)^{-1}=e^{z / 2}$, we find that $\partial_{z} \bar{Z}=e^{z / 2}$. The mapping is then

$$
\begin{equation*}
X=x, \quad Y=y, \quad Z=2 e^{z / 2}+h(x, y) \tag{52}
\end{equation*}
$$

where $h(x, y)$ is an arbitrary function of $x$ and $y$. It is easy to check that the extended point transformation of (52) maps equation (50) to the linear equation

$$
\begin{equation*}
\mathscr{A} Z-\Phi(X, Y) \equiv Z_{X X}-Z_{Y}-\left(h_{X X}-h_{Y}\right)=0 \tag{53}
\end{equation*}
$$

Setting $h=0$, from Theorem 2 we see that the transformation

$$
\begin{equation*}
X=x, \quad Y=y, \quad U=2 e^{u / 2} \tag{54}
\end{equation*}
$$

maps the differential equation $u_{x x}+\frac{1}{2}\left(u_{x}\right)^{2}-u_{y}=0$ to the equation $\mathscr{A} U=U_{X X}-U_{Y}=0$, and moreover the inverse of (54),

$$
\begin{equation*}
x=X, \quad y=Y, \quad u=2 \ln \left(\frac{1}{2} U\right) \tag{55}
\end{equation*}
$$

defines an implicit solution $u(x, y)$ of this nonlinear differential equation for any solution $U(X, Y)$ of $U_{X X}-U_{Y}=0$. In this case the explicit form is

$$
\begin{equation*}
u=2 \ln \left(\frac{1}{2} U(x, y)\right) \tag{56}
\end{equation*}
$$

3.2. Hodograph transformations. In this example we let $z^{1}=w, z^{2}=v$ and consider a system of quasilinear equations

$$
\begin{equation*}
f^{i}=a^{i x}(w, v) w_{x}+a^{i y}(w, v) w_{y}+b^{i x}(w, v) v_{x}+b^{i y}(w, v) v_{y}=0, \quad i=1,2, \tag{57}
\end{equation*}
$$

where $a^{i x}, a^{i y}, b^{i x}$ and $b^{i y}$ are functions of $w, v$. For the invariance group of this equation we have:

Proposition 4. Provided $J=w_{x} v_{y}-v_{x} w_{y} \neq 0$, the system (57) admits a generator of the form

$$
\begin{equation*}
l=-\left\{U^{1}(w, v) w_{x}+U^{2}(w, v) w_{y}\right\} \partial_{w}-\left\{U^{1}(w, v) v_{x}+U^{2}(w, v) v_{y}\right\} \partial_{v} \tag{58}
\end{equation*}
$$

where $\left\{U^{1}(w, v), U^{2}(w, v)\right\}$ is an arbitrary solution of the system of linear differential equations

$$
\begin{equation*}
\mathscr{A}_{\mu}^{i} U^{\mu}=b^{i y}(w, v) U_{w}^{1}-a^{i y}(w, v) U_{v}^{1}-b^{i x}(w, v) U_{w}^{2}+a^{i x}(w, v) U_{v}^{2}=0, \quad i=1,2 \tag{59}
\end{equation*}
$$ with $U_{w}^{i}=\partial_{w} U^{i}, U_{v}^{i}=\partial_{v} U^{i}$.

Proof. Since $D_{x} f^{i}=D_{y} f^{i}=0$, we find that

$$
\begin{aligned}
-l \cdot f^{i}= & w_{x} U_{w}^{1}\left(a^{i x} w_{x}+a^{i y} w_{y}\right)+v_{y} U_{v}^{2}\left(b^{i x} v_{x}+b^{i y} v_{y}\right) \\
& +w_{y} U_{w}^{2}\left(a^{i x} w_{x}+a^{i y} w_{y}\right)+v_{x} U_{v}^{1}\left(b^{i x} v_{x}+b^{i y} v_{y}\right) \\
& +v_{x} U_{w}^{1}\left(b^{i x} w_{x}+b^{i y} w_{y}\right)+w_{y} U_{v}^{2}\left(a^{i x} v_{x}+a^{i y} v_{y}\right) \\
& +v_{y} U_{w}^{2}\left(b^{i x} w_{x}+b^{i y} w_{y}\right)+w_{x} U_{v}^{1}\left(a^{i x} v_{x}+a^{i y} v_{y}\right) .
\end{aligned}
$$

Using equation (57) in the first two rows of this expression, we find that

$$
l \cdot f_{\substack{i \\ f_{1}=0 \\ f_{2}=0}}^{\substack{i x}}=J \cdot\left(b^{i y} U_{w}^{1}-a^{i y} U_{v}^{1}-b^{i x} U_{w}^{2}+a^{i x} U_{v}^{2}\right)
$$

which vanishes from (59).
To construct the mapping to a linear equation, we compare (58) with (36) which in the present case has the form

$$
l=\left\{U^{1}(\bar{X}, \bar{Y}) \sigma_{1}^{1}+U^{2}(\bar{X}, \bar{Y}) \sigma_{2}^{1}\right\} \partial_{w}+\left\{U^{1}(\bar{X}, \bar{Y}) \sigma_{1}^{2}+U^{2}(\bar{X}, \bar{Y}) \sigma_{2}^{2}\right\} \partial_{v} .
$$

Clearly $\bar{X}=w, \bar{Y}=v, \sigma_{1}^{1}=-w_{x}, \sigma_{2}^{1}=-w_{y}, \sigma_{1}^{2}=-v_{x}, \sigma_{2}^{2}=-v_{y}$. The definition of $\sigma_{\mu}^{\nu}$ leads to $\partial_{W} \bar{x}=1, \partial_{V} \bar{x}=0, \partial_{W} \bar{y}=0, \partial_{V} \bar{y}=1$. Thus we have a solution $\bar{x}=W$, $\bar{y}=V$. Combining these, we find the hodograph transformation

$$
\begin{equation*}
x=W, \quad y=V, \quad w=X, \quad v=Y \tag{60}
\end{equation*}
$$

which is well known [10] to map the equation (57) to a linear system

$$
\begin{equation*}
\mathscr{A}^{i} Z=b^{i y}(X, Y) W_{X}-a^{i y}(X, Y) W_{Y}-b^{i x}(X, Y) V_{X}+a^{i x}(X, Y) V_{Y}=0 \tag{61}
\end{equation*}
$$

with $Z=(W, V)$.
3.3. The Legendre transformation. We consider a second order quasilinear equation

$$
\begin{equation*}
f=a(p, q) r+2 b(p, q) s+c(p, q) t=0 \tag{62}
\end{equation*}
$$

where $a, b$ and $c$ are functions of $p$ and $q$. We have:
Proposition 5. Equation (62) admits a generator $l=U(p, q) \partial_{z}$ with an arbitrary solution $U(p, q)$ of the linear differential equation

$$
\begin{equation*}
\mathscr{A} U=a(p, q) U_{q q}-2 b(p, q) U_{p q}+c(p, q) U_{p p}=0 \tag{63}
\end{equation*}
$$

where $U_{q q}=\left(\partial_{q}\right)^{2} U, U_{p q}=\partial_{p} \partial_{q} U, U_{p p}=\left(\partial_{p}\right)^{2} U$.
Proof. On introducing $w=p, v=q, w_{x}=r, v_{y}=t, w_{y}=v_{x}=s$, (62) is equivalent to the system

$$
\begin{align*}
& a(w, v) w_{x}+b(w, v)\left(w_{y}+v_{x}\right)+c(w, v) v_{y}=0,  \tag{64}\\
& w_{y}-v_{x}=0 . \tag{65}
\end{align*}
$$

By Proposition 4, this system admits the generator given by (58) with arbitrary solution $\left\{U^{1}, U^{2}\right\}$ of the linear differential equations

$$
\begin{align*}
& c(w, v) U_{w}^{1}-b(w, v)\left(U_{v}^{1}+U_{w}^{2}\right)+a(w, v) U_{v}^{2}=0  \tag{66}\\
& U_{v}^{1}-U_{w}^{2}=0 \tag{67}
\end{align*}
$$

Equation (67) allows us to introduce a function $U(w, v)$ for which

$$
\begin{equation*}
U^{1}=\partial_{w} U \equiv U_{w}, \quad U^{2}=\partial_{v} U \equiv U_{v}, \tag{68}
\end{equation*}
$$

and then (66) takes the form

$$
\begin{equation*}
a U_{v v}-2 b U_{w v}+c U_{w w}=0 \tag{69}
\end{equation*}
$$

Introducing (68) into (58) and using (65), we find that

$$
l \xlongequal{\cong}\left(D_{x} U\right) \partial_{w}+\left(D_{y} U\right) \partial_{v} .
$$

Recalling that $w=p=z_{x}$ and $v=q=z_{y}$, we see that this is the first extended part of the operator $l=U(p, q) \partial_{z}$, and hence follows the assertion.

To construct a mapping of (62) to a linear equation we compare $l=-U(p, q) \partial_{z}$ with (27). Clearly, $\bar{X}=p, \bar{Y}=q$ and $\sigma=1$. To find $\bar{Z}$, we use $[\bar{Z}, \bar{X}]=[\bar{Z}, \bar{Y}]=0$, i.e.,

$$
\bar{Z}_{x}+p \bar{Z}_{z}=0, \quad \bar{Z}_{y}+q \bar{Z}_{z}=0
$$

The solution is $\bar{Z}=\bar{Z}(p, q, \alpha), \alpha=-z+p x+q y$. From (12), we get

$$
\bar{Z}_{p}+x \bar{Z}_{\alpha}=P, \quad \bar{Z}_{q}+y \bar{Z}_{\alpha}=Q
$$

with $P=Z_{X}$ and $Q=Z_{Y}$. Now from (30) with $\sigma=1$, we get $\bar{Z}_{\alpha}=1$, and consequently $\bar{Z}=-z+p x+q y+h(p, q)$ for arbitrary $h$. Setting $h=0$, we get the Legendre transformation [10]:

$$
\begin{equation*}
X=p, \quad Y=q, \quad Z=-z+p x+q y, \quad P=x, \quad Q=y \tag{70}
\end{equation*}
$$

This transformation maps (62) to

$$
\begin{equation*}
\mathscr{A} Z=a(X, Y) T-2 b(X, Y) S+c(X, Y) R=0 \tag{71}
\end{equation*}
$$

with $T=Z_{Y Y}, S=Z_{X Y}$ and $R=Z_{X X}$.
3.4. Lie's theorem on the Monge-Ampère equation. We consider the MongeAmpère equation

$$
\begin{equation*}
f=A\left(r t-s^{2}\right)+B r+C s+D t+E=0 \tag{72}
\end{equation*}
$$

where $A, B, C, D$ and $E$ are functions of $\omega^{(1)}$. In the study of this equation, the concept of intermediate integrals plays an important role [11]. An equation

$$
\begin{equation*}
I\left(\alpha\left(\omega^{(1)}\right), \beta\left(\omega^{(1)}\right)\right)=0 \tag{73}
\end{equation*}
$$

$\alpha: w^{(1)} \rightarrow R, \beta: w^{(1)} \rightarrow R, I(\alpha, \beta)$ an arbitrary function $R^{2} \rightarrow R$, is said to be a general intermediate integral of (72) if $\alpha$ and $\beta$ satisfy the equality

$$
\begin{equation*}
f \equiv\left(D_{x} \alpha\right)\left(D_{y} \beta\right)-\left(D_{y} \alpha\right)\left(D_{x} \beta\right) \tag{74}
\end{equation*}
$$

Lie [12] proved a theorem which in our notation reads as:
Theorem (Lie). A Monge-Ampère equation admitting two general intermediate integrals $I^{1}\left(\alpha^{1}, \beta^{1}\right)=0$ and $I^{2}\left(\alpha^{2}, \beta^{2}\right)=0$ is transformable to the equation $Z_{X Y}=0$ by a Lie contact transformation $\Omega^{(1)}=\bar{\Omega}^{(1)}\left(\omega^{(1)}\right)$. Four of the components of $\bar{\Omega}^{(1)}$ are given by

$$
\begin{equation*}
\bar{X}=\alpha^{1}, \quad \bar{Y}=\alpha^{2}, \quad \bar{P}=\beta^{1}, \quad \bar{Q}=\beta^{2} . \tag{75}
\end{equation*}
$$

We now show that these intermediate integrals are related to an invariance group:
Proposition 6. A Monge-Ampère equation possessing two general intermediate integrals $I^{1}\left(\alpha^{1}, \beta^{1}\right)=0$ and $I^{2}\left(\alpha^{2}, \beta^{2}\right)=0$ admits generators

$$
\begin{equation*}
l_{i}=\sigma\left(\omega^{(1)}\right) I^{i}\left(\alpha^{i}, \beta^{i}\right) \partial_{z}, \quad i=1,2, \tag{76}
\end{equation*}
$$

$\sigma^{-1}=\rho=\left[\alpha^{1}, \beta^{1}\right]=\left[\alpha^{2}, \beta^{2}\right]$.

Proof. It is easy to check that the equation $Z_{X Y}=0$ admits generators $L_{1}=$ $I^{1}(X, P) \partial_{Z}$ and $L_{2}=I^{2}(Y, Q) \partial_{Z}$ with arbitrary functions $I^{1}$ and $I^{2}$. On the other hand, according to Lie's theorem, there exists a Lie contact transformation $\Omega^{(1)}=\bar{\Omega}^{(1)}\left(\omega^{(1)}\right)$ mapping the Monge-Ampère equation in question to $Z_{X Y}=0$. In view of (75) and Lemma 2, the inverse of this transformation maps $L_{1}$ and $L_{2}$ to (76).

Now we are able to relate Theorem 1 and Lie's theorem. According to Theorem 1, any linearizable Monge-Ampère equation admits a generator of the form (27). To see this we choose special forms for $I^{i}$, namely $I^{1}=I^{1}\left(\alpha^{1}\right)$ and $I^{2}=I^{2}\left(\alpha^{2}\right)$, let $l=l_{1}+l_{2}$, and then obtain a generator of the form

$$
\begin{equation*}
l=\sigma \cdot\left(I^{1}\left(\alpha^{1}\right)+I^{2}\left(\alpha^{2}\right)\right) \partial_{z} \equiv \sigma \cdot U\left(\alpha^{1}, \alpha^{2}\right) \partial_{z} . \tag{77}
\end{equation*}
$$

Observing that $U(X, Y)=I^{1}(X)+I^{2}(Y)$ is the general solution of the differential equation $U_{X Y}=0$, we see that indeed these Monge-Ampère equations admit a generator of the form (27) with $\bar{X}=\alpha^{1}\left(\omega^{(1)}\right)$ and $\bar{Y}=\alpha^{2}\left(\omega^{(1)}\right)$.

These observations show that we can always find Lie's linearization of a MongeAmpère equation to $Z_{X Y}=0$, when it exists, by examining the invariance group of the equation and applying Theorem 1.
3.5. The equation $\left(z_{x}\right)^{\alpha} z_{x x}-z_{y y}=0$. A special Monge-Ampère equation of the form

$$
\begin{equation*}
c\left(z_{x}\right) z_{x x}-z_{y y}=0 \tag{78}
\end{equation*}
$$

arises in a variety of physical problems such as nonlinear vibrations [13] $\left(c\left(z_{x}\right)>0\right)$, and irrotational transonic flows [14] $\left(c\left(z_{x}\right)=1+a z_{x}\right)$. In the following, we consider a class of equations of the form

$$
\begin{equation*}
f=\left(z_{x}\right)^{\alpha} z_{x x}-z_{y y}=0, \quad \alpha \text { real }, \tag{79}
\end{equation*}
$$

and apply the foregoing analysis to examine a possible mapping to a linear equation.
The invariance group of (79) depends upon the value of $\alpha$. Assuming a generator to be of the form $l=\theta\left(\omega^{(1)}\right) \partial_{z}$, we find the following cases:

1) $\alpha \neq 0,-2,-4$ :

$$
\begin{gather*}
l_{1}=\left\{-(\alpha+4) x p q+\alpha z q-2(\alpha+1) y q^{2}-4 y \int p^{\alpha+1} d p\right\} \partial_{z}, \\
l_{2}=\{(\alpha+4) x p+(3 \alpha+4) y q-\alpha z\} \partial_{z}  \tag{80}\\
l_{3}=\left(z+\frac{1}{2} \alpha y q\right) \partial_{z}, \quad l_{4}=y \partial_{z}, \quad l_{5}=U(p, q) \partial_{z} .
\end{gather*}
$$

2) $\alpha=-2$ :

$$
\begin{equation*}
l_{1}, l_{2}, l_{3}, l_{4}, l_{5} \quad \text { as above, } \quad l_{6}=z p \partial_{z} . \tag{81}
\end{equation*}
$$

3) $\alpha=-4$ :

$$
\begin{align*}
& l_{1}=(x p-y q) \partial_{z}, \quad l_{2}=U(p, q) \partial_{z}, \\
& l_{3}=\left\{p I^{1}\left(p^{-1}-q,\left(p^{-1}-q\right) y+z\right)\right\} \partial_{z},  \tag{82}\\
& l_{4}=\left\{p I^{2}\left(p^{-1}+q,\left(p^{-1}+q\right) y-z\right)\right\} \partial_{z} .
\end{align*}
$$

4) $\alpha=0$ :

$$
\begin{gather*}
l_{1}=z \partial_{z}, \quad l_{2}=h(x, y) \partial_{z}, \\
l_{3}=I^{1}(x+y, p+q) \partial_{z}, \quad l_{4}=I^{2}(x-y, p-q) \partial_{z} . \tag{83}
\end{gather*}
$$

In these expressions $U(p, q)$ represents an arbitrary solution of the differential equation

$$
\begin{equation*}
U_{p p}-p^{\alpha} U_{q q}=0 \tag{84}
\end{equation*}
$$

and $I^{1}$ and $I^{2}$ are arbitrary functions of their arguments. In the last case $h(x, y)$ is an arbitrary solution of the differential equation $h_{x x}-h_{y y}=0$.

In all these cases, except for $\alpha=0$, the equation admits $l=U(p, q) \partial_{z}$ which is related to the above Legendre transformation.

The case $\alpha=-4$ is somewhat special. It is easy to verify that $I^{i}=0, i=1,2$, are the general intermediate integrals of the equation. As was previously discussed, this Monge-Ampère equation admits the generator (77), i.e.,

$$
\begin{equation*}
l=\left\{p U\left(p^{-1}-q, p^{-1}+q\right)\right\} \partial_{z} \tag{85}
\end{equation*}
$$

for any $U(X, Y)$ satisfying the differential equation $U_{X Y}=0$. We now apply Theorem 1. Comparing (85) with (27), we have $\bar{X}=p^{-1}-q, \bar{Y}=p^{-1}+q, \sigma=p$. Using $[\bar{X}, \bar{Z}]=$ $[\bar{Y}, \bar{Z}]=0,(12)$, and (30), we find the complete Lie contact transformation to be

$$
\begin{gather*}
X=p^{-1}-q, \quad Y=p^{-1}+q, \quad Z=-2 p^{-1}(z-p x-q y), \\
 \tag{86}\\
P=-\left(p^{-1}-q\right) y-z, \quad Q=\left(p^{-1}+q\right) y-z .
\end{gather*}
$$

The inverse transformation is

$$
\begin{gather*}
x=\frac{1}{2} Z-\frac{1}{4}(X+Y)(P+Q), \quad y=-(X+Y)^{-1}(P-Q), \\
z=-(X+Y)^{-1}(Y P+X Q), \quad p=2(X+Y)^{-1}, \quad q=\frac{1}{2}(-X+Y) . \tag{87}
\end{gather*}
$$

The transformation (86) maps the equation $\left(z_{x}\right)^{-4} z_{x x}-z_{y y}=0$ to the equation $Z_{X Y}=0$. If we introduce the general solution of $U_{X Y}=0$, i.e.,

$$
U(X, Y)=F(X)+G(Y), \quad F \text { and } G \text { arbitrary functions, }
$$

into (87) by $Z=U(X, Y)$, then we obtain a parametric representation of the general solution of the differential equation

$$
\begin{equation*}
\left(u_{x}\right)^{-4} u_{x x}-u_{y y}=0 . \tag{88}
\end{equation*}
$$

Explicitly this is

$$
\begin{align*}
& x=\frac{1}{2}(F(X)+G(Y))-\frac{1}{4}(X+Y)\left(F^{\prime}(X)+G^{\prime}(Y)\right) \\
& y=-(X+Y)^{-1}\left(F^{\prime}(X)-G^{\prime}(Y)\right)  \tag{89}\\
& u=-(X+Y)^{-1}\left(Y F^{\prime}(X)+X G^{\prime}(Y)\right)
\end{align*}
$$

where $F^{\prime}$ and $G^{\prime}$ denote derivatives.
We also see the following: for $\alpha \neq 0$, a differential equation of the form (84) can be mapped 1-1 into the equation $U_{X Y}=0$ if and only if $\alpha=-4$. The mapping is a composition of the Legendre transformation (70) relating $Z_{X X}-X^{-4} Z_{Y Y}=0$ to (79) and the transformation (86) relating (79) to $Z_{X Y}=0$. Explicitly, the transformation

$$
x=2(X+Y)^{-1}, \quad y=\frac{1}{2}(-X+Y), \quad z=(X+Y)^{-1} Z
$$

maps the equation $z_{x x}-x^{-4} z_{y y}=0$ to the equation $Z_{X Y}=0$.
4. Remarks on noninvertible mappings. In the preceding discussion we considered mappings transforming a nonlinear equation to a linear equation in a $1-1$ manner. If we require only that a mapping transform a solution of some linear equation
to a solution of a given nonlinear equation, the class of mappings widens and includes noninvertible (non-1-1) mappings. In the following we examine examples of such mappings and show that such mappings are often related to invariance under Lie groups.

### 4.1. Burgers' equation. We consider Burgers' equation

$$
\begin{equation*}
\tilde{f}=\tilde{z}_{x x}+\tilde{z} \tilde{z}_{x}-\tilde{z}_{y}=0 \tag{90}
\end{equation*}
$$

This equation admits a five-parameter point Lie group [15]. None of the generators is of the form (27), and hence by Theorem 1 there exists no $1-1$ mapping to a linear equation. However it is known that a non-1-1 mapping, namely the Hopf-Cole transformation [16], [21]

$$
\begin{equation*}
x=X, \quad y=Y, \quad \tilde{z}=\frac{2 Z_{X}}{Z} \tag{91}
\end{equation*}
$$

relates (90) to the heat equation.
Introducing the transformation (91) into (90), we find that

$$
\begin{equation*}
\tilde{f}=2 Z^{-2}\left(Z Z_{X X X}-Z_{X} Z_{X X}-Z Z_{X Y}+Z_{X} Z_{Y}\right)=0 \tag{92}
\end{equation*}
$$

which factorizes as

$$
\begin{equation*}
\tilde{f}=2 Z^{-2}\left(Z D_{X}-Z_{X}\right)\left(Z_{X X}-Z_{Y}\right)=0 . \tag{93}
\end{equation*}
$$

It follows from (93) that the transformation (91) maps a solution of the heat equation $Z_{X X}-Z_{Y}=0$ to a solution of Burgers' equation. It is incorrect to say that the Hopf-Cole transformation maps Burgers' equation to a linear equation. Although this type of mapping is out of the scope of the preceding discussion, this particular transformation is found to be related to a Lie group.

One standard argument [17] to rationalize the Hopf-Cole transformation is to introduce $z$ through $\tilde{z}=z_{x}$ and, after integrating once, one considers

$$
\begin{equation*}
z_{x x}+\frac{1}{2}\left(z_{x}\right)^{2}-z_{y}=0 \tag{94}
\end{equation*}
$$

One then says, "by inspection", that the transformation

$$
\begin{equation*}
x=X, \quad y=Y, \quad z=2 \ln c Z, \quad c \text { constant } \tag{95}
\end{equation*}
$$

maps (94) to the heat equation $Z_{X X}-Z_{Y}=0$ and from this follows the transformation (91). Equation (94) corresponds to the first example studied in the previous section where we found the transformation (95) with $c=\frac{1}{2}$ by applying Theorem 1.
4.2. The diffusion equation $\boldsymbol{D}_{\boldsymbol{x}}\left(\tilde{\boldsymbol{z}}^{-\mathbf{2}} \tilde{\boldsymbol{z}}_{x}\right)-\tilde{\boldsymbol{z}}_{y}=\mathbf{0}$. We consider a nonlinear diffusion equation

$$
\begin{equation*}
\tilde{f}=D_{x}\left(\tilde{z}^{-2} \tilde{z}_{x}\right)-\tilde{z}_{y}=0 \tag{96}
\end{equation*}
$$

This equation admits a four-parameter point Lie group [4] with no generator of the form (27). As in the previous example we let $\tilde{z}=z_{x}$ and instead of equation (96) we consider an integrated form

$$
\begin{equation*}
f=\left(z_{x}\right)^{-2} z_{x x}-z_{y}=0 . \tag{97}
\end{equation*}
$$

This equation admits [6] seven generators of point transformations including the generator

$$
\begin{equation*}
l=U(z, y) z_{x} \partial_{z} \tag{98}
\end{equation*}
$$

involving an arbitrary solution of $U_{z z}-U_{y}=0$. Comparing this with (27), we find a point transformation

$$
\begin{equation*}
X=z, \quad Y=y, \quad Z=x \tag{99}
\end{equation*}
$$

which maps (97) to the heat equation $\mathscr{A} Z=Z_{X X}-Z_{Y}=0$. From (99) it follows that $\tilde{z}=z_{x}=\left(Z_{X}\right)^{-1}$ and one can verify that the transformation

$$
\begin{equation*}
x=Z, \quad y=Y, \quad \tilde{z}=\left(Z_{X}\right)^{-1} \tag{100}
\end{equation*}
$$

transforms (96) to

$$
\begin{equation*}
\tilde{f}=Z_{X}^{-3}\left(Z_{X} D_{X}-Z_{X X}\right)\left(Z_{X X}-Z_{Y}\right)=0 \tag{101}
\end{equation*}
$$

Hence the transformation (100) maps a solution of the heat equation to a solution of (96).

The transformation (100) was previously found by separate analyses [18], [19].
The mapping in the following example cannot be related to Theorem 1.
4.3. The Liouville equation $\boldsymbol{z}_{x y}-\boldsymbol{e}^{z}=\mathbf{0}$. We consider the Liouville equation

$$
\begin{equation*}
z_{x y}-e^{z}=0 \tag{102}
\end{equation*}
$$

This equation admits a generator

$$
\begin{equation*}
l=\left[f(x) z_{x}+g(y) z_{y}+f_{x}(x)+g_{y}(y)\right] \partial_{z} \tag{103}
\end{equation*}
$$

with two arbitrary functions $\{f(x), g(y)\}$ and their derivatives. It does not admit a generator of the form (27). The invariant solution $z=u(x, y)$ associated with the above generator (103) is defined as a solution of the system

$$
\begin{align*}
& f(x) u_{x}+g(y) u_{y}+f_{x}(x)+g_{y}(y)=0  \tag{104}\\
& u_{x y}-e^{u}=0 \tag{105}
\end{align*}
$$

The solution is found to be

$$
\begin{equation*}
u=\ln \left|\frac{2 \phi_{x} \psi_{y}}{(\phi+\psi)^{2}}\right| \tag{106}
\end{equation*}
$$

where $\phi(x)=\int f^{-1} d x$ and $\psi(y)=\int g^{-1} d y$. This is the general solution of the Liouville equation [11]. Introducing $U=\phi+\psi$, we write this as

$$
\begin{equation*}
u=\ln \left|2 U^{-2} U_{x} U_{y}\right| \tag{107}
\end{equation*}
$$

Recognizing $U$ as the general solution of the equation $U_{x y}=0$, we conclude that the transformation

$$
\begin{equation*}
z=\ln \left|2 Z^{-2} Z_{x} Z_{y}\right| \tag{108}
\end{equation*}
$$

maps a solution of $Z_{x y}=0$ to a solution of $z_{x y}-e^{z}=0$. One can also see this from the equality

$$
\begin{equation*}
z_{x} g y-e^{z}=\left(Z_{x}^{-1} D_{x}+Z_{y}^{-1} D_{y}-Z_{x}^{-2} Z_{x x}-Z_{y}^{-2} Z_{y y}-2 Z^{-1}\right) Z_{x y} \tag{109}
\end{equation*}
$$

hence $Z_{x y}=0 \rightarrow z_{x y}-e^{z}=0$.
5. Concluding remarks. In this work we have shown that by examining the invariance group of a system of nonlinear differential equations we can determine definitively whether the equation is transformable to a linear system by a 1-1 mapping. Moreover the mapping can be constructed from a generator of the group. In all cases,
we need only consider group generators of the form (49) or (49') depending on no derivative higher than those of first order.

The question of the existence of noninvertible mappings relating linear and nonlinear equations is more complex. The problem of finding such a mapping is equivalent to finding a condition under which a given nonlinear equation admits a transformation leading to a factorization such as (93), (101) and (109). It was pointed out previously [19] that the existence of an infinite sequence of Lie-Bäcklund invariance groups for a given equation indicates the possibility of such a transformation, and this was used to construct the transformation (100). Such a sequence also exists for Burgers' equation [20].

Finally, with our approach it should be emphasized that even if one is unable to linearize given nonlinear differential equations, one is always left with their invariance groups. In turn these can be used for the construction of invariant solutions, conservation laws and other invariance properties of the equations.
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