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Abstract

For three specific singularly perturbed two-component reaction diffusion systems in a bounded 2-D domain admitting localized multi-spot patterns, we provide a detailed analysis of the parameter values for the onset of temporal oscillations of the spot amplitudes. The two key bifurcation parameters in each of the RD systems are the reaction-time parameter τ and the inhibitor diffusivity D. In the limit of large diffusivity D = D0/ν ≫ 1, with D0 = O(1), ν ≡ −1/ log ε and ε2 denoting the activator diffusivity, a leading-order-in-ν analysis shows that the linear stability of multi-spot patterns is determined by the spectrum of a class of nonlocal eigenvalue problems (NLEPs). The specific form for these NLEPs depends on whether τ = O(1) or τ ≫ 1. For D0 < D0c, where D0c > 0 is some critical threshold, we show from a new parameterization of the NLEP that no Hopf bifurcations leading to temporal oscillations in the spot amplitudes can occur for any O(1) value of the reaction-time parameter τ. This resolves a long-standing open problem in NLEP theory (see [33] [J. Wei, M. Winter Mathematical aspects of pattern formation in biological systems, Applied Mathematical Science Series, Vol. 189, Springer, (2014)]). Instead, by deriving a new modified NLEP appropriate to the regime τ ≫ 1, we show for the range D0 < D0c that a Hopf bifurcation will occur at some τ = τH ≫ 1, where τH has the anomalous scaling law τH ∼ ν−1ε−τc ≫ 1, for some τc satisfying 0 < τc < 2. The anomalous exponent τc is calculated from the modified NLEP for each of the three RD systems.

1 Introduction

In the large diffusivity ratio limit, two-component reaction-diffusion (RD) systems can exhibit a surprisingly wide variety of 2-D spatially localized structures including spot, stripe, and labyrinthian patterns, depending on the specific form of the nonlinear reaction kinetics (cf. [21], [15], [16]). Localized spot patterns are those for which one of the two solution components is highly localized at certain discrete points in the 2-D domain. In the absence of any O(1) time-scale instability of the spot profile, the spatial locations of the spots will typically evolve slowly towards some steady-state spot configuration. For a few specific RD systems in the singularly perturbed limit of a large diffusivity ratio, localized spot patterns have been shown to exhibit various types of instabilities and dynamical behaviors such as spot self-replication, temporal oscillations in the spot amplitudes, spot annihilation due to over-crowding, and slow spot drift (cf. [27], [10], [28]–[30], [31], [11], [3], [17], [9], [18], [19], [23]).

In this paper we provide a detailed study of the onset of temporal oscillations in the spot amplitudes for three prototypical singularly perturbed two-component RD systems in bounded 2-D domains, resolving a key open problem arising in the original linear stability analyses of [27]–[31]. In the simpler 1-D setting, the conditions for the onset of oscillations for localized spike solutions due to a Hopf bifurcation have been established for many RD models (see [5], [6], [25], [12], [2], [4], [20] and some of the references therein). More recently, [22] has developed a weakly nonlinear theory to unfold the Hopf bifurcation and determine whether 1-D spike amplitude oscillations are subcritical or supercritical. In contrast to this now well-studied 1-D problem, the corresponding problem for 2-D spot amplitude oscillations is less well
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The eigenvalues \( \lambda \) address a key open question regarding the onset of spot amplitude oscillations for multi-spot patterns in 2-D domains. By using a theoretical framework based on a nonlocal eigenvalue problem (NLEP) we will discuss and then address a key open question regarding the onset of spot amplitude oscillations for multi-spot patterns in 2-D domains.

Our analysis will be applied to three prototypical systems posed in a bounded 2-D domain \( \Omega \). The first model is the standard Gierer-Meinhardt (GM) system (see [27])

\[
v_t = \varepsilon^2 \Delta v - v + v^2 / u, \quad \tau u_t = D \Delta u - u + \varepsilon^{-2} v^2, \quad x \in \Omega. \tag{1.1}
\]

The second system is the non-dimensional Gray-Scott (GS) model, given in the scaling regime of [30] by

\[
v_t = \varepsilon^2 \Delta v - v + A uv, \quad \tau u_t = D \Delta u + 1 - u - \varepsilon^{-2} uv^2, \quad x \in \Omega. \tag{1.2}
\]

Lastly, in the scaling regime of [31], our third system is the non-dimensional Schnakenberg model given by

\[
v_t = \varepsilon^2 \Delta v - v + A uv, \quad \tau u_t = D \Delta u + 1 - \varepsilon^{-2} uv^2, \quad x \in \Omega. \tag{1.3}
\]

In each of these RD systems we impose the no-flux conditions \( \partial_n v = 0 \) and \( \partial_n u = 0 \) on \( \partial \Omega \). In (1.2) and (1.3) we refer to \( A = O(1) \) as the feed-rate parameter.

In the limit \( \varepsilon \to 0 \), each of these three RD systems admits localized \( N \)-spot quasi-equilibrium solutions where \( v \) concentrates on a set of discrete points \( x_1, \ldots, x_N \) in \( \Omega \). For these solutions, we will analyze the onset of spot amplitude temporal oscillations due to a Hopf bifurcation as the reaction-time parameter \( \tau \) exceeds a critical value. Our analysis will focus on the regime, considered originally in [27]–[31], where \( D = O(\nu^{-1}) \gg 1 \) with \( \nu \equiv -1 / \log \varepsilon \). It is on this range of \( D \) where, to leading order in \( \nu \) and for \( \tau = O(1) \), the linear stability properties of a quasi-equilibrium \( N \)-spot pattern are characterized by the spectrum of a radially symmetric NLEP of the form

\[
L_0 \Psi - \chi(\tau \lambda) w^2 \int_0^\infty \frac{w \Psi \rho d\rho}{\int_0^\infty w^2 \rho d\rho} = \lambda \Psi; \quad \Psi(0) = 0, \quad \Psi \to 0 \quad \text{as} \quad \rho \to \infty, \tag{1.4a}
\]

where \( \chi(z) \) is the multiplier of the nonlocal term. Here \( \Psi = \Psi(\rho) \) and the local operator \( L_0 \) is defined by

\[
L_0 \Psi = \Delta_\rho \Psi - \Psi + 2 w \Psi, \tag{1.4b}
\]

where \( \Delta_\rho \equiv \partial_{\rho \rho} + \rho^{-1} \partial_\rho \). In this NLEP, \( w(\rho) \) is the unique radially symmetric ground-state solution satisfying

\[
\Delta_\rho w - w + w^2 = 0, \quad 0 < \rho < \infty; \quad w(0) > 0, \quad w'(0) = 0; \quad w \to 0 \quad \text{as} \quad \rho \to \infty. \tag{1.4c}
\]

The eigenvalues \( \lambda \) of the NLEP (1.4) in \( \Re(\lambda) > 0 \) correspond to instabilities in the amplitudes of the spots in the sense that, for some function \( \Phi_j(\rho) \) related to \( \Psi(\rho) \) by an orthogonal matrix \( Q \) involving the eigenvectors of an eigenvalue-dependent Green’s matrix (see (A.22) of Appendix A), the perturbation to the quasi-equilibrium solution \( v_c \) has the form

\[
v = v_c + \sum_{j=1}^N c_j \Phi_j [\varepsilon^{-1} |x - x_j|] e^{i \tau t}. \tag{1.5}
\]

For each of these three RD systems, in the asymptotic regime where \( \tau = O(1) \) and \( D = D_0 / \nu \gg 1 \), with \( D_0 = O(1) \), there are exactly two possible choices for the multiplier \( \chi(z) \) corresponding to either synchronous or asynchronous perturbations in the spot amplitudes characterized by either \( (c_1, \ldots, c_N) = (1, \ldots, 1)^T \) or \( \sum_{j=1}^N c_j = 0 \), respectively (cf. [27]–[31]). For the \( N - 1 \) distinct asynchronous modes, an analysis of the resulting NLEP for each of these three RD systems [27]–[31] has proved that there is a model-specific critical value \( D_{0c} \) of \( D_0 \) for which the multi-spot pattern is linearly stable to asynchronous perturbations if and only if \( D_0 < D_{0c} \). For \( D_0 > D_{0c} \), this linear instability of the spot amplitudes is referred to as a competition instability since, owing to \( \sum_{j=1}^N c_j = 0 \), it preserves the average spot amplitude. From full numerical computations of the RD systems this linear instability mechanism has been found to trigger a nonlinear process through which one or more spots are annihilated in finite time (cf. [3], [17], [19]).

For the synchronous mode, where \( c_j = 1 \) for \( j = 1, \ldots, N \), for each of the three RD systems the multiplier \( \chi(z) \) of the NLEP is a bilinear function when \( D = D_0 / \nu \) and \( \tau = O(1) \). From an analysis of the NLEP (1.4) with this bilinear multiplier, the synchronous mode is known to undergo a Hopf bifurcation at some value \( \tau = \tau_H \) whenever \( D_0 > D_{0c} \).
As a result, on the range $D_0 > D_{0c}$, where the asynchronous modes are unstable for any $\tau > 0$, an additional instability due to a Hopf bifurcation associated with the synchronous mode will occur when $\tau$ exceeds some threshold $\tau_H$. This threshold depends on $D_0$ but is independent of the spatial configuration of spots.

A key long-standing open problem in NLEP theory for 2-D spot patterns has been to determine whether there is a Hopf bifurcation for the synchronous mode on the range $D_0 < D_{0c}$ where the asynchronous modes are linearly stable (cf. [33]). For $D_0 < D_{0c}$, and for each of the three RD systems above, the rigorous NLEP results in [27]–[31] for the synchronous mode have established that $\text{Re}(\lambda) < 0$ when either $0 < \tau < \tau_2$ or $\tau > \tau_3$ for some positive constants $\tau_2$ and $\tau_3$. Therefore, no Hopf bifurcations occur for the synchronous mode when $\tau$ is either sufficiently small or large. Since it is unknown whether $\tau_3 = \tau_2$ or $\tau_3 > \tau_2$, a central open problem (cf. [33]) in NLEP theory for 2-D spot patterns is to determine whether a Hopf bifurcation can occur for some intermediate range of $\tau$ when $D_0 < D_{0c}$.

For each of the three RD systems we will use a combination of analytical and numerical methods, based on the NLEP (1.4), to show that there is no $O(1)$ Hopf bifurcation threshold value of $\tau$ for the synchronous mode when $D_0 < D_{0c}$. By rederiving and then analyzing a new class of NLEPs appropriate to the regime $D = D_0/\nu \gg 1$, but with $\tau \gg 1$, we will show analytically that when $D_0 < D_{0c}$ there is a Hopf bifurcation threshold $\tau_H(\nu)$ with the anomalous scaling $\tau_H \sim \nu^{-1}e^{-\tau_\nu} \gg 1$, for some $\tau_\nu$, satisfying $0 < \tau_\nu < 2$. The key implication of our main result is that when $D < D_{0c}/\nu$ and for any $\tau = O(1)$, quasi-equilibrium multi-spot patterns are linearly stable on $O(1)$ time-scales and will therefore exhibit slow spot dynamics (cf. [3], [11], [10]) towards a true steady-state configuration.

A detailed outline of this paper is as follows:

In §2 we develop a new rigorous winding number approach to analyze the NLEP (1.4) when the multiplier $\chi(z)$ is a bilinear function. As discussed above, such a bilinear multiplier is relevant for analyzing the linear stability of multi-spot patterns for our three RD systems when $D = D_0/\nu \gg 1$ and $\tau = O(1)$. We derive some new specific conditions in terms of the coefficients in the bilinear multiplier that determine the number of unstable eigenvalues in $\text{Re}(\lambda) > 0$ of the NLEP (1.4). These results are then applied to our three RD systems, but are not sufficiently refined for resolving whether there is a Hopf bifurcation for the synchronous mode when $D_0 < D_{0c}$.

To address this issue for each of our three RD systems, in§2 we formulate and numerically implement a new parameterization of any Hopf bifurcation threshold $\tau_H(\nu)$ of $\nu$ for the NLEP (1.4) with a bilinear multiplier. For $D_0 > D_{0c}$ our parameterization shows that there is a unique Hopf threshold $\tau = \tau_H$ on $D_0 > D_{0c}$, with corresponding Hopf eigenvalue $\lambda = i\lambda_{1H}$ and $\lambda_{1H} > 0$. As $D_0 \to D_{0c}^+$ we will show that $\tau_H \to +\infty$ and $\lambda_{1H} \to 0^+$, and derive a new analytical scaling law for this limiting behavior. Most importantly, however, is that our new parameterization reveals that there is no $O(1)$ Hopf bifurcation threshold value of $\tau$ for the synchronous mode when $D_0 < D_{0c}$. Thus, we conclude from this leading-order-in-$\nu$ NLEP theory that $N$-spot quasi-equilibrium patterns are linearly stable for any $\tau = O(1)$ whenever $D < D_{0c}/\nu$.

Motivated by our observation that $\tau_H \to +\infty$ as $D_0 \to D_{0c}^-$, in §3 we analyze a new class of NLEPs, not considered previously in [27]–[31], which is relevant to the asymptotic regime $D = O(\nu^{-1}), \tau \gg 1$, with $\tau \lambda / D \gg 1$. The asymptotic derivation of these new modified NLEPs for each of the three models is given in the three appendices. By analyzing these modified NLEPs for each of the three RD systems, in §3.1–3.3 we will show that when $D_0 < D_{0c}$ there is a Hopf bifurcation threshold $\tau_H(\nu)$ with the anomalous scaling $\tau_H \sim \nu^{-1}e^{-\tau_\nu}$ for some $\tau_\nu$ in $0 < \tau_\nu < 2$. An asymptotic expansion for this anomalous exponent $\tau_\nu$ and the corresponding Hopf eigenvalue will be derived for each of the corresponding RD systems. This anomalous exponent is found to be independent of the spatial configuration of spots.

Our asymptotic result for the anomalous Hopf bifurcation threshold is not uniformly valid as $D_0 \to D_{0c}^-$, since our analysis of the anomalous exponent requires that the strict inequality $\tau_\nu > 0$ must hold. For $D_0 \to D_{0c}^-$, the Hopf threshold $\tau_H$ does depend on the spatial configuration of the spots. For the GM (1.1) and Schnakenberg (1.3) systems, in §4 we numerically compute the Hopf bifurcation threshold for the modified NLEP for the simple spatial configuration of a ring pattern of spots inside the unit disk.

For the Schnakenberg model (1.3), in §5 we extend the leading-order-in-$\nu$ NLEP theory to derive a globally coupled eigenvalue problem (GCEP) that characterizes the linear stability of multi-spot patterns, while accounting for all terms in powers of $\nu$. Although the study of this GCEP is intractable analytically, we numerically compute from it the Hopf bifurcation threshold for a ring pattern of spots in the unit disk. The resulting asymptotic prediction of the Hopf threshold for spot amplitude oscillations is then favorably compared with full numerical results computed from the Schnakenberg model (1.3) using FlexPDE6 [7]. Finally, in §6, we conclude with a brief discussion.
2 A Class of NLEPs with a Bilinear Multiplier

For the parameter range where $D = O(\nu^{-1})$ with $\nu \equiv -1/\log \varepsilon$ and for $\tau = O(1)$, the linear stability on an $O(1)$ time-scale of N-spot quasi-equilibrium solutions for either (1.1), (1.2), or (1.3) can be reduced to the study of an NLEP of the form (1.4a), where the multiplier $\chi(\tau \lambda)$ of the nonlocal term is a bilinear function of $\lambda$ of the form

$$\chi(\tau \lambda) = \frac{c + d \tau \lambda}{\epsilon + f \tau \lambda},$$

(2.1)

where $c$, $d$, $e$, and $f$ are real positive constants and $\tau \geq 0$. It is then readily shown that the discrete eigenvalues of (1.4) are the roots $\lambda$ of $g(\lambda) = 0$, defined by

$$g(\lambda) = C(\lambda) - F(\lambda),$$

(2.2)

where

$$C(\lambda) = \frac{1}{\chi(\tau \lambda)} = \frac{e + f \tau \lambda}{c + d \tau \lambda}, \quad F(\lambda) = \int_0^\infty \left[ (L_0 - \lambda)^{-1} w^2 \right] \rho \, d\rho \int_0^\infty w^2 \rho \, d\rho .$$

(2.3)

To calculate the number $M$ of discrete eigenvalues of (1.4) in $\text{Re}(\lambda) > 0$, we use the argument principle of complex analysis to determine the number of zeroes of $g(\lambda)$ in $\text{Re}(\lambda) > 0$. We determine the winding number of $g$ over the counterclockwise contour composed of the imaginary axis $-iR_c \leq \text{Im} \lambda \leq iR_c$ and the semi-circle $\Gamma_R$, given by $|\lambda| = R_c > 0$ for $|\arg \lambda| \leq \pi/2$, and then let $R_c \to +\infty$. Since $c > 0$ and $d > 0$ in (2.3), $C(\lambda)$ is analytic in $\text{Re}(\lambda) > 0$. In contrast, $F(\lambda)$ is analytic in $\text{Re}(\lambda) > 0$ except at the simple pole $\lambda = \nu_0 > 0$, where $\nu_0$ is the unique positive eigenvalue of $L_0$ (see Theorem 2.12 of [14]). For $R_c \to \infty$, we have on $\Gamma_R$ that $|C(\lambda)|$ is bounded and $|F(\lambda)| = O(1/|\lambda|) \ll 1$. As such, there is no change in the argument of $g$ over $\Gamma_R$ as $R_c \to \infty$. Then, by using $g(\lambda) = g(\bar{\lambda})$, and assuming that there are no zeros of $g(\lambda)$ on the imaginary axis, we get

$$M = 1 + \frac{1}{\pi} |\text{arg} g|_{\Gamma_I},$$

(2.4)

where $|\text{arg} g|_{\Gamma_I}$ denotes the change in the argument of $g$ along the semi-infinite imaginary axis $\Gamma_I = i\lambda_I$ with $0 \leq \lambda_I < \infty$, traversed in the downwards direction.

To calculate $|\text{arg} g|_{\Gamma_I}$, where $\lambda = i\lambda_I$ with $0 < \lambda_I < \infty$, we decompose $g(i\lambda_I)$ into real and imaginary parts, as $g(i\lambda_I) = g_R(\lambda_I) + ig_I(\lambda_I)$, to get

$$g_R(\lambda_I) = C_R(\lambda_I) - F_R(\lambda_I), \quad g_I(\lambda_I) = C_I(\lambda_I) - F_I(\lambda_I),$$

(2.5)

where

$$C_R(\lambda_I) = \frac{ec + df \tau^2 \lambda_I^2}{\epsilon^2 + d^2 \tau^2 \lambda_I^2}, \quad F_R(\lambda_I) = \frac{\int_0^\infty \rho w L_0 [L_0^2 + \lambda_I^2]^{-1} w^2 \rho \, d\rho}{\int_0^\infty \rho w^2 \rho \, d\rho},$$

$$C_I(\lambda_I) = \frac{\tau \lambda_I(f e - d c)}{\epsilon^2 + d^2 \tau^2 \lambda_I^2}, \quad F_I(\lambda_I) = \frac{\int_0^\infty \rho w [L_0^2 + \lambda_I^2]^{-1} w^2 \rho \, d\rho}{\int_0^\infty \rho w^2 \rho \, d\rho}.$$  

(2.6a, 2.6b)

As established rigorously in [24], $F_R$ and $F_I$ have the following qualitative properties:

$$F_R(\lambda_I) \sim 1 - \kappa_c \lambda_I^2 + \cdots, \quad \text{as} \quad \lambda_I \to 0^+, \quad F'_R(\lambda_I) < 0 \quad \text{for} \quad \lambda_I > 0; \quad F_R(\infty) = 0,$$

$$F_I(\lambda_I) \sim \lambda_I/2, \quad \text{as} \quad \lambda_I \to 0^+; \quad F_I(\lambda_I) > 0 \quad \text{for} \quad \lambda_I > 0; \quad F_I(\infty) = 0,$$

(2.7a, 2.7b)

where $\kappa_c > 0$ is given by

$$\kappa_c \equiv \frac{\int_0^\infty \rho (w + \rho w')^2 \rho \, d\rho}{\int_0^\infty \rho w^2 \rho \, d\rho} \approx 0.436.$$  

(2.7c)

The numerical value for $\kappa_c$ was obtained by computing the ground-state $w(\rho)$ in (1.4c) numerically. With these basic properties we now establish a few key results for the discrete spectrum of (1.4).
Lemma 2.1 Let \( \tau > 0 \) and suppose that \( C_R(0) = e/c < 1 \) and \( e/c > C_R(\infty) = f/d \). Then, \( M = 0 \), and so any discrete eigenvalue of (1.4) satisfies \( \text{Re}(\lambda) < 0 \). In addition, if \( \tau = 0 \) and \( e/c < 1 \), then \( \text{Re}(\lambda) < 0 \).

Proof: Let \( \tau > 0 \). We have \( g(0) = e/c - 1 < 0 \) and \( g(i\infty) = f/d > 0 \), and since \( fc - de < 0 \) we have upon using (2.7) and (2.6) that \( \text{Im}(g(i\lambda_I)) = g_I(\lambda_I) < 0 \) for any \( \lambda_I > 0 \). This proves that \( [\arg g]_{\Gamma_I} = -\pi \). Therefore, \( M = 0 \) from (2.4), and so \( \text{Re}(\lambda) < 0 \) for any eigenvalue of (1.4).

If \( \tau = 0 \), we have \( g(0) = e/c - 1 < 0 \) and \( g(i\infty) = e/c > 0 \), and \( g_I(\lambda_I) = -F_I(\lambda_I) < 0 \) for all \( \lambda_I > 0 \). Thus, \( [\arg g]_{\Gamma_I} = -\pi \), and \( M = 0 \) from (2.4). Hence, \( \text{Re}(\lambda) < 0 \) for any eigenvalue of (1.4).

We now establish a condition for which there is a unique positive real eigenvalue for the NLEP (1.4).

Lemma 2.2 Suppose that \( e/c > 1 \). If \( \tau = 0 \), then \( M = 1 \). If \( \tau > 0 \), and \( f/d > 1 \) then \( M = 1 \) for all \( \tau > 0 \).

Proof: If \( e/c > 1 \) and \( \tau = 0 \), then from (2.7) and (2.6), we get \( g(0) = e/c - 1 > 0 \) and \( g(i\infty) = e/c > 0 \). Since \( g_I'(\lambda_I) > 0 \), we get \( \lambda_I > 0 \) has a unique root \( \lambda_I^* > 0 \). We have \( g(0) = e/c - 1 < 0 \) and \( g(i\infty) = f/d > 0 \). If \( g_I(\lambda_I^*) < 0 \), then \( [\arg g]_{\Gamma_I} = -\pi \), and \( M = 0 \) from (2.4), while if \( g_I(\lambda_I^*) > 0 \), then \( [\arg g]_{\Gamma_I} = \pi \), and \( M = 2 \).

If \( 0 < \tau \ll 1 \), we obtain that \( \lambda_I^* = O(1) \), but \( C_I(\lambda_I^*) = O(\tau) \ll 1 \) from (2.6). Therefore, from (2.7) we have \( g_I(\lambda_I^*) = -F_I(\lambda_I^*) + O(\tau) < 0 \), which yields \( M = 0 \). Next, suppose that \( \tau \gg 1 \). If \( f/d > 1 \), then the unique root \( \lambda_I^* > 0 \) to \( g_R(\lambda_I) = 0 \) satisfies \( \lambda_I^* = O(\tau^{-1}) \ll 1 \). Since \( f/c - de > 0 \), we have \( C_I(\lambda_I^*) = O(1) > 0 \) and \( F_I(\lambda_I^*) = O(\tau^{-1}) \) from (2.6) and (2.7). This yields that \( g_I(\lambda_I^*) > 0 \), and consequently \( M = 2 \). Alternatively, if \( \tau \gg 1 \) and \( f/d < 1 \), then \( \lambda_I^* = O(1) \) and \( C_I(\lambda_I^*) = O(\tau^{-1}) \ll 1 \). This yields that \( g_I(\lambda_I^*) < 0 \), so that \( M = 0 \).

Lemma 2.3 establishes that \( \text{Re}(\lambda) < 0 \) for \( \tau > 1 \) whenever \( c/e > 1 \) and \( d/f > 1 \). The next result establishes a precise bound on \( \tau \) for which \( \text{Re}(\lambda) < 0 \) holds in this parameter regime.

Lemma 2.4 Suppose that \( e/c < 1 \) and \( f/d < 1 \). Then, any discrete eigenvalue of (1.4) satisfies \( \text{Re}(\lambda) < 0 \) when \( \tau > \tau_B \equiv 2(ce - ed)/[3(d - f)^2] \).

Proof: From equation (5.62) of [32], we have that if \( \lambda_R = \text{Re}(\lambda) \geq 0 \), then

\[
\left( \frac{\int_0^\infty \rho w^3 d\rho}{\int_0^\infty \rho w^2 d\rho} \right) \left| \chi(\tau \lambda) - 1 \right|^2 + \text{Re} \left[ \bar{\lambda} (\chi(\tau \lambda) - 1) \right] \leq 0. \tag{2.8}
\]

Since \( \int_0^\infty \rho w^3 d\rho/ \int_0^\infty \rho w^2 d\rho = 3/2 \) (see (B.1) and (B.5) of [24]), and upon defining \( z = \tau \lambda \), (2.8) becomes

\[
\frac{3}{2} \left| \chi(z) - 1 \right|^2 + \frac{1}{\tau} \text{Re} \left[ \bar{\chi}(z) - 1 \right] \leq 0. \tag{2.9}
\]

Then, upon using \( \chi(z) - 1 = [(c-e)+(d-f)z]/(e+zf) \), we calculate from (2.9) that if \( z_R \geq 0 \) then

\[
\frac{3}{2} \left| c-e+(d-f)z \right|^2 + \frac{1}{\tau} \text{Re} \left[ \bar{z} (c-e+(d-f)z) (e+zf) \right] \leq 0,
\]

\[
\frac{3}{2} \left| c-e+(d-f)z \right|^2 + \frac{1}{\tau} \text{Re} \left[ f(d-f)z^2 + e(d-f)z^2 + (c-e)zf^2 + (c-e)z \right] \leq 0.
\]
Therefore, if $z_R \geq 0$, then
\[
\frac{3}{2} (c-e+(d-f)z_R)^2 + \frac{1}{\tau} z_R f(d-f)z_R^2 + \frac{1}{\tau} (c-e)fz_R^2 + \frac{1}{\tau} e(d-f)z_R^2 \\
+ \frac{e}{\tau} (c-e)z_R + z_R \left[ \frac{3}{2} (d-f)^2 - \frac{1}{\tau} (cf-ed) \right] \leq 0. \tag{2.10}
\]

If $c/e > 1$, $z_R \geq 0$, and $d/f > 1$, then the first term is positive, and all remaining terms in (2.10) except the last one are non-negative. Hence, we have a contradiction to $z_R \geq 0$ if $3(d-f)^2/2 \geq (cf-ed)/\tau$. Thus, if $\tau > \tau_B \equiv 2(cf-ed)/(3(d-f)^2)$ then $\text{Re}(\lambda) < 0$.

### 2.1 The Gierer-Meinhardt Model

In [27] the linear stability on an $O(1)$ time-scale of an $N$-spot quasi-equilibrium pattern for the GM model (1.1) was analyzed in the parameter regime $D = O(\nu^{-1})$, with $\nu \equiv -1/\log \varepsilon \ll 1$, and where $\tau > 0$ satisfies $\tau = O(1)$ as $\varepsilon \to 0$. To leading order in $\nu$, it was proved in [27] that the linear stability of an $N$-spot pattern on an $O(1)$ time-scale is determined by the spectrum of (1.4) where $\chi$ has either of the two possible forms

\[
\chi_a \equiv \frac{2}{1+\mu}, \quad \chi_s = \frac{2}{1+\mu} \left( 1 + \mu \tau \lambda \right) \left( 1 + \tau \lambda \right), \quad \text{where} \quad \mu \equiv \frac{2\pi ND_0}{|\Omega|}. \tag{2.11}
\]

Here $D_0 \equiv Dv$ and $|\Omega|$ is the area of $\Omega$. The multipliers $\chi_a$ and $\chi_s$ correspond to either asynchronous or synchronous perturbations of the spot amplitudes, respectively (see [27]).

For the asynchronous mode, with multiplier $\chi_a$, we identify from (2.1) that $e/c = (1+\mu)/2$ and $\tau = 0$. Since $e/c < 1$ if $\mu < 1$, we conclude from the second statement of Lemma 2.1 that $\text{Re}(\lambda) < 0$ when $0 < \mu < 1$. Alternatively, when $\mu > 1$, the first statement of Lemma 2.2 proves that there is a unique real unstable eigenvalue in $\text{Re}(\lambda) > 0$. Therefore, $\mu = 1$ is the stability threshold for the asynchronous modes.

Next, consider the synchronous mode, with multiplier $\chi_s$ given in (2.11). From (2.1) we identify that $e/c = 1/2$ and $f/d = (1+\mu)/2$. Since $e/c < 1$ and $e/c < f/d$ for all $\mu > 0$, we conclude from the first statement of Lemma 2.3 that $\text{Re}(\lambda) < 0$ for $0 < \tau < 1$. Since $f/d > 1$ iff $\mu > 1$, we conclude from the second statement of Lemma 2.3 that if $\mu > 1$ there are exactly two discrete eigenvalues of (1.4) in $\text{Re}(\lambda) > 0$ when $\tau \gg 1$. Since the multiplier $\chi_s$ in the NLEP depends on the product $\tau \lambda$, eigenvalues cannot enter $\text{Re}(\lambda) > 0$ through the origin $\lambda = 0$ as $\tau$ is increased. Therefore, by continuity in $\tau$, there must be a Hopf bifurcation (HB) value of $\tau$ and complex conjugate eigenvalue pair $\lambda = \pm i\lambda_{1H}$ with $\lambda_{1H} > 0$, possibly non-unique, for the synchronous mode when $\mu > 1$. Alternatively if $0 < \mu < 1$, for which $f/d < 1$, we conclude from Lemma 2.3 that $\text{Re}(\lambda) < 0$ when $\tau \gg 1$. More precisely, Lemma 2.4 yields the bound that $\text{Re}(\lambda) < 0$ when $\tau > \tau_B = 4\mu/3(1 - \mu)^2$.

A key open question, unresolved from the analysis above or in [27], is whether there is a HB value of $\tau$ for the synchronous mode when $0 < \mu < 1$. Our rigorous results above, and obtained in [27], establish that $\text{Re}(\lambda) < 0$ on $0 < \mu < 1$ whenever $\tau$ is either sufficiently small or sufficiently large. The open question of [27] for the synchronous mode is to establish whether or not $\text{Re}(\lambda) < 0$ for all $\tau > 0$ when $0 < \mu < 1$.

We examine this open question numerically, by developing a new parameterization of any HB value $\tau = \tau_H(\mu)$, as obtained by setting $g(i\lambda_I) = 0$ in (2.5) with (2.11) for $\chi_s$, which yields

\[
\frac{1}{2} \left( \frac{1 + i\tau \lambda_I}{1 + \mu + i\tau \lambda_I} \right) = \mathcal{F}_R(\lambda_I) + i\mathcal{F}_I(\lambda_I). \tag{2.12}
\]

We let $\mu = \mu(\lambda_I)$ and $\tau_H(\lambda_I)$ for $\lambda_I > 0$, and after separating (2.12) into real and imaginary parts, we obtain the parameterization

\[
\mu = \frac{4|\mathcal{F}|^2 + 1 - F_R}{2F_R - 1}, \quad \tau_H = \frac{2|\mathcal{F}|^2 - F_R}{\lambda_I\mathcal{F}_I}, \tag{2.13}
\]

where $|\mathcal{F}|^2 = F_R^2 + F_I^2$. Here we have labelled $F_R \equiv F_R(\lambda_I)$ and $F_I \equiv F_I(\lambda_I)$. 
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as defined in (2.7c), this yields the limiting behavior $F_2$ uniqueness of this root follows from the monotonicity property of (1.4) where there are two choices for the multiplier $\chi$, perturbations of the spot amplitudes. These multipliers are given by $\chi_\alpha \equiv \frac{2}{1 + \alpha}$, $\chi_s \equiv \frac{2(\mu + \tau \lambda)}{\mu + (\alpha + 1)\tau \lambda}$, where $\mu \equiv \frac{2\pi ND_0}{|\Omega|}$, $\alpha \equiv \frac{4\pi^2 bD_0 \lambda^2}{|\Omega|^2 A^2}$. (2.15)

By varying $\lambda_I$ on $0 < \lambda_I < \infty$, and numerically computing $\mathcal{F}_R$ and $\mathcal{F}_I$ from (2.6), we obtain the Hopf bifurcation curve in the $\mu > 0$ and $\tau > 0$ parameter plane as shown in Fig. 1(a). The corresponding eigenvalue, denoted by $\lambda_{IH}$, is plotted versus $\mu$ in Fig. 1(b). From Fig. 1(a,b), we observe that there is a unique HB threshold $\tau_H$ for the synchronous mode only on the range $\mu > 1$, and that $\tau_H \to +\infty$ and $\lambda_{IH} \to 0^+$ as $\mu \to 1^+$. Since our computations show that there is no HB threshold value of $\tau$ for the range $0 < \mu < 1$, we conclude that the synchronous mode is linearly stable when $\mu < 1$ for any $\tau > 0$, which resolves the open problem of [27]. Since the asynchronous mode is also linearly stable when $0 < \mu < 1$, as we showed above, we conclude that, for any $\tau > 0$ independent of $\varepsilon$, an $N$-spot quasi-equilibrium pattern is linearly stable on the parameter regime $D = O(\nu^{-1})$ whenever $D_0 < |\Omega|/(2\pi N)$, where $D = D_0/\nu$.

The asymptotic behavior as $\mu \to 1^+$ and in the shadow-limit $\mu \to \infty$ of the HB threshold in Fig. 1 is readily established. For $\mu \to +\infty$, we have that $\lambda_{IH} \to \lambda_{IH}\infty$, where $\lambda_{IH}\infty \approx 1.59$ is the unique root of $\mathcal{F}_R(\lambda_I) = 1/2$. The uniqueness of this root follows from the monotonicity property of $\mathcal{F}_R$ in (2.7). This yields from (2.13) that $\tau_H \to \tau_{H\infty} \equiv 2\mathcal{F}_I(\lambda_{IH}\infty)/\lambda_{IH}\infty \approx 0.563$ as $\mu \to \infty$. Now for $\mu \to 1^+$, for which $\lambda_{IH} \to 0$, we use the local behavior as $\lambda_I \to 0$ of $\mathcal{F}_R$ and $\mathcal{F}_I$ given in (2.7b) to readily derive from (2.13) that $\mu \sim 1 + \lambda_I^2(1 - 2k_c) + \cdots$ and $\tau_H \sim 2/\lambda_I^2$. In terms of $k_c \approx 0.436$, as defined in (2.7c), this yields the limiting behavior

$$\tau_H \sim \frac{2(1 - 2k_c)}{\mu - 1}, \quad \lambda_{IH} \sim \frac{\mu - 1}{1 - 2k_c}, \quad \text{as} \quad \mu \to 1^+. \quad (2.14)$$

2.2 The Schnakenberg Model

In [31] the linear stability of an $N$-spot quasi-equilibrium pattern for the Schnakenberg model (1.3) was analyzed for the parameter range $D = O(\nu^{-1})$, with $\nu \equiv -1/\log \varepsilon \ll 1$, where $\tau = O(1)$ as $\varepsilon \to 0$. To leading order in $\nu$, the analysis in [31] proved that the linear stability of an $N$-spot pattern on an $O(1)$ time-scale is determined by the spectrum of (1.4) where there are two choices for the multiplier $\chi$, corresponding to either asynchronous, $\chi_\alpha$, or synchronous, $\chi_s$, perturbations of the spot amplitudes. These multipliers are given by

$$\chi_\alpha \equiv \frac{2}{1 + \alpha}, \quad \chi_s = \frac{2(\mu + \tau \lambda)}{\mu + (\alpha + 1)\tau \lambda}, \quad \text{where} \quad \mu \equiv \frac{2\pi ND_0}{|\Omega|}, \quad \alpha \equiv \frac{4\pi^2 bD_0 \lambda^2}{|\Omega|^2 A^2}. \quad (2.15)$$

Here $D = D_0/\nu$, $|\Omega|$ is the area of $\Omega$, and $b \equiv \int_0^\infty p \omega^2 dp \approx 4.935$, where $\omega(\rho)$ is the ground-state of (1.4c).

For the asynchronous mode, with multiplier $\chi_\alpha$, (2.1) yields that $c/e = (1 + \alpha)/2$ and $\tau = 0$. From Lemma 2.1 and Lemma 2.2 we conclude that $\text{Re}(\lambda) < 0$ iff $\alpha < 1$ and that there is a unique unstable real eigenvalue of (1.4) when $\alpha > 1$. By using (2.15) for $\alpha$, we conclude that an $N$-spot quasi-equilibrium pattern is linearly stable to asynchronous
perturbations in the spot amplitudes iff

\[ A > A_c \equiv \frac{2\pi N}{|\Omega|} \sqrt{bD_0}, \quad b = \int_0^\infty \rho w^2 \, d\rho \approx 4.935. \]  

(2.16)

![Figure 2: Plot of the HB threshold \( \tau_H \) (left panel) and imaginary eigenvalue \( \lambda_{IH} \) (right panel) versus \( \alpha \) for the synchronous mode of instability for the Schnakenberg model when \( \mu = 2 \), as obtained from (2.18). There is no HB threshold for \( \alpha < 1 \), and \( \tau_H \to +\infty \) while \( \lambda_{IH} \to 0^+ \) as \( \alpha \to 1^+ \). The asymptotic results given in (2.19) (dashed curves) for \( \tau_H \) and \( \lambda_{IH} \) as \( \alpha \to 1^+ \) shown in the two inserts agree well with the numerical results from (2.18).](image)

Next, we consider the synchronous mode with multiplier \( \chi_s \). From (2.15) and (2.1) we identify that \( e/c = 1/2, f/d = (1+\alpha)/2 \), and so \( e/c < f/d \) for all \( \alpha > 0 \). From Lemma 2.3 we conclude that \( \text{Re}(\lambda) < 0 \) for \( 0 < \alpha \ll 1 \). In addition, for \( \alpha > 1 \) there are exactly two discrete eigenvalues of (1.4) in Re(\( \lambda \)) > 0 when \( \tau \gg 1 \), and so by continuity in \( \tau \) there must be a HB value of \( \tau \), possibly non-unique, for the synchronous mode when \( \alpha > 1 \). In contrast, when \( 0 < \alpha < 1 \), Lemma 2.3 yields that \( \text{Re}(\lambda) < 0 \) when \( \tau \gg 1 \).

This qualitative behavior of a HB threshold for the Schnakenberg model is identical to that for the GM model considered in (2.2). The key open question, unresolved from the analysis above or in [31], is whether there is a HB threshold for \( \tau \) for the synchronous mode when \( 0 < \alpha < 1 \).

To address this question numerically, we seek a parameterization of any HB value \( \tau = \tau_H(\alpha) \) by setting \( g(i\lambda_I) = 0 \) in (2.5) with (2.15) for \( \chi_s \). This involves taking the real and imaginary parts of

\[ \frac{(\alpha + 1)\tau \lambda_I + \mu}{2\mu + 2i\tau \lambda_I} = F_R(\lambda_I) + iF_I(\lambda_I). \]  

(2.17)

With this characterization, and analogous to (2.13), we readily obtain the following parametric description of the HB threshold in the form \( \alpha = \alpha(\lambda_I) \) and \( \tau_H(\lambda_I) \) for \( \lambda_I > 0 \):

\[ \alpha = \frac{4|F|^2 + 1 - F_R}{2F_R - 1}, \quad \tau_H = \frac{\mu(2F_R - 1)}{2\lambda_I F_I}. \]  

(2.18)

By using the local behavior for \( F_R \) and \( F_I \) as \( \lambda_I \to 0 \) given in (2.7b), we calculate from (2.18) that

\[ \tau_H \sim \frac{\mu(1 - 2\kappa_c)}{\alpha - 1}, \quad \lambda_{IH} \sim \sqrt{\frac{\alpha - 1}{1 - 2\kappa_c}}, \quad \text{as} \quad \alpha \to 1^+. \]  

(2.19)

By using the parameterization (2.18), in Fig. 2 we plot the HB threshold \( \tau_H \) and corresponding eigenvalue \( \lambda_{IH} \) versus \( \alpha \) for a fixed value \( \mu = 2 \). These results show that there is a unique HB threshold for the synchronous mode only on the range \( \alpha > 1 \), and that the limiting asymptotic behavior in (2.19) as \( \alpha \to 1^+ \) agrees well with the numerical results from (2.18). There is no HB threshold value of \( \tau \) for the range \( 0 < \alpha < 1 \) for the synchronous mode, and so we conclude for this mode that \( \text{Re}(\lambda) < 0 \) when \( 0 < \alpha < 1 \) for any \( \tau > 0 \). Owing to the fact that the asynchronous mode is also linearly stable when \( 0 < \mu < 1 \), we conclude that, for any \( \tau > 0 \) with \( \tau = O(1) \), an \( N \) spot quasi-equilibrium pattern is linearly stable on an \( O(1) \) time-scale on the parameter regime \( D = O(\nu^{-1}) \) when \( A > A_c \), where \( A_c \) is defined in (2.16).
2.3 The Gray-Scott Model

In [30] the linear stability of an N-spot quasi-equilibrium pattern for the Gray-Scott (GS) model (1.2) was analyzed for the parameter range \( D = O(\nu^{-1}) \) and \( A = O(1) \), with \( \nu \equiv -1/\log \varepsilon \ll 1 \), where \( \tau = O(1) \) as \( \varepsilon \to 0 \). A key feature of the GS model in this regime is that quasi-equilibrium multi-spot patterns exhibit a saddle-node bifurcation structure in which the feed-parameter \( A \) is related to the common spot amplitude, characterized by the parameter \( S_0 \), through the nonlinear algebraic equation (see Appendix B)

\[
A_0 \mu^{1/2} = (1 + \mu) S_0 + \frac{b}{S_0}, \quad \mu \equiv \frac{2\pi ND_0}{|\Omega|}, \quad A_0 \equiv A \sqrt{\frac{|\Omega|}{2\pi N}}. \tag{2.20}
\]

Here \( D = D_0/\mu \) and \( b \equiv \int_0^\infty \rho w^2 d\rho \approx 4.935 \), where \( w (\rho) \) is the ground-state satisfying (1.4c). For \( \mu = 2 \), the bifurcation diagram of \( S_0 \) versus \( A_0 \) is shown in Fig. 3. The saddle-node bifurcation point where \( dA_0/dS_0 = 0 \) occurs at \( A_0 = A_{0f} \equiv 2 [b(1 + \mu)/\mu]^{1/2} \) when \( S_0 = S_{0f} \equiv [b/(1 + \mu)]^{1/2} \).

At each point on the bifurcation curve (2.20), the linear stability of the N-spot quasi-equilibrium pattern on an \( O(1) \) time-scale is characterized by the spectrum of the NLEP (1.4) where the multiplier \( \chi \) has, once again, two distinct forms corresponding to either asynchronous or synchronous perturbations of the spot amplitudes (see Appendix B). These multipliers are

\[
\chi_a = \frac{2S_0^2}{b + S_0^2}, \quad \chi_s = \frac{2S_0^2(1 + \mu + \tau \lambda)}{b(1 + \tau \lambda) + S_0^2(1 + \mu + \tau \lambda)}. \tag{2.21}
\]

![Figure 3: The bifurcation diagram of the common spot amplitude, measured by \( S_0 \), versus the feed-rate parameter \( A_0 \) from (2.20) for the GS model with \( \mu = 2 \). The saddle-node point is at \( S_0 = S_{0f} = [b/(1 + \mu)]^{1/2} \) and \( A_0 = A_{0f} \equiv 2 [b(1 + \mu)/\mu]^{1/2} \), where \( b \approx 4.935 \). On the upper (solid) branch, where \( S_0 > S_{0c} \equiv \sqrt{b} \), the asynchronous mode is linearly stable, and the synchronous is linearly stable for all \( \tau > 0 \). On the middle (dashed) portion, where \( S_{0f} < S_0 < S_{0c} \), the asynchronous mode is unstable, and the synchronous mode undergoes a Hopf bifurcation at some \( \tau = \tau_H(S_0) > 0 \). On the lower (dashed-dotted) branch, where \( S_0 < S_{0f} \), the asynchronous mode is unstable, and the synchronous mode is unstable for any \( \tau \geq 0 \).

For the **asynchronous mode**, with multiplier \( \chi_a \), we compare (2.21) and (2.1) to identify that \( e/c = (b + S_0^2)/[2S_0^2] \) and \( f/d = 1 \). We calculate \( e/c > 1 \) iff \( S_0 < S_{0c} \equiv \sqrt{b} \). From Lemma 2.1 and the first statement of Lemma 2.2 we conclude that \( \text{Re}(\lambda) < 0 \) when \( S_0 > S_{0c} \), and that there is a unique unstable real eigenvalue of (1.4) whenever \( S_0 < S_{0c} \). As shown in Fig. 3 it is only along the solid-shaded portion of the bifurcation curve that the N-spot pattern is linearly stable to asynchronous perturbations. We refer to \( S_{0c} \equiv \sqrt{b} \), and the corresponding feed-rate value \( A_0 = A_{0c} \equiv (2 + \mu)\sqrt{b/\mu} \), as the competition-stability threshold.

For the **synchronous mode** with multiplier \( \chi_s \), we compare (2.21) and (2.1) to identify \( e/c \) and \( f/d \) as

\[
e/c = \frac{1}{2} + \frac{b}{2S_0^2(1 + \mu)}, \quad f/d = \frac{1}{2} + \frac{b}{2S_0^2}. \tag{2.22}
\]

Since \( \mu > 0 \), it follows that \( e/c < f/d \). We observe that \( e/c < 1 \) iff \( S_0 > S_{0f} \), whereas \( f/d < 1 \) iff \( S_0 > S_{0c} \). On the lower branch (dashed-curve) of the bifurcation curve in Fig. 3 where \( S_0 < S_{0f} \) we have \( 1 < e/c < f/d \). From the second
statement of Lemma 2.2 we conclude that the NLEP (1.4) has a unique positive real eigenvalue for any $\tau \geq 0$. Therefore, this lower solution branch is unconditionally unstable to synchronous perturbations of the spot amplitudes. Next, along the middle branch (dashed-dotted curve) of the bifurcation curve of Fig. 3 where $S_{0f} < S_0 < S_{0c}$, we have $e/c < 1$ while $f/d > 1$. We conclude from Lemma 2.3 that $\text{Re}(\lambda) < 0$ when $\tau \ll 1$ and that there are exactly two discrete eigenvalues of (1.4) in $\text{Re}(\lambda) > 0$ when $\tau \gg 1$. Therefore, along this middle branch, where $S_{0f} < S_0 < S_{0c}$, there must be a HB value of $\tau$, possibly non-unique, for the synchronous mode. A parameterization for this Hopf bifurcation curve is given below in (2.24). Finally, along the upper branch (solid curve) of the bifurcation curve of Fig. 3 where $S_0 > S_{0c}$, in which the asynchronous mode is linearly stable, we have $e/c < f/d < 1$. We conclude from Lemma 2.3 that $\text{Re}(\lambda) < 0$ when $0 < \tau \ll 1$ and when $\tau \gg 1$, with no stability information for intermediate values of $\tau$.

The primary open question, unresolved this analysis and that in [30], is to determine whether there is a HB threshold for $\tau$ for the synchronous mode along the upper solution branch when $S_0 > S_{0c}$. For this range of $S_0$, we recall that the asynchronous mode is linearly stable.

![Figure 4](image1.png)  

**Figure 4:** Plot of the HB threshold $\tau_H$ (left panel) and imaginary eigenvalue $\lambda_{IH}$ (right panel) versus $S_0$ for the synchronous mode of instability for the GS model on the interval $S_{0f} < S_0 < S_{0c}$ when $\mu = 2$, as obtained from (2.24). There is no HB threshold for $S_0 > S_{0c}$, and $\tau_H \to +\infty$ while $\lambda_{IH} \to 0^+$ as $S_0 \to S_{0c}$. The asymptotic results given in (2.25b) (dashed curves) for $\tau_H$ and $\lambda_{IH}$ as $S_0 \to S_{0c}$ shown in the two inserts agree well with the numerical results from (2.24).

To study this question, we numerically seek a parameterization of any HB threshold in the form $\tau = \tau_H(\mu)$ and $S_0 = S_0(\mu)$, which implicitly yields $\tau = \tau_H(S_0)$. By setting $g(i\lambda_I) = 0$ in (2.5), we obtain from (2.21) with $\chi_s$ the complex-valued equation

$$
\frac{S_{0}^2(1 + \mu + i\tau\lambda_I) + b(1 + i\tau\lambda_I)}{2S_{0}^2(1 + \mu + i\tau\lambda_I)} = \mathcal{F}_R(\lambda_I) + i\mathcal{F}_I(\lambda_I),
$$

(2.23)

which yields

$$
1 + \mu + \frac{b}{S_{0}^2} = 2(1 + \mu)\mathcal{F}_R - 2\tau\lambda_I\mathcal{F}_I, \quad \tau\lambda_I \left( \frac{b}{S_{0}^2} + 1 \right) = 2\mathcal{F}_I(1 + \mu) + 2\tau\lambda_I\mathcal{F}_R.
$$

By eliminating $\tau\lambda_I$, we obtain a quadratic equation for $b/S_{0}^2$, which has two possible roots. After some algebraic simplification we obtain that

$$
\tau_H = \frac{1}{4\lambda_I\mathcal{F}_I} \left[ \mu (2\mathcal{F}_R - 1) \pm \sqrt{\mu^2 (2\mathcal{F}_R - 1)^2 - 16\mathcal{F}_I^2(1 + \mu)} \right],
$$

(2.24a)

$$
S_0 = \sqrt{b} \left[ (2\mathcal{F}_R - 1) \left( 1 + \frac{\mu}{2} \right) \pm \frac{1}{2} \sqrt{\mu^2 (2\mathcal{F}_R - 1)^2 - 16\mathcal{F}_I^2(1 + \mu)} \right]^{-1/2}.
$$

(2.24b)

By sweeping in $\lambda_I$ and using (2.24), in Fig. 4 we plot the HB threshold $\tau_H$ and corresponding eigenvalue $\lambda_{IH}$ versus $S_0$ for a fixed value $\mu = 2$. Our results show that a unique HB threshold occurs for the synchronous mode only on the middle (dashed) branch of the bifurcation curve in Fig. 3 for which $S_{0f} < S_0 < S_{0c}$. There is no HB value of $\tau$ for the synchronous mode on the upper branch where $S_0 > S_{0c}$. As a remark, in our sweep in $\lambda_I$ using (2.24), both choices of
the sign in (2.24) were needed to cover the full range $S_0 < S_0 < S_{0c}$, with the discriminant of the square root vanishing at the intermediate value $\lambda_I \approx 0.4962$ when $\mu = 2$.

Finally, we use (2.24) to determine the limiting behavior as $S_0 \to S_0^+_f$ and as $S_0 \to S_{0c}$ of the HB threshold $\tau_H$, as observed in Fig. 4(a). To calculate the limiting behavior of $\tau_H$ as $S_0 \to S_0^+_f$, we substitute the local behavior for $F_R$ and $F_I$ as $\lambda_I \to 0$ from (2.27b) into (2.24a) and choose the minus sign. Then, by using the asymptotic estimate $x - \sqrt{x^2 - h} \sim h/(2x)$ for $h \ll 1$ and $x > 0$, with $x = \mathcal{O}(1)$, we obtain

$$\tau_H = \lim_{\lambda_I \to 0} \frac{1}{2\lambda_I^2} \left[ \mu \left( 1 - 2\kappa c \lambda_I^2 \right) - \sqrt{\mu^2 \left( 1 - 2\kappa c \lambda_I^2 \right)} - 4\lambda_I^2 (1 + \mu) \right] = \lim_{\lambda_I \to 0} \frac{1}{2\lambda_I^2} \left[ 4\lambda_I^2 (1 + \mu) \right].$$

This yields that

$$\tau_H \to \frac{(1 + \mu)}{\mu}, \quad \text{as} \quad S_0 \to S_0^+ = \sqrt{\frac{b}{1 + \mu}}. \quad (2.25a)$$

For $\mu = 2$, this yields $\tau_H \to 1.5$ as $S_0 \to S_0^+_f$, and is consistent with the results in Fig. 4(a). Next, we consider the limiting behavior for $\tau_H$ and $\lambda_{IH}$ as $S_0 \to S_{0c}^-$. We use the local behavior for $F_R$ and $F_I$ as $\lambda_I \to 0$ in (2.27b) with the plus sign and in (2.24a) with the minus sign. This leads to $b/S_0^c \sim 1 + \lambda_I^2 (1 - 2\kappa c + \mu^{-1})$ and $\tau_H \sim \mu/\lambda_I^2$. This yields the limiting behavior

$$\lambda_{IH} \sim \sqrt{\frac{b - S_0^2}{S_0^2 (1 - 2\kappa c + \mu^{-1})}}, \quad \tau_H \sim \frac{S_0^2 \left[ 1 + \mu (1 - 2\kappa c) \right]}{b - S_0^2}, \quad \text{as} \quad S_0 \to S_{0c}^- \quad (2.25b)$$

In the inserts of Fig. 4, this limiting behavior in (2.25b) is favorably compared with numerical results computed from the parameterization (2.24).

### 3 Anomalous Scaling of the Hopf Bifurcation Threshold

The central result of §2 for the GM, Schnakenberg, and GS models is that, for the range $D = D_0/\nu$ and $\tau = \mathcal{O}(1)$, there is no synchronous oscillatory instability of the spot amplitudes for an $N$-spot quasi-equilibrium pattern in the parameter range where the asynchronous mode is linearly stable.

However, the key limitation on the NLEP analysis in §2 is that the bilinear multiplier $\chi$ in (2.1) is valid only under the assumption that $D = \mathcal{O}(\nu^{-1})$ and $\tau = \mathcal{O}(1)$. Since the HB threshold $\tau_H$ was found in §2 to become unbounded at the edge of the instability threshold for the asynchronous mode, this suggests that we need to re-derive the appropriate form of the NLEP and its multiplier for the case where $\tau$ can be asymptotically large as $\varepsilon \to 0$. By studying this modified NLEP problem we will show that there is a HB threshold $\tau_H$, for which $\tau_H \to \infty$ as $\varepsilon \to 0$, in the parameter range where the asynchronous mode is linearly stable.

#### 3.1 The Gierer-Meinhardt Model

As shown in Appendix C, the modified NLEP problem for $\Psi = \Psi(\rho)$, valid for $D = D_0/\nu$ and arbitrary $\tau$, is

$$L_0 \Psi - \sigma_j(\lambda) w^2 \int_0^\infty w \Psi_0 d\rho = \lambda \Psi, \quad \Psi \to 0 \quad \text{as} \quad \rho \to \infty, \quad (3.1a)$$

where the local operator $L_0$ is defined in (1.4b), and where $w(\rho)$ is the ground-state solution satisfying (1.4c). In (3.1a), there are $N$ choices of the multiplier $\sigma_j(\lambda)$, given by

$$\sigma_j(\lambda) = \frac{2}{1 + \mu} (1 + 2\pi \nu k_{\lambda,j} \rho), \quad j = 1, \ldots, N; \quad \mu = \frac{2\pi N D_0}{|\Omega|}. \quad (3.1b)$$

Here $D = D_0/\nu$, and $k_{\lambda,j}$ are the eigenvalues of the $\lambda$-dependent Green’s matrix $G_\lambda$ given by

$$G_{\lambda} \nu_j = \kappa_{\lambda,j} \nu_j, \quad j = 1, \ldots, N. \quad (3.2)$$
The entries of this Green’s matrix are obtained from the reduced-wave Green’s function $G_\lambda(x; x_i)$, defined by

$$\Delta G_\lambda - \theta_\lambda^2 G_\lambda = -\delta(x - x_i), \quad x \in \Omega; \quad \partial_n G_\lambda = 0, \quad x \in \partial \Omega, \quad (3.3a)$$

$$G_\lambda(x; x_i) = -\frac{1}{2\pi} \log |x - x_i| + R_{\lambda,i} + o(1), \quad \text{as} \quad x \to x_i, \quad (3.3b)$$

where $R_{\lambda,i}$ is the regular part of $G_\lambda(x; x_i)$ at $x = x_i$. Here $\theta_\lambda^2 \equiv \nu(1 + \tau \lambda)/D_0$. In (3.2), and in terms of the spatial configuration $x_1, \ldots, x_N$ of the localized spots, the entries of this Green’s matrix $G_\lambda$ are

$$(G_\lambda)_{ij} = G_\lambda(x_j; x_i), \quad i \neq j; \quad (G_\lambda)_{jj} = R_{\lambda,j}. \quad (3.4)$$

We first show how to recover the NLEP for the GM model given by (1.4a), where the two multipliers are given in (2.11). For $\tau = O(1)$, we readily calculate from (3.3) that for $\nu \ll 1$

$$G_\lambda = \frac{D_0}{\nu(1 + \tau \lambda) |\Omega|} + G_0 + O(\nu), \quad R_{\lambda} = \frac{D_0}{\nu(1 + \tau \lambda) |\Omega|} + R_0 + O(\nu), \quad (3.5)$$

where $G_0$ is the Neumann Green’s function with regular part $R_0$, satisfying (A.4). Thus, for $\nu \ll 1$, the Green’s matrix $G_\lambda$ is

$$G_\lambda = \frac{D_0N}{\nu(1 + \tau \lambda) |\Omega|} E + G_0 + O(\nu), \quad E = \frac{1}{N} \epsilon \epsilon^T, \quad (3.6)$$

where $\epsilon = (1, \ldots, 1)^T$. Now since $E \epsilon = \epsilon$ and $E \epsilon_j = 0$ for $j = 2, \ldots, N$, where $q_j^T \epsilon = 0$, the eigenvalues $\kappa_{\lambda,j}$ of $G_\lambda$ are $\kappa_{\lambda,1} \sim D_0N/[\nu(1 + \tau \lambda) |\Omega|]$ and $\kappa_{\lambda,j} = O(1)$ for $j = 2, \ldots, N$. In this way, we get

$$2\pi \nu \kappa_{\lambda,1} \sim \frac{\mu}{1 + \tau \lambda}; \quad 2\pi \nu \kappa_{\lambda,j} = O(\nu), \quad \text{for} \quad j = 2, \ldots, N. \quad (3.7)$$

Upon substituting (3.7) into (3.1b) we recover the multipliers for the synchronous and asynchronous modes given in (2.11) for the case where $D = D_0/\nu$ and $\tau = O(1)$. In this parameter regime, the $N - 1$ modes $v_j = q_j$ for $j = 2, \ldots, N$, correspond to asynchronous perturbations in the spot amplitudes, which conserve the sum of the spot amplitudes via $q_j^T \epsilon = 0$, while $v_1 = \epsilon$ is the mode for which this perturbation is synchronous.

Our main focus here is to consider the new limit where $\tau \gg 1$ so that $|\nu(1 + \tau \lambda) |\Omega| \gg 1$ in (3.3). In this limit, $G_\lambda(x; x_i)$ decays rapidly away from $x_i$ so that, except within a thin boundary layer near $\partial \Omega$, we have

$$G_\lambda(x; x_i) \sim \frac{1}{2\pi} K_0(\theta_\lambda |x - x_i|), \quad \theta_\lambda \equiv \sqrt{\frac{(1 + \tau \lambda) \nu}{D_0}}. \quad (3.8)$$

Here we must specify the principal branch of the square root so that $G_\lambda(x; x_i)$ decays exponentially away from $x_i$. By using the well-known behavior $K_0(z) \sim -\log z + \log 2 - \gamma + O(z^2 \log z)$, where $\gamma \approx 0.57721 \ldots$ is Euler’s constant, we calculate that the regular part of (3.8) is independent of $x_i$, and as $x \to x_i$

$$G_\lambda(x; x_i) \sim -\frac{1}{2\pi} \log |x - x_i| + R_\lambda; \quad R_\lambda \equiv \frac{1}{2\pi} \left(-\frac{1}{2} \log (\nu(1 + \tau \lambda)) + \log \left(2\sqrt{D_0}\right) - \gamma\right). \quad (3.9)$$

When $|\theta_\lambda| > 1$, the off-diagonal entries of the Green’s matrix are exponentially small, and satisfy

$$(G_\lambda)_{i,j} = O \left(|x_i - x_j|^{-1/2} e^{-\theta_\lambda |x_i-x_j|}\right) \ll 1, \quad \text{for} \quad |x_i - x_j| = O(1), \quad (3.10)$$

since $\text{Re}(\theta_\lambda) > 0$. Therefore, when $|\theta_\lambda| \gg 1$, we have that $G_\lambda$ is, asymptotically, a multiple of the identity, given by $G_\lambda \sim R_\lambda I$. As a result, the eigenvalues of $G_\lambda$ in (3.2) are, asymptotically, the common value $\kappa_{\lambda,j} \sim R_\lambda$ for $j = 1, \ldots, N$.

We remark that in this regime where $|\theta_\lambda| \gg 1$, the temporal oscillations of the spot amplitudes can no longer be classified as being either synchronous or asynchronous. In fact, since $G_\lambda$ is, asymptotically, a multiple of the identity, the perturbations of the spot amplitudes, characterized by the vectors $v_j$ for $j = 1, \ldots, N$, now span all of $\mathbb{R}^N$. 
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A key observation is that in order to make \( \nu \kappa_{\lambda,j} = \mathcal{O}(1) \) in the multiplier (3.1b) of the NLEP (3.1a) we need to allow for \( \tau \gg 1 \) and introduce a re-scaling of this parameter in terms of \( \varepsilon \). This is done by defining a new parameter \( \tau_c > 0 \) via

\[
\tau \equiv \frac{\varepsilon^{-\tau_c}}{\nu}, \quad \tau_c > 0.
\]

(3.11)

When \( \tau_c > 0 \), we have \( \tau \gg 1 \), with the scaling being *anomalous in \( \varepsilon \).* However, from the self-consistency condition of (A.11) of Appendix A we require that \( \varepsilon^2 \tau \lambda/D \ll 1 \). With (3.11) and \( D = D_0/\nu \), this requirement is satisfied provided that \( \tau_c \) is not too large, i.e. that

\[
\frac{\varepsilon^{2-\tau_c} \lambda}{D_0} \ll 1.
\]

(3.12)

By combining (3.11) with (3.9), we calculate that

\[
2 \pi \nu \kappa_{\lambda,j} = -\frac{\tau_c}{2} + \nu K_c, \quad K_c \equiv -\frac{1}{2} \log (\lambda + \nu \varepsilon^{\tau_c}) + \log \left( 2 \sqrt{D_0} \right) - \gamma,
\]

so that the \( N \) multipliers in (3.1b) collapse to a common multiplier when \( |\theta| \gg 1 \), given by

\[
\sigma_j(\lambda) = \sigma_{gm}(\lambda) \equiv \frac{2}{1 + \mu} \left( 1 - \frac{\tau_c}{2} + \nu K_c \right).
\]

(3.13)

The discrete eigenvalues of the modified NLEP (3.1a) with multiplier (3.14) are the roots \( \lambda \) of \( g_{gm}(\lambda) = 0 \), where

\[
g_{gm}(\lambda) \equiv \frac{(1 + \mu)}{2} \left( 1 - \frac{\tau_c}{2} + \nu K_c \right)^{-1} - F(\lambda), \quad F(\lambda) \equiv \int_{0}^{\infty} w \left[ (L_0 - \lambda)^{-1} w^2 \right] \rho d\rho.
\]

(3.15)

We now determine a HB threshold value of \( \tau_c \) for the modified NLEP (3.1a) with multiplier \( \sigma_{gm} \) in (3.14), by examining whether \( g_{gm}(\lambda) = 0 \) in (3.15) can have any purely complex conjugate roots. To motivate the analysis below we first neglect \( \nu K_c \) in (3.15) and readily conclude from Lemmas 2.1 and 2.2 that \( \Re(\lambda) < 0 \) iff \( \sigma_{gm} > 1 \), which holds when \( \tau_c < 1 - \mu \).

When \( \tau_c = 1 - \mu \), we have \( \lambda = 0 \). We observe that \( \tau_c \approx 1 - \mu > 0 \) on the parameter range \( 0 < \mu < 1 \) where the asynchronous mode in \( \S2.1 \) was found to be linearly stable and where the synchronous mode had no HB threshold when \( \tau = \mathcal{O}(1) \).

With this motivation, we fix \( \mu \) in \( 0 < \mu < 1 \) and use (3.15) to determine a HB threshold where \( \tau_c \) is near the critical value \( 1 - \mu \) and where \( \lambda = i \lambda_I \) satisfies \( 0 < \lambda_I \ll 1 \). To do so, we first separate (3.15) into real and imaginary parts to get

\[
\tau_c - (1 - \mu) = (\tau_c - 2) \left[ 1 - \Re(F(i \lambda_I)) \right] + 2 \nu \Re \left[ K_c F(i \lambda_I) \right],
\]

(3.16a)

\[
(\tau_c - 2) \lambda_I = 4 \nu \Im \left[ K_c F(i \lambda_I) \right],
\]

(3.16b)

where \( K_c \) is defined in (3.13). In (3.16) we then use (2.7) to express the local behavior of \( F(i \lambda_I) \) as

\[
F(i \lambda_I) \sim 1 + \frac{i \lambda_I}{2} - \kappa_c \lambda_I^2 + \cdots, \quad \text{for} \quad \lambda_I \ll 1,
\]

(3.17)

where \( \kappa_c \) is defined in (2.7c). By using (3.17), we will show for \( \nu \ll 1 \) that (3.16) has a root with \( \tau_c \sim (1 - \mu) - \nu \log \nu + \cdots \) and \( \lambda_I = \mathcal{O}(\nu) \). For \( 0 < \mu < 1 \), so that \( \tau_c > 0 \), and with \( \lambda_I = \mathcal{O}(\nu) \), we estimate from (3.13) that

\[
K_c = K_0 + \mathcal{O}(\nu \varepsilon^{\tau_c}), \quad \text{where} \quad K_0 = -\frac{i \pi}{4} - \frac{1}{2} \log \lambda_I + \beta_k, \quad \beta_k \equiv \log \left( 2 \sqrt{D_0} \right) - \gamma.
\]

(3.18)

Therefore, in (3.13) and in (3.16) we can replace \( K_c \) with \( K_0 \) when \( \tau_c > 0 \).

By asymptotically calculating the root of (3.16) with (3.17) and (3.18) when \( \nu \ll 1 \), we obtain the following main asymptotic result characterizing the HB threshold for a multi-spot pattern for the GM model (1.1) in the regime where \( D = D_0/\nu \) and \( \mu = 2 \pi N D_0/|\Omega| < 1 \):
Proposition 3.1 Consider an N-spot quasi-equilibrium pattern for the GM model (1.1) in the regime where $D = D_0/\nu$ with $\nu \ll 1$. Define $\mu = 2\pi N D_0/|\Omega|$ and suppose that $0 < \mu < 1$. Then, the modified NLEP (3.1) has a Hopf bifurcation, corresponding to temporal oscillations in the spot amplitudes, when $\tau = \tau_H \gg 1$ and $\lambda = \pm i\lambda_I$, where $\lambda_I \ll 1$. For $\nu \ll 1$, the asymptotic expansion of this HB threshold and Hopf frequency is given by

$$\tau_H \sim \frac{1}{\nu} e^{\tau_c}, \quad \tau_c = (1 - \mu) - \nu \log \nu + \tau_{c1} \nu + \tau_{c2} \nu^2 + \cdots; \quad \lambda \sim \nu \lambda_0 + \nu^2 \lambda_{I2} + \cdots,$$

(3.19)

where the coefficients in this expansion are defined by

$$\tau_{c1} = 2\beta_k - \log \lambda_{I0}, \quad \tau_{c2} = \frac{\pi^2}{4(1 + \mu)} (1 - 4\kappa_c), \quad \lambda_{I0} = \frac{\pi}{(1 + \mu)}, \quad \lambda_{I2} = \frac{\pi^3}{(1 + \mu)^3} \left( \frac{1}{4} - 2\kappa_c \right).$$

(3.20)

Here $\beta_k$ and $\kappa_c$ are defined in (3.18) and (2.7c), respectively.

![Figure 5: Left panel: HB threshold $\tau_H$ (solid curve) versus $\mu$ for a one-spot solution to the GM model (1.1) centered at the origin of the unit disk with $\nu = 0.1$, as computed from (3.23). The dot-dashed curve is the HB threshold for the NLEP bilinear multiplier, obtained from (2.13). In the insert, $\tau_c \equiv \nu \log(\tau_H \nu)$, as computed from (3.23), is seen to compare well with the asymptotic result in (3.19) on $\mu < 1$, except near $\mu = 1$. Right panel: $\lambda_{I1} \nu$ versus $\mu$ from (3.23) (solid curve), from the NLEP theory with bilinear multiplier from (2.13) (dot-dashed curve for $\mu > 1$), and from the asymptotic result in (3.19) (dot-dashed curve for $\mu < 1$).](image)

**Proof:** We substitute (3.17) and (3.18) into (3.16), and use $\text{Re}(z_1 z_2) = \text{Re}(z_1) \text{Re}(z_2) - \text{Im}(z_1) \text{Im}(z_2)$ together with $\text{Im}(z_1 z_2) = \text{Re}(z_1) \text{Im}(z_2) + \text{Re}(z_2) \text{Im}(z_1)$, to get

$$\tau_c - (1 - \mu) \sim (\tau_c - 2)\kappa_c \lambda_I^2 + 2\nu \text{Re}(K_0) (1 - \kappa_c \lambda_I^2) - \text{Im}(K_0) \nu \lambda_I,$$

(3.21a)

and

$$\tau_c - 2\lambda_I \sim 4\nu \left[ \lambda_I^2 \text{Re}(K_0) + \text{Im}(K_0) (1 - \kappa_c \lambda_I^2) \right],$$

(3.21b)

where we calculate from (3.18) that $\text{Im}(K_0) = -\pi/4$ and $\text{Re}(K_0) = \beta_k - \frac{1}{2} \log \lambda_I$. Then, since $\lambda_I \ll 1$, from the first and second equations in (3.21) we get $\tau_c \sim 1 - \mu$ and $(\tau_c - 2) \lambda_I \sim 4\nu \text{Im}(K_0)$, respectively. This second expression yields $\lambda_I \sim \nu \pi/(1 + \mu)$.

To systematically determine the higher order correction terms we write $\lambda_I = \nu \tilde{\lambda}_I$, so that (3.21) becomes

$$\tau_c - (1 - \mu) = -\nu \log \nu - \nu \log \lambda_I + 2\nu \beta_k + (\tau_c - 2)\kappa_c \nu^2 \lambda_I^2 + \frac{\pi}{4} \nu^2 \lambda_I + O(\nu^3 \log \nu),$$

(3.22a)

and

$$(\tau_c - 2) \tilde{\lambda}_I = -\pi + \tilde{\lambda_I} \left[ -\nu \log \nu - \nu \log \lambda_I + 2\nu \beta_k \right] + \pi \kappa_c \lambda_I^2 \nu^2 + \cdots.$$  

(3.22b)

Now define $\tau_{c0} \equiv 1 - \mu$ and $\lambda_{I0} \equiv \pi/(1 + \mu)$. From (3.22a) we get $\tau_c = \tau_{c0} - \nu \log \nu + O(\nu)$. Next, we expand $\tau_c$ as in (3.19) and $\lambda_I$ as $\lambda_I = \lambda_{I0} + \nu \lambda_{I1} + \nu^2 \lambda_{I2} + \cdots$, and substitute into (3.22). By comparing the $O(\nu)$ terms in (3.22a) we get that $\tau_{c1} = 2\beta_k - \log \lambda_{I0}$. From the $O(\nu)$ terms in (3.22b), we conclude that $(\tau_{c0} - 2) \lambda_{I1} = \lambda_{I0} (2\beta_k - \log \lambda_{I0} - \tau_{c1})$. 
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By using our expression for $\tau_{c1}$ we get that $\lambda_{11} = 0$. Then, by using $\log \lambda_I = \log \hat{\lambda}_{I0} + O(\nu^2)$, we obtain from the $O(\nu^2)$ terms in (3.22) that $\tau_{c2}$ and $\lambda_{12}$ satisfy

$$
(\tau_{c0} - 2) \lambda_{I2} + \tau_{c2} \lambda_{I0} = \pi \kappa_c \lambda_{I0}^2, \quad \tau_{c2} = (\tau_{c0} - 2) \kappa_c \lambda_{I0}^2 + \frac{\pi}{4} \lambda_{I0}.
$$

This determines $\tau_{c2}$ and $\lambda_{12}$ as written in (3.20). This completes the derivation of (3.19).

We now make a few remarks regarding this main result. We first observe that since $0 < \mu < 1$, our scaling threshold for $\tau_c$ and $\lambda_1$ satisfies the required consistency condition (3.12) for any $0 < \mu < 1$. Secondly, since $\lambda_t \ll 1$, the temporal oscillations of the spot amplitudes for the Hopf bifurcation are of low frequency. Next, we observe that in the regime where $\tau \gg 1$ the HB threshold for the spot amplitudes is, asymptotically, independent of the spatial configuration of the spots and depends only on the number of spots. This qualitative feature that the HB threshold is independent of the spot locations was also found to hold for the conventional NL EP analysis in [2.1] for the regime where $D = D_0/\nu$ and $\tau = O(1)$. Finally, our analysis of the anomalous HB threshold in the regime where $0 < \mu < 1$ is not uniformly valid in the limit $\mu \to 1^-$ where $\tau_c \to 0^+$. When $|\mu - 1| \ll 1$, we will show in §4 that the spatial configuration of the spots is important for determining the HB threshold.

In Fig. 5 we illustrate our main result for the HB threshold and eigenvalue for the special case of a one-spot solution centered at the origin of the unit disk with $\nu = 0.1$. From the modified NLEP (3.1), and by calculating the reduced-wave Green’s function (3.3) analytically, the HB threshold $\tau_H$ and $\lambda_{1H}$ is the root of

$$
\text{Re}(\kappa_{\lambda,1}) + \frac{1}{2\pi \nu} \left(1 - \frac{(1 + \mu) F_R}{2(F_R^2 + F_I^2)}\right) = 0, \quad \text{Im}(\kappa_{\lambda,1}) + \frac{1}{4\pi \nu} \frac{(1 + \mu) F_I}{(F_R^2 + F_I^2)} = 0,
$$

(3.23a)

where $\kappa_{\lambda,1} \equiv R_{\lambda,1}$ is given explicitly in terms of modified Bessel functions as

$$
R_{\lambda,1} = \frac{1}{2\pi} \left[ -\frac{1}{2} \log (\nu(1 + \tau \lambda)) + \log \left(2\sqrt{D_0}\right) - \gamma \right] - \frac{1}{2\pi} I_0^\prime(\theta_\lambda), \quad \theta_\lambda = \sqrt{\frac{\nu(1 + i\tau \lambda_{1H})}{D_0}},
$$

(3.23b)

where $\gamma$ is Euler’s constant. We remark that the term in (3.23b) involving modified Bessel functions represents the effect of the finite domain. In Fig. 5 we compare the HB threshold and eigenvalue as computed from (3.23), from the NLEP theory with bilinear multiplier in (2.13) on $\mu > 1$, and from the new asymptotic scaling law in (3.19) valid on $\mu < 1$. We observe from this figure that this new scaling law accurately determines the HB threshold and eigenvalue on $0 < \mu < 1$, except near $\mu = 1$.

### 3.2 The Schnakenberg Model

An analysis similar to that in §3.2 can be done for the Schnakenberg model (1.3). As shown in Appendix A, the modified NLEP problem, valid for $D = D_0/\nu$ and for arbitrary $\tau$, is (3.1a) where the $N$ choices for the multiplier of the NLEP are

$$
\sigma_j(\lambda) = \frac{2(1 + 2\pi \nu \kappa_{\lambda,j})}{1 + 2\pi \nu \kappa_{\lambda,j}}, \quad j = 1, \ldots, N; \quad \alpha = \frac{4\pi^2 b D_0 N^2}{|\Omega|^2 \mathcal{A}^2}.
$$

(3.24)

Here $|\Omega|$ is the area of $\Omega$, and $b \equiv \int_0^\infty \rho w^2 d\rho \approx 4.935$, where $w(\rho)$ is the ground-state satisfying (1.4c).

In (3.24), the $\kappa_{\lambda,j}$ for $j = 1, \ldots, N$ are the eigenvalues of the Green’s matrix in (3.4) where the entries of this Green’s matrix are now defined in terms of the Green’s function $G_\lambda(x; x_i)$ satisfying

$$
\Delta G_\lambda - \frac{\nu \tau \lambda}{D_0} G_\lambda = -\delta(x - x_i), \quad x \in \Omega; \quad \partial_n G_\lambda = 0, \quad x \in \partial \Omega,
$$

(3.25a)

$$
G_\lambda(x; x_i) = -\frac{1}{2\pi} \log |x - x_i| + R_{\lambda,i} + o(1), \quad \text{as} \quad x \to x_i.
$$

(3.25b)

We recall from the conventional NLEP analysis in §2.2 for the regime where $D = D_0/\nu$ and $\tau = O(1)$ that, for any fixed $\mu > 0$ and $\alpha < 1$, the asynchronous mode is linearly stable while the synchronous mode is also linearly stable for any
\(\tau > 0\). We showed that the synchronous mode does undergo a Hopf bifurcation when \(\alpha > 1\), with the HB threshold value of \(\tau\) tending to infinity and the corresponding HB frequency tending to zero as \(\alpha \to 1^+\). By analyzing the modified NLEP (3.1) with multiplier (3.24), we will show that there is a HB threshold \(\tau_H\) in the regime where \(\alpha < 1\), with \(\tau_H \to +\infty\) as \(\varepsilon \to 0\).

We use the same approach as in §3.1. We assume that \(|\tau\lambda \nu / D_0| \gg 1\) so that \(G_\lambda(x; x_i) \approx \frac{1}{2\pi} K_0(\omega_\lambda |x - x_i|)\), where \(\omega_\lambda\) is the principal branch of \(\omega_\lambda \equiv \sqrt{\tau \lambda \nu / D_0}\). When \(|x_i - x_j| = O(1)\) for \(i \neq j\), we get \(G_\lambda \sim R_\lambda J\), where \(R_\lambda\) is given in (3.9) upon replacing \((1 + \tau \lambda)\) with \(\tau \lambda\). Then, upon introducing the scaling law \(\tau = \nu^{-1} e^{-\tau_c}\), we obtain that

\[
2\pi \nu c_{\lambda,j} = -\frac{\tau_c}{2} + \nu K_0, \quad K_0 \equiv -\frac{1}{2} \log \lambda + \beta_k, \quad \beta_k \equiv \log \left(2\sqrt{D_0} - \gamma\right),
\]

where \(\gamma\) is Euler’s constant. Therefore, when \(\tau \gg 1\), the \(N\) multipliers in (3.24) collapse to a common multiplier

\[
\sigma_j(\lambda) = \sigma_{se}(\lambda) \equiv \frac{2(1 - \tau_c/2 + \nu K_0)}{(1 + \alpha - \tau_c/2 + \nu K_0)},
\]

The discrete eigenvalues of the modified NLEP (3.1a) with multiplier (3.27) are the roots of \(g_{se}(\lambda) = 0\), where

\[
g_{se}(\lambda) \equiv \frac{(1 + \alpha - \tau_c/2 + \nu K_0)}{2(1 - \tau_c/2 + \nu K_0)} - \mathcal{F}(\lambda), \quad \mathcal{F}(\lambda) \equiv \int_0^\infty \frac{w(1 - \lambda)^{-1} w^2}{2} \rho d\rho.
\]

We now examine whether (3.28) can have any purely complex conjugate roots. If we neglect \(\nu K_0\) in (3.28), we conclude from Lemmas 2.1 and 2.2 that \(\text{Re}(\lambda) < 0\) iff \(\sigma_c > 1\), which holds when \(\tau_c < 2(1 - \alpha)\). When \(\tau_c = 2(1 - \alpha)\), we have \(\lambda = 0\) is a root of (3.28). Notice that \(\tau_c = 2(1 - \alpha) > 0\) on the parameter range \(0 < \alpha < 1\) where the asynchronous mode in §2.2 was found to be linearly stable and where the synchronous mode had no HB threshold when \(\tau = O(1)\).

For a fixed \(\alpha\) in \(0 < \alpha < 1\) the asymptotic analysis to characterize the HB threshold and frequency when \(\tau_c\) is near the critical value \(2(1 - \alpha)\) parallels that in §3.1. We let \(\lambda = i\lambda_I\) and upon setting \(g_{se}(i\lambda_I) = 0\) in (3.28), we obtain that

\[
1 + \alpha - \frac{\tau_c}{2} - (2 - \tau_c)\mathcal{F}(i\lambda_I) = \nu K_0 \left[2\mathcal{F}(i\lambda_I) - 1\right].
\]

We then substitute the local behavior (3.17) for \(\mathcal{F}(i\lambda_I)\) into (3.29) and take real and imaginary parts of the resulting expression. This yields that

\[
\alpha - 1 + \frac{\tau_c}{2} + (2 - \tau_c)\kappa_c \lambda_I^2 \sim \nu \text{Re}(K_0) \left(2 - 2\kappa_c \lambda_I^2\right) - \nu \lambda_I \text{Im}(K_0),
\]

\[
\left(\frac{\tau_c}{2} - 1\right) \lambda_I \sim \nu \text{Re}(K_0) \left(2 - 2\kappa_c \lambda_I^2\right) + \nu \lambda_I \text{Re}(K_0),
\]

where \(\text{Im}(K_0) = -\pi/4\) and \(\text{Re}(K_0) = \beta_k - \frac{1}{2} \log \lambda_I\). Since \(\lambda_I \ll 1\), the leading-order terms in (3.30) are \(\tau_c \sim \tau_{c0} \equiv 2(1 - \alpha)\) and \((\tau_{c0}/2) - 1)\lambda_I \sim -\nu \pi/4\), which yields \(\lambda_I \sim \pi \nu/(4\alpha)\). Since \(\lambda_I = O(\nu)\) and \(\tau_{c0} = 2(1 - \alpha)\) satisfies \(0 < \tau_c < 2\) on \(0 < \alpha < 1\), the required consistency condition in (3.12) is always satisfied.

By introducing an asymptotic expansion to systematically calculate the correction terms to this leading-order HB threshold and frequency, as in the proof of Proposition 3.1, we obtain the following main result:

**Proposition 3.2** Consider an \(N\)-spot quasi-equilibrium pattern for the Schnakenberg model (1.3) in the regime where \(D = D_0/\nu\) with \(\nu \ll 1\). Suppose that the feed-rate parameter \(A\) satisfies \(A > A_c \equiv \frac{2\pi N}{|B|} \sqrt{bD_0}\), where \(b \equiv \int_0^\infty \rho w^3 d\rho \approx 4.935\), and \(w(\rho)\) is the ground-state satisfying (1.4c). Then, the modified NLEP (3.1a) with multiplier (3.24) has a Hopf bifurcation, corresponding to temporal oscillations in the spot amplitudes, when \(\tau = \tau_H \gg 1\) and \(\lambda = \pm i\lambda_I\), where

\[
\tau_H \sim \frac{1}{\nu} e^{-\tau_c}, \quad \tau_c = 2(1 - \alpha) - \nu \log \nu + \tau_{c1}\nu + \tau_{c2}\nu^2 + \cdots; \quad \lambda \sim i\nu \left(\lambda_{i0} + \nu^2 \lambda_{i2} + \cdots\right).
\]

Here the coefficients are given explicitly by

\[
\tau_{c1} = 2\beta_k - \log \lambda_{i0}, \quad \tau_{c2} = \frac{\pi^2}{8\alpha}(1 - 2\kappa_c), \quad \lambda_{i0} = \frac{\pi}{4\alpha}, \quad \lambda_{i2} = \frac{\pi^3}{16\alpha^3} \left(1 - \frac{1}{4} - \kappa_c\right).
\]

Here \(\alpha, \beta_k, \text{ and } \kappa_c\) are defined in (3.24), (3.26), and (2.7c), respectively.
1. The synchronous mode does undergo a Hopf bifurcation when \( \tau \gg O(1) \), so that \( \theta_\lambda \equiv \sqrt{iv\tau \lambda_{IH}}/D_0 \). In Fig. 6 we compare the HB threshold and eigenvalue, as computed from (3.33), with that from the conventional NLEP theory (2.18), valid on \( \alpha > 1 \), and with that from the new asymptotic scaling law in (3.31), valid on \( \alpha < 1 \).

2.3 The Gray-Scott Model

A similar analysis can be done for the GS model (1.2). As shown in Appendix B, the modified NLEP problem, valid for \( D = D_0/\nu \) and for arbitrary \( \tau \), is (3.1a) where the \( N \) choices for the multiplier of the NLEP are

\[
\sigma_j(\lambda) = \frac{2(1 + 2\nu \kappa_{\lambda,j})}{1 + b/S_0^2 + 2\nu \kappa_{\lambda,j}}, \quad j = 1, \ldots, N. \tag{3.34}
\]

Here \(|\Omega|\) is the area of \( \Omega \), \( b \equiv \int_0^\infty \rho w^2 d\rho \approx 4.935 \) where \( w(\rho) \) is the ground-state satisfying (1.4c), while \( S_0 \) parameterizes the steady-state bifurcation diagram in terms of the feed-rate parameter as in (2.20) (see Fig. 3). In (3.34), the \( \kappa_{\lambda,j} \) for \( j = 1, \ldots, N \) are the eigenvalues of the Green’s matrix \( G_\lambda \) in (3.4) where the matrix entries are defined in terms of the reduced-wave Green’s function of (3.3).

In our conventional NLEP analysis of \( \S 2.3 \) for the regime \( D = D_0/\nu \) and \( \tau = O(1) \) we showed that on the upper branch of the bifurcation diagram in Fig. 3, where \( S_0 > S_{0c} \equiv \sqrt{b} \), the asynchronous mode is linearly stable and the synchronous mode is also linearly stable for any \( \tau > 0 \). We showed that the synchronous mode does undergo a Hopf bifurcation when \( S_{0f} < S_0 < S_{0c} \) (see Fig. 3), with the HB threshold value of \( \tau \) tending to infinity and the corresponding HB frequency tending to zero as \( S_0 \to S_{0c}^- \).

We now use the modified NLEP (3.1) with multiplier (3.34) to show that there is a HB threshold \( \tau_H \) along the upper branch of Fig. 3, where \( S_0 > S_{0c} \equiv \sqrt{b} \), for which \( \tau_H \to +\infty \) as \( \varepsilon \to 0 \).

We proceed as in \( \S 3.1 \) and \( \S 3.2 \). When \( \tau \gg O(\nu^{-1}) \), so that \(|1 + \tau \lambda|\nu/D_0| \gg 1 \), \( G_\lambda(x; x_i) \) is approximated by the free-space Green’s function in (3.8) and the Green’s matrix \( G_\lambda \) satisfies \( G_\lambda \sim R_\lambda I \), where \( R_\lambda \) is given as in (3.9). We then
introduce \( \tau_c > 0 \) via the scaling law (3.11) and obtain that

\[
2\pi \nu \kappa_{\lambda,j} = -\frac{\tau_c}{2} + \nu \kappa_c, \quad \kappa_c \equiv -\frac{1}{2} \log(\lambda + \nu \tau_c) + \beta_k, \quad \beta_k \equiv \log(2\sqrt{D_0}) - \gamma,
\]  

(3.35)

where \( \gamma \) is Euler’s constant. Upon substituting (3.35) into (3.34) we obtain that the \( N \) multipliers collapse to a common multiplier given by

\[
\sigma_j(\lambda) = \sigma_{gs}(\lambda) \equiv \frac{2(1 - \tau_c/2 + \nu \kappa_c)}{(1 + b/S_0^2 - \tau_c/2 + \nu \kappa_c)}
\]

(3.36)

The discrete eigenvalues of the modified NLEP (3.1a) with multiplier (3.36) are the roots of \( g_{gs}(\lambda) = 0 \), where

\[
g_{gs}(\lambda) \equiv \frac{(1 + b/S_0^2 - \tau_c/2 + \nu \kappa_c)}{2(1 - \tau_c/2 + \nu \kappa_c)} - F(\lambda), \quad F(\lambda) \equiv \int_0^\infty \frac{w(L_0 - \lambda)^{-1} w^2}{\rho d\rho}
\]

(3.37)

To determine whether (3.37) can have complex conjugate imaginary roots for some critical value of \( \tau_c \), we simply observe that (3.37) is identical in form to that in (3.28) for the Schnakenberg model if we replace \( \beta \) with \( \kappa_c \). Here we introduce the new scaling laws in Propositions 3.1–3.3. In this section, we numerically study the modified NLEPs of (3.1a) with multiplier (3.36) has a Hopf bifurcation, corresponding to temporal oscillations in the spot amplitudes with the scaling law

\[
\tau_H \sim \frac{1}{\nu} e^{-\tau_c}, \quad \tau_c = 2 \left(1 - \frac{b}{S_0^2}\right) - \nu \log \nu + \tau_{c1}\nu + \tau_{c2}\nu^2 + \cdots; \quad \lambda \sim i\nu(\lambda_{f0} + \nu^2\lambda_{f2} + \cdots).
\]

(3.38)

Here \( b = \int_0^\infty \rho w^2 d\rho \approx 4.935 \), where \( w(\rho) \) is the ground-state solution (1.4c), while the coefficients in (3.38) are given explicitly by

\[
\tau_{c1} = 2\beta_k - \log \lambda_{f0}, \quad \tau_{c2} = \frac{\pi^2 S_0^2}{8b}(1 - 2\kappa_c), \quad \lambda_{f0} = \frac{\pi^2 S_0^2}{4b}, \quad \lambda_{f2} = \frac{\pi^3}{16} \left(\frac{S_0}{b}\right)^3 \left(\frac{1}{4} - \kappa_c\right).
\]

(3.39)

Here \( \beta_k \) and \( \kappa_c \) are defined in (3.35) and (2.7c), respectively.

The HB threshold and eigenvalue for a one-spot solution centered at the origin for the GS model (1.2) is plotted in Fig. 7 when \( \nu = 0.125 \) and \( \mu = 2 \), for which \( D_0 = 1 \). For the GS model, this threshold is the root of (3.33) where \( \theta_\lambda \equiv \sqrt{\nu(1 + i\tau\lambda_{IH})/D_0} \), and \( \alpha = b/S_0^2 \), where \( S_0 > S_{0f} \equiv \sqrt{b/(1 + \mu)} \) parametrizes the upper branch of the bifurcation diagram of Fig. 3. In Fig. 6 we compare these HB threshold values with that from the conventional NLEP theory (2.24), valid on \( S_{0f} < S_0 < S_{0c} \equiv \sqrt{b} \), and with that from the asymptotic scaling law in (3.38), valid for \( S_0 > S_{0c} \).

### 4 Refined HB Thresholds for Multi-Spot Patterns

The leading-order conventional NLEP analysis of §2 for the parameter regime \( D = D_0/\nu \) and \( \tau = O(1) \) showed that the HB threshold depends only on the number of spots, and is independent of their spatial arrangement in the domain. This qualitative property of the HB threshold also occurs in the limit \( \tau \gg 1 \) for the modified NLEP analysis of §3, which leads to the new scaling laws in Propositions 3.1–3.3. In this section, we numerically study the modified NLEPs of §3 for the parameter range where the decay rate \( \theta_\lambda \) in the reduced-wave Green’s function (3.3) is \( O(1) \). It is in this transition regime where the HB threshold depends on the spot locations, and where there can be \( N \) distinct HB values corresponding to the distinct eigenvalues of the Green’s matrix (3.4).
For a ring pattern, the symmetric Green’s matrix $G_\lambda$ in (3.4) also has a cyclic structure. This Green’s matrix is obtained by a cyclic permutation of its first row $a_\lambda \equiv (a_{\lambda,1}, \ldots, a_{\lambda,N})^T$, which is defined term-wise by

$$a_{\lambda,j} = G_\lambda(x_j; x_1), \quad j = 2, \ldots, N.$$  

(4.3)

The matrix spectrum $G_\lambda v_j = \kappa_{\lambda,j} v_j$ is readily calculated as in §6 of [8]. The synchronous eigenpair of $G_\lambda$ is

$$\kappa_{\lambda,1} = \sum_{n=1}^N a_{\lambda,n}, \quad v_1 = (1, \ldots, 1)^T,$$

(4.4a)

while the other eigenvalues, corresponding to the asynchronous modes for which $v_j^T v_1 = 0$ for $j = 2, \ldots, N$, are

$$\kappa_{\lambda,j} = \sum_{n=0}^{N-1} \cos \left( \frac{2\pi(j-1)n}{N} \right) a_{\lambda,n+1}, \quad j = 2, \ldots, N.$$  

(4.4b)
Finally, when \( N \) is even, there is an additional eigenvector given by \( \mathbf{v}_{N+2-j} = (0, \sin \left( \frac{2\pi(j-1)}{N} \right), \ldots, \sin \left( \frac{2\pi(j-1)(N-1)}{N} \right))^T \). By using the explicit formulae for \( G_\lambda \) and its regular part from (4.2), the eigenvalues \( \kappa_{\lambda,j} \) of the Green’s matrix \( G_\lambda \) are then easily computed from (4.4a) and (4.4b).

\[
\begin{align*}
\mathbf{v}_j &= \left( 1, \cos \left( \frac{2\pi(j-1)}{N} \right), \ldots, \cos \left( \frac{2\pi(j-1)(N-1)}{N} \right) \right)^T, \\
\mathbf{v}_{N+2-j} &= \left( 0, \sin \left( \frac{2\pi(j-1)}{N} \right), \ldots, \sin \left( \frac{2\pi(j-1)(N-1)}{N} \right) \right)^T.
\end{align*}
\]

To determine the HB thresholds for the GM model (1.1) from the modified NLEP (3.1), we must numerically determine the roots of

\[
\begin{align*}
\text{Re}(\kappa_{\lambda,j}) &= -\frac{1}{2\pi\nu} \left( 1 - \frac{(1 + \mu)F_R}{2(F_R^2 + F_I^2)} \right), \\
\text{Im}(\kappa_{\lambda,j}) &= -\frac{1}{4\pi\nu} \frac{(1 + \mu)F_I}{(F_R^2 + F_I^2)}, \quad j = 1, \ldots, N,
\end{align*}
\]

where \( F_R(\lambda_I) \) and \( F_I(\lambda_I) \) are defined in (2.6). For a two-spot ring pattern with \( r_0 = 0.452 \) and \( \nu = 0.1 \), in Fig. 8 we plot the HB threshold values \( \tau_H \) and \( \lambda_{IH} \) versus \( \mu \) for \( j = 1 \) (synchronous, solid curves) and for \( j = 2 \) (asynchronous, dotted curves), as computed from (4.5). Results from the conventional NLEP theory for \( \mu > 1 \) (2.13) and from the asymptotic scaling law (3.19) are indicated by the dot-dashed curves. We observe that on the range \( \mu < 1 \), the HB thresholds for \( \tau_H \) and \( \lambda_{IH} \) for the synchronous and asynchronous modes essentially coincide only up to around \( \mu = 0.8 \). On the range \( 0.8 < \mu < 1 \), the HB thresholds for the two modes are distinct, with the synchronous mode yielding the smaller \( \tau_H \). From the right panel of Fig. 8, the HB eigenvalue for the asynchronous mode is positive for \( \mu < 1 \), but vanishes at some critical value of \( \mu \) that is slightly above \( \mu = 1 \). This is consistent with conventional NLEP theory, in that it was shown in §2.1 for the regime \( \tau = \mathcal{O}(1) \) and \( D = D_0/\nu \) that the asynchronous mode does not undergo a Hopf bifurcation when \( \mu > 1 \), but is unstable due to a positive real eigenvalue. This mechanism whereby the purely imaginary pair of complex conjugate eigenvalues associated with the asynchronous mode collides at the origin \( \lambda = 0 \) of the spectral plane at some critical value \( \mu_c \) of \( \mu \), and produces a positive real eigenvalue when \( \mu > \mu_c \), is similar to that found in the study of the stability of GM spike patterns in 1-D (see Fig. 18 of [25]).
A very similar scenario occurs for larger $N$. In particular, in Fig. 9 we plot the HB threshold values, as computed from (4.5), for a five-spot pattern with $\nu = 0.1$ and ring radius $r_0 = 0.6252$. For $N = 5$, we have $\kappa_{\lambda,i} = \kappa_{\lambda,7-i}$ for $i = 2,3$, and so there are exactly two distinct asynchronous modes. From the insert in the left panel of Fig. 9, and from the right panel of Fig. 9, we conclude that the HB values of $\tau_H$ and $\lambda_{IH}$ for the synchronous and asynchronous modes essentially coincide on $\mu < 0.65$, where they are well-approximated by the scaling law (3.19). In addition, the conventional NLEP theory (2.13) provides a decent approximation to the HB threshold for the synchronous mode when $\mu > 1$. Finally, the HB eigenvalue for each of the two asynchronous modes vanishes at some critical value of $\mu$ near $\mu = 1$.

A qualitatively similar behavior of the HB threshold occurs for a ring-pattern of spots for the GS model (1.2) and the Schnakenberg model (1.3). For illustration, we will only consider the latter model here. For the Schnakenberg model, any HB value for the modified NLEP (3.1a) with multiplier (3.24) is a root of

$$\text{Re}(\kappa_{\lambda,j}) = -\frac{1}{2\pi \nu} \left(1 + \frac{\alpha (1 - 2F_R)}{(1 - 2F_R)^2 + 4F_I^2}\right), \quad \text{Im}(\kappa_{\lambda,j}) = -\frac{1}{\pi \nu} \frac{\alpha F_I}{(1 - 2F_R)^2 + 4F_I^2}, \quad j = 1, \ldots, N. \quad (4.6)$$

For the unit disk, $\mu = 2\pi ND_0/|\Omega| = 2ND_0$ and $\alpha$ is related to the feed-rate parameter $A$ in (1.3) (see (3.24)) by $\alpha = 4bD_0N^2A^{-2}$, where $b = \int_0^\infty \rho w^2 d\rho \approx 4.935$.

In Fig. 10 we plot the HB threshold values versus $\alpha$, as computed from (4.6), for a two-spot pattern with $\nu = 0.125$, ring radius $r_0 = 0.452$, and with $\mu = 4$, so that $D_0 = 1$. We observe that the HB values of $\tau_H$ and $\lambda_{IH}$ for the synchronous and asynchronous modes essentially coincide on $\alpha < 0.85$, where they are well-approximated by the new scaling law (3.31). Moreover, the conventional NLEP theory, given by the parameterization (2.18), approximates well the HB threshold for the synchronous mode when $\alpha > 1$. We observe that the HB eigenvalue for the asynchronous mode vanishes at some critical value of $\alpha$ slightly above $\alpha = 1$.

Finally, in Fig. 11 we plot the HB threshold values versus $\alpha$ for a five-spot ring pattern with $\nu = 0.125$, ring radius $r_0 = 0.6252$, and with $\mu = 10$, so that we maintain $D_0 = 1$. The results are qualitatively identical to that discussed in the caption of Fig. 9 for a five-spot pattern for the GM model.

5 HB Thresholds for Moderately Small $\nu$: Numerical Validation

In this section we show how to accurately determine the HB threshold for a ring pattern of spots for the Schnakenberg model (1.3) when $\nu = -1/\log \varepsilon$ is only moderately small. In contrast to NLEP theory, which is a leading-order-in-$\nu$
Figure 10: HB threshold $\tau_H$ (left panel) and eigenvalue $\lambda_{IH}$ (right panel) versus $\alpha$ for a two-spot ring pattern in the unit disk for the Schnakenberg model (1.3) when $r_0 = 0.452$, $\nu = 0.125$, and $\mu = 4$, so that $D_0 = 1$. The solid and dotted curves, computed from (4.6), are for the synchronous ($j = 1$) and asynchronous ($j = 2$) modes, respectively. The dot-dashed curves for $\alpha > 1$ and for $\alpha < 1$ are from the conventional NLEP theory (2.18) and the new scaling law (3.31), respectively. From the left panel, the HB eigenvalue for the asynchronous mode vanishes just beyond $\alpha = 1$.

Figure 11: HB threshold $\tau_H$ (left panel) and eigenvalue $\lambda_{IH}$ (right panel) versus $\alpha$ for a five-spot ring pattern in the unit disk for the Schnakenberg model (1.3) when $r_0 = 0.6252$, $\nu = 0.125$, and $\mu = 10$, so that $D_0 = 1$. The solid and dotted curves, computed from (4.6), are for the synchronous ($j = 1$) and asynchronous ($j = 2, 3$) modes, respectively. The dot-dashed curves for $\alpha > 1$ and for $\alpha < 1$ are from the conventional NLEP theory (2.18) and the new scaling law (3.31), respectively. From the left panel, the HB eigenvalue for each of the two asynchronous modes vanishes near $\alpha = 1$. 


Upon linearizing around this particular quasi-equilibrium solution, we use (A.16) and (A.10) to obtain the following

\[ \Delta \rho V_c - V_c + U_c V_c^2 = 0, \quad V_c'(0) = 0, \quad V_c \to 0 \text{ as } \rho \to \infty, \quad (5.1a) \]
\[ \Delta \rho U_c = U_c V_c^2, \quad U_c'(0) = 0, \quad U_c \sim S_c \log \rho + \mathcal{D}(S_c), \quad \rho \to \infty. \quad (5.1b) \]

Upon linearizing around this particular quasi-equilibrium solution, we use (A.16) and (A.10) to obtain the following

\[ (I(1 + \nu B_c) + 2\pi \nu \mathcal{G}_\lambda) \mathbf{C} = \mathbf{0}, \quad (5.2) \]

where \( \mathbf{C} \equiv (C_1, \ldots, C_N)^T \) and \( B_c = B_c(\lambda, S_c) \) is obtained from the BVP system

\[ \Delta \rho \Phi_c - \Phi_c + 2U_c \nu \Phi_c + V_c^2 N_c = \lambda \Phi_c, \quad \Phi_c'(0) = 0, \quad \Phi_c \to 0 \text{ as } \rho \to \infty, \quad (5.3a) \]
\[ \Delta \rho N_c - V_c^2 N_c = 2U_c \nu \Phi_c, \quad N_c'(0) = 0, \quad N_c \sim \log \rho + B_c. \quad \rho \to \infty, \quad (5.3b) \]

In (5.2), \( \mathcal{G}_\lambda \) is the eigenvalue-dependent Green’s matrix defined in (3.4) in terms of the Green’s function of (3.25). For this \( N \)-spot ring pattern, the matrix spectrum of \( \mathcal{G}_\lambda \) is as given in (4.3)–(4.4c).

In this way, we obtain from (5.2) that the discrete eigenvalues \( \lambda \) characterizing the linear stability of a ring pattern of spots are the union of the roots of

\[ \kappa_{\lambda,j} = -\frac{1}{2\pi \nu}(1 + \nu B_c), \quad j = 1 \ldots, N, \quad (5.4) \]

where \( \kappa_{\lambda,j} \) is given explicitly in terms of the first row of the Green’s matrix by (4.4b). In (5.4), \( B_c = B_c(\lambda, S_c) \) is to be computed numerically from (5.3) in terms of the numerical solution to the core problem (5.1). To determine the HB threshold for the \( j = 1 \) synchronous mode, and for the remaining asynchronous modes with \( j > 1 \), we set \( \lambda = i\alpha \lambda \) in (5.4) and use Newton’s method on the complex-valued equation (5.4) to compute the HB values \( \tau_H \) and \( \lambda_{1H} \) for each \( j = 1, \ldots, N \).

![Figure 12: HB threshold \( \tau_H \) (left panel) and eigenvalue \( \lambda_{1H} \) (right panel) versus \( \alpha \) for a four-spot ring pattern in the unit disk for the Schnakenberg model (1.3) when \( r_0 = 0.5986, \varepsilon = 0.01, \) and \( D = D_0/\nu \) where \( D_0 = 1 \) and \( \nu = -1/\log \varepsilon \). The solid curves were computed from the full asymptotic theory (5.4), which is accurate to all orders in \( \nu \). The \( j = 1 \) mode is the synchronous mode, while the \( j = 2 \) and \( j = 3 \) modes correspond to asynchronous oscillations. The \( j = 4 \) curve is identical to that for \( j = 2 \). Left panel: As \( \tau \) increases, the synchronous mode is the first to go unstable. The \( j = 3 \) curve ends at \( \alpha \approx 0.905 \). For \( \alpha > 0.905 \), there is a real positive eigenvalue for any value of \( \tau \), corresponding to a competition instability. The open circles correspond to thresholds obtained from determining the HB threshold from full numerical solutions of the Schnakenberg PDE (1.3). Right panel: the HB eigenvalue \( \lambda_{1H} \). As \( \alpha \) approaches the competition threshold, the eigenvalue for the \( j = 3 \) mode approaches the origin along the imaginary axis.

To illustrate the theory, we let \( N = 4 \) and take \( r_0 = 0.5986 \), which is the steady-state ring radius when \( N = 4 \) (cf. [11]). For \( \varepsilon = 0.01 \) and \( D = D_0/\nu \) with \( D_0 = 1 \), in Fig. 12 we plot the HB values, computed from (5.4), as a function of \( \alpha \) where
\[ \alpha \equiv 4bD_0 N^2 \nu^{-2} \] with \( b \approx 4.935 \). From Fig. 12(a) we observe that the HB value of \( \tau \) for the synchronous mode \( j = 1 \) is the smallest, and so it is this mode which sets the HB threshold. The two distinct asynchronous modes have larger HB values for \( \tau \) and, as expected, the thresholds for each of these modes exist only when \( \alpha \) is less than some critical value near \( \alpha = 1 \). From Fig. 12(b), we observe that the corresponding Hopf frequency vanishes at these critical values of \( \alpha \).

Finally, we compare our asymptotic theory with results from full PDE numerical simulations of the Schnakenberg model (1.3) computed using the adaptive finite element solver FlexPDE6 [7] for the specific four-spot pattern of Fig. 12 with \( A = 22.8 \). For this value of \( A \), we have \( \alpha \approx 0.6184 \), and Fig. 12(a) for the \( j = 1 \) mode yields the asymptotic prediction \( \tau_{H} \approx 153 \). For the parameter value \( \tau = 158 \), which slightly exceeds the HB prediction \( \tau_{H} \approx 153 \), in Fig. 13 we show that a random initial perturbation of the spot amplitudes will eventually lead to synchronized spot amplitude oscillations as time increases. Since the range of these oscillations is small, the full numerical results in Fig. 14 over a much longer time interval than in Fig. 13(b) suggest that the Hopf bifurcation for this parameter set is supercritical.

![Figure 13](image1.png)

(a) four-spot ring pattern at steady-state  
(b) spot amplitudes versus \( t \)

*Figure 13: Full numerical computations in the unit disk for the Schnakenberg model (1.3) using FlexPDE6 [7] showing synchronous oscillations in the spot amplitudes for a four-spot ring pattern with ring radius \( r_0 = 0.5986 \) and with parameters \( \varepsilon = 0.01 \), \( A = 22.8 \), \( \tau = 158 \), and \( D = D_0/\nu \) where \( D_0 = 1 \) and \( \nu = -1/\log \varepsilon \). This corresponds to \( \alpha = 0.6184 \) in Fig. 12. Left panel: when \( r_0 = 0.5986 \), the four-spot ring pattern is at a steady-state configuration. Right panel: Growing temporal oscillations of the amplitudes of the four spots when \( \tau = 158 \) is set slightly above the HB threshold \( \tau_{H} \approx 153 \), as predicted by the asymptotic theory (5.4). The HB thresholds for the asynchronous modes are \( \tau_{H2} \approx 312 \) and \( \tau_{H3} \approx 367 \). The steady-state was perturbed by a small random perturbation. However, the oscillations quickly synchronize as predicted by the asymptotic theory, with the amplitudes of the four spots exhibiting in-phase oscillations of increasing amplitude (the labels of the spots are as in the caption of Fig. 14). The angular frequency of the oscillations is approximately 0.31, close to the predicted value of \( \lambda_{1H} = 0.334 \) from (5.4).*

![Figure 14](image2.png)

*Figure 14: Plot of the spot amplitudes for the four-spot ring pattern of Fig. 13 over a larger time interval, as computed from full PDE simulations of (1.3). The occurrence of small amplitude temporal oscillations suggests that the Hopf bifurcation for this parameter set is supercritical. The labels of the four spots are: Spot 1, positive x-axis; Spot 2, positive y-axis; Spot 3, negative x-axis; Spot 4, negative y-axis.*
6 Discussion

We have provided a detailed analysis of the parameter values for the onset of temporal oscillations of the spot amplitudes for multi-spot patterns associated with three singularly perturbed two-component RD systems in a bounded 2-D domain. In these systems, the two bifurcation parameters are the reaction-time parameter \( \tau \) and the inhibitor diffusivity \( D \). In the limit of large diffusivity \( D = D_0/\nu \gg 1 \), with \( D_0 = \mathcal{O}(1) \), the linear stability properties of multi-spot patterns on \( \mathcal{O}(1) \) time-scales is determined by the spectra of an NLEP. For the conventional regime where \( \tau = \mathcal{O}(1) \), considered originally in [27]–[31], our new parameterization of the NLEP has shown that synchronous temporal oscillations in the spot amplitudes due to a Hopf bifurcation can only occur on the range \( D_0 > D_{0c} \), where \( D_{0c} > 0 \) is the competition stability threshold. For \( D_0 < D_{0c} \) no spot amplitude oscillations occur for any \( \tau = \mathcal{O}(1) \). To analyze whether a Hopf bifurcation can occur when \( \tau \gg 1 \) and \( D_0 < D_{0c} \) we derive a new modified NLEP appropriate to this regime by considering a new distinguished limit of the reduced-wave Green’s function. From an analysis of this modified NLEP we have shown for the range \( D_0 < D_{0c} \) that a Hopf bifurcation will occur at some threshold \( \tau = \tau_H \gg 1 \), where \( \tau_H \sim \nu^{-1} \varepsilon^{-c} \gg 1 \), for some \( \tau_c \) satisfying \( 0 < \tau_c < 2 \). The exponent \( \tau_c \) in this anomalous scaling law was calculated for each of the three RD systems. This exponent is independent of the configuration of spots in the domain. Our detailed analysis of the Hopf bifurcation threshold resolves a long-standing open problem in NLEP theory (cf. [33]).

The anomalous scaling law for the Hopf bifurcation threshold \( \tau_H \) when \( D < D_{0c}/\nu \) is not uniformly valid as \( D \) tends to the competition threshold \( D_{0c}/\nu \) from below. When \( D \) is near this competition threshold, in §4 it was shown that the Hopf bifurcation threshold depends on the spatial configuration of spots in the domain. In §4 this Hopf threshold was computed numerically from the modified NLEP only for a ring pattern of spots inside the unit disk, where both the Green’s matrix and its spectra are readily available. It would be worthwhile to extend this methodology to compute the Hopf threshold for an arbitrary spatial configuration of spots in a general 2-D domain when \( D \) is near the competition threshold. For an arbitrary 2-D domain this extension would require computing the Green’s function using fast multipole numerical methods of [13], and determining the matrix spectra of the Green’s matrix numerically.

Finally, now that the conditions for the onset of Hopf bifurcations of multi-spot patterns in 2-D are better understood for the regime \( D = D_0/\nu \), it would be worthwhile to develop a weakly nonlinear theory to characterize whether spot amplitude oscillations are subcritical or supercritical. For the parameter values of Fig. 14 used for the Schnakenberg model, the Hopf bifurcation is most likely supercritical. Although such a weakly nonlinear theory has been recently developed in [22] for 1-D spike patterns, the extension of this theory to treat 2-D spot patterns will be challenging.

A The Schnakenberg Model

We first use the method of matched asymptotic expansions, as in [11], to construct an \( N \)-spot quasi-equilibrium solution to the Schnakenberg model (1.3) where the spots are centered at \( x_j \in \Omega \) for \( j = 1, \ldots, N \).

In the inner region near \( x = x_j \) we introduce the inner variable \( y = \varepsilon^{-1}(x - x_j) \), with \( \rho = |y| \), and look for a locally radially symmetric solution in the form \( v = \sqrt{D}\mathcal{V}_j(\rho) + \cdots \) and \( u = \left( A\sqrt{D} \right)^{-1}\mathcal{U}_j(\rho) + \cdots \). By substituting this expansion into the steady-state equations of (1.3), we get that \( \mathcal{V}_j \) and \( \mathcal{U}_j \) are solutions to the following core problem, defined on \( \rho > 0 \), which is parameterized by the unknown source strength \( S_j > 0 \):

\[
\begin{align*}
\Delta_p\mathcal{V}_j - \mathcal{V}_j + \mathcal{U}_j\mathcal{V}_j^2 &= 0, \quad \mathcal{V}_j(0) = 0, \quad \mathcal{V}_j \to 0 \quad \text{as} \quad \rho \to \infty, \\
\Delta_p\mathcal{U}_j &= \mathcal{U}_j\mathcal{V}_j^2, \quad \mathcal{U}_j(0) = 0, \quad \mathcal{U}_j \sim S_j \log \rho + \mathcal{D}(S_j), \quad \text{as} \quad \rho \to \infty.
\end{align*}
\]

Here \( \Delta_p = \partial_{pp} + \rho^{-1}\partial_p \). The function \( \mathcal{D}(S_j) \) was computed numerically in §2.1 of [11].

The source strengths \( S_j \), for \( j = 1, \ldots, N \), are determined by matching the solution to the core problem (A.1) near each \( x_j \) to an outer solution for \( u \). This outer problem is

\[
\begin{align*}
\Delta u &= -1 + \frac{2\pi\sqrt{D}}{A} \sum_{i=1}^{N} S_i \delta(x - x_i), \quad x \in \Omega; \quad \partial_n u = 0, \quad x \in \partial\Omega, \\
u \sim \frac{1}{A\sqrt{D}} \left[ S_j \log |x - x_j| + \mathcal{D}(S_j) + \frac{S_j}{\nu} \right] & \quad \text{as} \quad x \to x_j, \quad j = 1, \ldots, N.
\end{align*}
\]
where \( \nu \equiv -1/\log \varepsilon \). The solution to (A.2) is

\[
\begin{equation}
\tag{A.3}
    u(x) = -\frac{2\pi}{\mathcal{A}\sqrt{D}} \left( \sum_{i=1}^{N} S_i G_0(x; x_i) + \bar{u} \right), \quad \text{provided that} \quad \sum_{i=1}^{N} S_i = \frac{A|\Omega|}{2\pi \sqrt{D}}.
\end{equation}
\]

Here \( \bar{u} \) is a constant to be found and \( G_0(x; x_i) \) is the Neumann Green’s function, which satisfies

\[
\begin{align*}
\Delta G_0 &= \frac{1}{|\Omega|} - \delta(x - x_i), \quad x \in \Omega; \quad \partial_n G_0 = 0, \quad x \in \partial\Omega, \quad \tag{A.4a} \\
G_0(x; x_i) &= -\frac{1}{2\pi} \log|x - x_i| + R_0(x_i) + o(1), \quad \text{as} \quad x \to x_i; \quad \int_{\Omega} G_0 \, dx = 0. \quad \tag{A.4b}
\end{align*}
\]

By matching the local behavior of \( u \) as \( x \to x_j \) with the far-field of \( \mathcal{U}_j \) as \( \rho \to \infty \), we derive that \( S_j \) for \( j = 1, \ldots, N \) and \( \bar{u} \) satisfy the \( N + 1 \) dimensional nonlinear algebraic system

\[
\begin{equation}
\tag{A.5}
    S_j + 2\pi \nu \left( S_j R_{0,j} + \sum_{i \neq j}^{N} S_i G_{0,ji} \right) + \nu D(S_j) = -2\pi \nu \bar{u}, \quad j = 1 \ldots, N; \quad \sum_{i=1}^{N} S_i = \frac{A|\Omega|}{2\pi \sqrt{D}},
\end{equation}
\]

where \( G_{0,ji} \equiv G_0(x_j; x_i) \) and \( R_{0,j} \equiv R_0(x_j) \).

When \( D = D_0/\nu \gg 1 \), the last expression in (A.5) yields that \( S_j = \mathcal{O}(\sqrt{\nu}) \ll 1 \). For \( S_j \ll 1 \) it was shown in Appendix A of [9] that

\[
\begin{equation}
\tag{A.6}
    \mathcal{U}_j \sim \frac{b}{S_j} + \cdots, \quad \mathcal{V}_j \sim \frac{S_j w}{b} + \cdots, \quad \mathcal{D}(S_j) \sim \frac{b}{S_j}
\end{equation}
\]

for \( S_j \ll 1 \), where \( b = \int_0^{\infty} \rho w^2 \, d\rho \approx 4.935 \), and \( w(\rho) \) is the ground-state solution of (1.4c). We then use the dominant balance \( S_j = \sqrt{\nu} \bar{S}_j \) to reduce (A.5) to leading-order in \( \nu \) to

\[
\begin{equation}
\tag{A.7}
    \bar{S}_j + \frac{b}{S_j} = -2\pi \sqrt{\nu} \bar{u}, \quad \sum_{i=1}^{N} \bar{S}_i = \frac{A|\Omega|}{2\pi \sqrt{D_0}}.
\end{equation}
\]

We consider only symmetric quasi-equilibrium \( N \)-spot solutions (cf. [31]), where there is a common leading-order source strength. From (A.7) the common source strength is \( \bar{S}_j = S_0 = \frac{A|\Omega|}{2\pi \sqrt{N \sqrt{D_0}}} \).

Next, we examine whether the \( N \)-spot quasi-equilibrium solution, denoted by \( u_e \) and \( v_e \), can become unstable on an \( \mathcal{O}(1) \) time-scale due to instabilities in the spot amplitudes. To do so, we introduce the perturbation \( u = u_e + e^{\lambda t} \eta \) and \( v = v_e + e^{\lambda t} \phi \) to obtain, from (1.3), the following eigenvalue problem with \( \partial_n \phi = \partial_n \eta = 0 \) on \( \partial\Omega \):

\[
\begin{equation}
\tag{A.8}
    \varepsilon^2 \Delta \phi - \phi + 2A u_e v_e \phi + A v_e^2 \eta = \lambda \phi, \quad D \Delta \eta - \tau \lambda \eta = \varepsilon^{-2} \left( 2u_e v_e \phi + v_e^2 \eta \right), \quad x \in \Omega.
\end{equation}
\]

In the inner region near the \( j \)-th spot we look for a leading-order locally radially symmetric solution as

\[
\begin{equation}
\tag{A.9}
    \phi = \sqrt{D} \Phi_j(\rho) + \cdots, \quad \eta = \frac{1}{A\sqrt{D}} N_j(\rho) + \cdots,
\end{equation}
\]

where \( \gamma = \varepsilon^{-1}(x - x_j) \) and \( \rho = |\gamma| \). Upon substituting (A.9) into (A.8), and using \( u_e v_e \sim A^{-1} \mathcal{U}_j \mathcal{V}_j \) and \( v_e^2 \sim D \mathcal{V}_j^2 \), we obtain, on \( \rho > 0 \), that \( \Phi_j \) and \( N_j \) satisfy

\[
\begin{align*}
\Delta \rho \Phi_j - \Phi_j + 2D \mathcal{U}_j \mathcal{V}_j \Phi_j + \mathcal{V}_j^2 N_j = \lambda \Phi_j, \quad \Phi_j(0) = 0, \quad \Phi_j \to 0 \quad \text{as} \quad \rho \to \infty, \quad \tag{A.10a} \\
\Delta \rho N_j - \mathcal{V}_j^2 N_j = 2D \mathcal{U}_j \mathcal{V}_j \Phi_j, \quad N_j(0) = 0, \quad N_j \sim C_j \log \rho + B_j, \quad \text{as} \quad \rho \to \infty, \quad \tag{A.10b}
\end{align*}
\]

provided that \( \tau \) is sufficiently small so that

\[
\frac{\varepsilon^2 \tau \lambda}{D} \ll 1. \quad \tag{A.11}
\]
In (A.10), $B_j = B_j(\lambda, S_j)$ must, in general, be computed numerically. Since (A.10) is a homogeneous linear system, we can, in principle, write $B_j = C_j \bar{B}_j(\lambda, S_j)$. We will show below that the unknown coefficients $C_j$, for $j = 1, \ldots, N$, are obtained from the eigenvectors of a matrix eigenvalue problem. Since $\Phi_j$ is proportional to $C_j$, we can interpret the coefficients as perturbations to the amplitudes of the spots, owing to the fact that the globally-defined activator concentration $v$ for a perturbed $N$-spot quasi-equilibrium solution has the form

$$v \sim \sum_{j=1}^{N} \sqrt{D} \left( \mathcal{V}_j [\varepsilon^{-1}|x - x_j|] + \varepsilon^{\lambda} \Phi_j [\varepsilon^{-1}|x - x_j|] \right). \quad (A.12)$$

To derive a matrix eigenvalue problem for $C_1, \ldots, C_N$, we must match the inner solution $N_j$ to an outer solution for $\eta$. The outer problem for $\eta$ is simply

$$\Delta \eta - \frac{\tau \lambda}{D} \eta = \frac{2\pi}{A\sqrt{D}} \sum_{i=1}^{N} C_i \delta(x - x_i), \quad x \in \Omega; \quad \partial_n \eta = 0, \quad x \in \partial\Omega, \quad (A.13a)$$

$$\eta \sim \frac{C_j}{A\sqrt{D}} \left[ \log |x - x_j| + B_j + \frac{1}{\nu} \right] \quad \text{as} \quad x \to x_j, \quad j = 1, \ldots, N. \quad (A.13b)$$

The solution to (A.13) is

$$\eta = -\frac{2\pi}{A\sqrt{D}} \sum_{i=1}^{N} C_i G_{\lambda}(x; x_i), \quad (A.14)$$

where $G_{\lambda}(x; x_i)$ is the Green’s function satisfying (3.25). By asymptotically matching the local behavior of $\eta$ as $x \to x_j$ to the far-field behavior of the inner solution $\eta = (A.10)^{-1} N_j$, we readily derive the matrix problem

$$C_j + 2\pi\nu \left( R_{\lambda,j} C_j + \sum_{i \neq j}^{N} C_i G_{\lambda,ji} \right) + \nu B_j = 0, \quad j = 1, \ldots, N. \quad (A.15)$$

Here $G_{\lambda,ji} \equiv G_{\lambda}(x_j; x_i)$, while $R_{\lambda,j} \equiv R_{\lambda}(x_j)$ is the regular part of $G_{\lambda}$ at $x = x_j$ (see (3.25)). In matrix form, (A.15) is

$$(I + 2\pi\nu G_{\lambda}) C + \nu B = 0, \quad (A.16)$$

where $C \equiv (C_1, \ldots, C_N)^T$, $B \equiv (B_1, \ldots, B_N)^T$, and $G_{\lambda}$ is the $N \times N$ symmetric Green’s matrix given in (3.4) in terms of the Green’s function of (3.25).

For the parameter range where $D = D_0/\nu \gg 1$, with $\nu \ll 1$, we now derive an NLEP from (A.10) and (A.16) for the case where there is a common spot source strength $S_j = \sqrt{\nu} S_0$, with $S_0 \equiv A|\Omega|/(2\pi N \sqrt{D_0})$. In this parameter range, we use (A.6) to obtain $U_j \sim b/\sqrt{\nu} S_0$ and $V_j \sim \sqrt{\nu} S_0 w/b$, so that (A.10) reduces, when written in matrix form, to

$$L_0 \Phi + \frac{\nu S_0^2 w^2}{b^2} N = \lambda \Phi, \quad \Phi'(0) = 0, \quad \Phi \to 0 \quad \text{as} \quad \rho \to \infty, \quad (A.17a)$$

$$\Delta \rho N - \frac{\nu S_0^2 w^2}{b^2} N = 2w \Phi', \quad N'(0) = 0, \quad N \sim C \log \rho + B, \quad \text{as} \quad \rho \to \infty, \quad (A.17b)$$

where $\Phi \equiv (\Phi_1, \ldots, \Phi_N)$, $N \equiv (N_1, \ldots, N_N)$, and where $L_0$ is the local operator defined in (1.4b). We then introducing the re-scaling

$$\tilde{\Phi} = \Phi_0 + \mathcal{O}(\nu), \quad \tilde{N} = \nu^{-1} N_0 + \mathcal{O}(1), \quad B = \nu^{-1} B_0 + \mathcal{O}(1),$$

so that (A.17) becomes

$$L_0 \Phi_0 + \frac{S_0^2 w^2}{b^2} N_0 = \lambda \Phi_0, \quad \Phi_0'(0) = 0, \quad \Phi_0 \to 0 \quad \text{as} \quad \rho \to \infty, \quad (A.18a)$$

$$\Delta \rho N_0 = \nu \left( 2w \Phi_0 + \frac{S_0^2 w^2}{b^2} N_0 \right), \quad N_0'(0) = 0, \quad N_0 \sim C \log \rho + B_0, \quad \text{as} \quad \rho \to \infty. \quad (A.18b)$$
For \( \nu \ll 1 \), we readily derive from (A.18) and (A.16) that \( \mathbf{N}_0 = \mathbf{B}_0 \), and

\[
\mathbf{C} = \int_{0}^{\infty} \left( 2w\Phi_0 + \frac{S_d^2 w^2}{b^2} \mathbf{N}_0 \right) r \, dr = 2 \int_{0}^{\infty} w \Phi_0 \, dr + \frac{S_d^2}{b} \mathbf{N}_0, \quad \quad (I + 2\pi \nu \mathbf{G}_\lambda) \mathbf{C} = -\mathbf{N}_0. 
\]  

(A.19)

We now eliminate \( \mathbf{C} \) between the last two equations in (A.19) to determine \( \mathbf{N}_0 \). Upon substituting the resulting expression for \( \mathbf{N}_0 \) into (A.18a) we obtain a vector NLEP of the form

\[
L_0 \Phi_0 - w^2 \int_{0}^{\infty} \rho w \Phi_0 \, dr = \lambda \Phi_0, \quad \quad \mathcal{H} = \left( I + \frac{b}{S_0^2} (I + 2\pi \nu \mathbf{G}_\lambda)^{-1} \right)^{-1},
\]

where \( \alpha \equiv b/S_0^2 = 4\pi^2 b D_0 N^2/|\Omega|^2 A^2 \).

Finally, to diagonalize this vector NLEP we let \( C_i \) and \( \kappa_{\lambda,i} \) denote the matrix spectrum of \( \mathbf{G}_\lambda \), i.e.

\[
\mathbf{G}_\lambda C_i = \kappa_{\lambda,i} C_i, \quad i = 1, \ldots, N.
\]

(A.21)

From the expression for \( \mathcal{H} \) in (A.20) we get

\[
\mathcal{H} C_i = \sigma_i C_i, \quad i = 1, \ldots, N; \quad \sigma_i \equiv \frac{2(1 + 2\pi \nu \kappa_{\lambda,i})}{1 + \alpha + 2\pi \nu \kappa_{\lambda,i}}.
\]

(A.22)

Upon decomposing \( \mathcal{H} = Q\Lambda Q^T \), where \( \Lambda \) is the diagonal matrix of eigenvalues \( \sigma_i \) of \( \mathcal{H} \) and \( Q \) is the orthogonal matrix of eigenvectors \( C_i \), and then introducing \( \Psi = Q^T \Phi_0 \), we readily obtain the \( N \)-scalar NLEPs of the form (3.1), with multipliers as given in (3.24).

To recover the NLEP for the Schnakenberg model with the bilinear multiplier given by (1.4a) and (2.15), which is valid for \( D = D_0/\nu \) and \( \tau = O(1) \), we first derive from (3.25) that, for \( \nu \ll 1 \),

\[
\mathbf{G}_\lambda = \frac{D_0 N}{\nu \tau |\Omega|} E + \mathbf{G}_0 + \mathcal{O}(\nu), \quad E \equiv \frac{1}{N} \mathbf{ee}^T,
\]

where \( \mathbf{e} = (1, \ldots, 1)^T \) and \( \mathbf{G}_0 \) is the Neumann Green’s matrix. Since \( E \mathbf{e} = \mathbf{e} \) and \( E \mathbf{q}_i = 0 \) for \( i = 2, \ldots, N \), where \( \mathbf{q}_i^T \mathbf{e} = 0 \), the eigenvalues \( \kappa_{\lambda,i} \) of \( \mathbf{G}_\lambda \) are \( \kappa_{\lambda,1} \sim D_0 N / [\nu \tau |\Omega|] \) and \( \kappa_{\lambda,i} = O(1) \) for \( i = 2, \ldots, N \). This yields that

\[
2\pi \nu \kappa_{\lambda,1} \sim \frac{\mu}{\tau \lambda}; \quad 2\pi \nu \kappa_{\lambda,i} = O(\nu), \quad \text{for} \quad i = 2, \ldots, N,
\]

(A.23)

where \( \mu \equiv 2\pi N D_0/|\Omega| \). Upon substituting (A.23) into (A.22) we recover the bilinear-in-\( \lambda \) multipliers for the synchronous and asynchronous modes given in (2.15).

**B The Gray-Scott Model**

We now derive the nonlinear algebraic equation (2.20) characterizing \( N \)-spot quasi-equilibria for the GS model (1.2) when \( D = D_0/\nu \gg 1 \). In addition, we derive the NLEP (3.1a) with multipliers (3.34) determining the linear stability on an \( O(1) \) time-scale of these patterns. Since the approach is very similar to that in Appendix A we only briefly sketch the analysis here.

In the asymptotic construction of \( N \)-spot quasi-equilibria for the GS model (1.2) we obtain the same core problem (A.1) near the \( j \)-th spot, while in place of (A.2), the outer solution for \( u \) now satisfies

\[
\Delta u - u = -1 + \frac{2\pi \sqrt{D}}{A} \sum_{i=1}^{N} S_i \delta(x - x_i), \quad x \in \Omega; \quad \partial_n u = 0, \quad x \in \partial \Omega, \quad \quad \Delta u - u = -1 + \frac{2\pi \sqrt{D}}{A} \sum_{i=1}^{N} S_i \delta(x - x_i), \quad x \in \Omega; \quad \partial_n u = 0, \quad x \in \partial \Omega,
\]

(B.1a)

\[
u \sim \frac{1}{A\sqrt{D}} \left[ S_j \log |x - x_j| + \mathcal{D}(S_j) + \frac{S^2}{\nu} \right] \quad \text{as} \quad x \to x_j, \quad j = 1, \ldots, N,
\]

(B.1b)
where $\nu \equiv -1/\log \varepsilon$. The solution to (B.1) is \( u(x) = -2\pi [A\sqrt{D}]^{-1} \sum_{i=1}^{N} S_i G(x; x_i), \) where \( G(x; x_i) \) is the reduced-wave Green’s function satisfying

\[
\begin{align*}
\Delta G - \frac{1}{D} G &= -\delta(x - x_i), \quad x \in \Omega; \quad \partial_n G = 0, \quad x \in \partial\Omega, \quad (B.2a) \\
G(x; x_i) &= -\frac{1}{2\pi} \log |x - x_i| + R(x_i) + o(1), \quad \text{as} \quad x \to x_i. \quad (B.2b)
\end{align*}
\]

By matching the local behavior of \( u \) as \( x \to x_j \) with the far-field behavior of the solution to each core problem, we derive in place of (A.5) that, in terms of \( G_{ji} \equiv G(x_j; x_i) \) and \( R_j \equiv R(x_j) \),

\[
S_j + 2\pi \nu \left( \sum_{i=1}^{N} S_i + \sum_{i \neq j}^{N} S_i G_{ji} \right) + \nu D(S_j) = \nu A\sqrt{D}, \quad j = 1, \ldots, N. \quad (B.3)
\]

For the parameter range \( D = D_0/\nu \) with \( \nu \ll 1 \) we estimate \( G(x; x_i) \sim D_0/|\nu| \Omega| + O(1), \) \( R(x_i) \sim D_0/|\nu| \Omega| + O(1). \) Then, upon defining \( \mu \equiv 2\pi ND_0/|\Omega|, \) (B.3) becomes

\[
S_j + \frac{\mu}{N} \sum_{i=1}^{N} S_i + O(\nu) + \nu D(S_j) \sim \sqrt{\nu D_0} A = \nu A \left( \sqrt{\frac{\Omega}{2\pi N}} \right), \quad j = 1, \ldots, N. \quad (B.4)
\]

This suggests that \( S_j = O(\sqrt{\nu}) \ll 1. \) We then look for a symmetric N-spot quasi-equilibrium for which \( S_j = \sqrt{\nu} S_0 \) for \( j = 1, \ldots, N. \) We use the small-S asymptotics in (A.6) to estimate \( D(S_j) \sim b/[\sqrt{\nu} S_0]. \) In this way, (B.4) reduces for \( \nu \ll 1 \) to the nonlinear algebraic equation for \( S_0 \) given in (2.20) of §2.3.

Next, we examine the linear stability on an \( O(1) \) time-scale of the N-spot symmetric quasi-equilibrium solution, denoted by \( v_\varepsilon \) and \( u_\varepsilon. \) We linearize (1.2) about \( u_\varepsilon, v_\varepsilon \) to obtain the eigenvalue problem (A.8) in which \( \tau \lambda \) is replaced by \( (1 + \tau \lambda) \). By considering only locally radially symmetric perturbations near the \( j \)-th spot we derive the inner problem (A.10) provided that the consistency condition (A.11) holds. The outer problem for the perturbation in \( u \) is given by (A.13) where we replace \( \tau \lambda/D \) in (A.13a) with \( (1 + \tau \lambda)/D \). The solution to this problem is given in (A.14), where \( G_\lambda(x; x_i) \) is the Green’s function now defined by (3.3).

By asymptotically matching the inner problem for the eigenfunction to the outer problem, we obtain (A.16) in terms of the Green’s matrix \( G_\lambda \). For the parameter range where \( D = D_0/\nu \gg 1, \) with \( \nu \ll 1 \), we can then repeat the analysis in (A.17)–(A.19) to derive the vector NLEP (A.20) where \( S_0 \) is related to the feed-rate parameter \( A \) through the nonlinear algebraic equation (2.20).

By diagonalizing this vector NLEP by using the eigendecomposition of \( G_\lambda \) as in (A.21), we readily derive (A.22) in which \( \alpha \) is replaced by \( b/S_0^2 \). In this way, we obtain the NLEP (3.1a) with multipliers (3.34).

When \( D = D_0/\nu \) and \( \tau = O(1), \) we can easily recover the conventional NLEP problem given by (1.4a) with the two multipliers in (2.21) for the synchronous and asynchronous modes. To do so, we use

\[
\tilde{G}_\lambda = \frac{D_0 N}{\nu(1 + \tau \lambda)|\Omega|} E + \tilde{G}_0 + O(\nu), \quad E \equiv \frac{1}{N} ee^T,
\]

for \( \nu \ll 1 \) to estimate the eigenvalues \( \kappa_{\lambda,i} \) of \( \tilde{G}_\lambda \) as \( \kappa_{\lambda,1} \sim D_0 N/|\nu(1 + \tau \lambda)|\Omega| \) and \( \kappa_{\lambda,i} = O(1) \) for \( i = 2, \ldots, N. \) By substituting these expressions into (3.34) we readily obtain (2.21).

### C The Gierer-Meinhardt Model

We now derive the NLEP (3.1a) with multipliers (3.1b) determining the linear stability on an \( O(1) \) time-scale of N-spot quasi-equilibria for the GM model (1.1), valid for arbitrary \( \tau. \) Our approach is different than in Appendix A in that we follow [27] and develop only a leading-order theory in \( \nu \) for the regime \( D = D_0/\nu. \) We set \( D = D_0/\nu, \) with \( \nu = -1/\log \varepsilon, \) and write (1.1) as

\[
v_t = \varepsilon^2 \Delta v - v + v^2/u, \quad \tau u_t = \frac{D_0}{\nu} \Delta u - u + \varepsilon^{-2} v^2, \quad x \in \Omega. \quad (C.1)
\]
To leading-order in \( \nu \), we first construct an \( N \)-spot quasi-equilibrium solution for (C.1). In the inner region near \( x = x_j \), we define \( y = \epsilon^{-1}(x - x_j) \), with \( \rho = |y| \), and look for a locally radially symmetric solution in the form \( v \sim V_j(\rho) \) and \( u \sim U_j(\rho) \). From the steady-state equations of (C.1), we get on \( 0 < \rho < \infty \) that \( V_j \) and \( U_j \) satisfy

\[
\Delta_\rho V_j - V_j + \frac{V_j^2}{D_0} = 0, \quad V_j \to 0 \quad \text{as} \quad \rho \to \infty; \quad \Delta_\rho U_j = \frac{\nu}{D_0} V_j^2,
\]

where \( \Delta_\rho \equiv \partial_{\rho\rho} + \rho^{-1} \partial_\rho \). For \( \nu \ll 1 \), we expand \( U_j = U_{j0} + \nu U_{j1} + \cdots \), to obtain that \( U_{j0} \) is a constant. Then, from the first equation in (C.2) we get \( V_j \sim U_{j0}w \), where \( w(\rho) \) is the ground-state solution (1.4c). From the second equation in (C.2) we conclude that \( \Delta_\rho U_{j1} = -U_{j0}^2 w^2/D_0 \), which yields the far-field behavior

\[
U_{j1} \sim -\frac{U_{j0}^2 b}{D_0} \log \rho + O(1), \quad \text{as} \quad \rho \to \infty; \quad b \equiv \int_0^\infty \rho w^2 d\rho.
\]

By matching the far-field of each inner solution \( U_j \) to an outer solution, we get the outer problem for \( u \)

\[
\frac{D_0}{\nu} \Delta u - u = -2\pi b \sum_{i=1}^N U_{j0}^2 \delta(x - x_i), \quad x \in \Omega; \quad \partial_n u = 0, \quad x \in \partial \Omega,
\]

\[
u u \sim U_{j0} - \frac{U_{j0}^2 b}{D_0} - \nu \left( \frac{U_{j0}^2 b}{D_0} \log |x - x_j| + O(1) \right), \quad \text{as} \quad x \to x_j, \quad j = 1, \ldots, N,
\]

where \( \nu \equiv 1/\log \epsilon \). Upon expanding \( u = u_0 + \nu u_1 + \cdots \), we obtain that \( u_0 \) is a constant and that \( u_0 = U_{j0} - U_{j0}^2 b/D_0 \) for \( j = 1, \ldots, N \). We obtain that \( u_1 \) satisfies

\[
D_0 \Delta_\rho u_1 = u_0 - 2\pi b \sum_{i=1}^N U_{j0}^2 \delta(x - x_i), \quad x \in \Omega; \quad \partial_n u_1 = 0, \quad x \in \partial \Omega,
\]

\[
u u_1 \sim -\left( \frac{U_{j0}^2 b}{D_0} \log |x - x_j| + O(1) \right), \quad \text{as} \quad x \to x_j, \quad j = 1, \ldots, N.
\]

From the Divergence theorem, we require that \( u_0|\Omega| = 2\pi b \sum_{i=1}^N U_{j0}^2 \). In this way, we obtain that \( U_{j0} \) for \( j = 1, \ldots, N \) satisfies the nonlinear algebraic system

\[
\frac{2\pi b}{|\Omega|} \sum_{i=1}^N U_{j0}^2 = U_{j0} - \frac{bU_{j0}^2}{D_0}, \quad j = 1, \ldots, N.
\]

For a symmetric \( N \)-spot quasi-equilibrium solution we set \( U_{j0} = U_0 \) for \( j = 1, \ldots, N \). From (C.6) we obtain that

\[
U_0 = \frac{D_0}{b(\mu + 1)}, \quad \text{where} \quad \mu \equiv \frac{2\pi ND_0}{|\Omega|}, \quad b \equiv \int_0^\infty \rho w^2 d\rho.
\]

Then, from (C.5), \( u_1 = 2\pi bU_0 D_0^{-1} \left[ \sum_{i=1}^N G_0(x; x_i) + \bar{u} \right] \), where \( G_0 \) is the Neumann Green’s function of (A.4) and \( \bar{u} \) is a constant.

Next, we examine the linear stability of \( N \)-spot symmetric quasi-equilibria, denoted by \( v_c \) and \( u_c \). Upon introducing \( u = u_c + e^{\lambda t} \eta \) and \( v = v_c + e^{\lambda t} \phi \) into (C.1) and linearizing, we obtain the eigenvalue problem

\[
\varepsilon^2 \Delta \phi - \phi + 2\frac{v_c}{u_c} \phi - \frac{v_c^2}{u_c^2} \eta = \lambda \phi, \quad \frac{D_0}{\nu} \Delta \eta - (1 + \tau \lambda) \eta = -2\varepsilon^{-2} v_c \phi, \quad x \in \Omega,
\]

with \( \partial_n \phi = \partial_n \eta = 0 \) on \( \partial \Omega \). In the inner region near the \( j \)-th spot, where \( v_c \sim U_0 w(\rho) \) and \( u_c \sim U_0 \) with \( \rho = \epsilon^{-1}|x - x_j| \), we look for a leading-order locally radially symmetric solution of the form \( \phi \sim \Phi_j(\rho) \) and \( \eta \sim N_j(\rho) \). From (C.8) we get in terms of the local operator \( L_0 \) of (1.4b) that on \( 0 < \rho < \infty \),

\[
L_0 \Phi_j - w^2 N_j = \lambda \Phi_j, \quad \Delta_\rho N_j = -\frac{2\mu \nu}{D_0} w \Phi_j,
\]
provided that \( \tau \) satisfies \( \varepsilon^2 \tau \mu / D_0 \ll 1 \) (see (A.11). We then expand \( \Phi_j = \Phi_{j0} + \cdots \) and \( N_j = N_{j0} + \nu N_{j1} + \cdots \) to obtain that \( N_{j0} \) is a constant, and that \( \Delta \rho N_{j1} = -2 U_0 w \Phi_j / D_0 \). This yields that \( N_j \) has the far-field behavior

\[
N_j \sim N_{j0} - \nu \left[ \frac{2 U_0}{D_0} \int_0^\infty \rho w \Phi_0 \, d\rho \right] \log \rho + \mathcal{O}(1), \quad \rho \to \infty. \tag{C.10}
\]

Upon matching the far-field behavior of the inner solution \( N_j \) to an outer solution, we obtain that the outer problem for \( \eta \) is

\[
\Delta \eta - \frac{\nu}{D_0} (1 + \tau \lambda) \eta = -\frac{4 \pi U_0 \nu}{D_0} \sum_{i=1}^N \left( \int_0^\infty \rho w \Phi_{0i} \, d\rho \right) \delta(x - x_i), \quad x \in \Omega; \quad \partial_n \eta = 0, \quad x \in \partial \Omega, \tag{C.11a}
\]

\[
\eta \sim N_{j0} - \frac{2 U_0}{D_0} \left( \int_0^\infty \rho w \Phi_{0j} \, d\rho \right) - \nu \left[ \frac{2 U_0}{D_0} \left( \int_0^\infty \rho w \Phi_{0j} \, d\rho \right) \log |x - x_j| + \mathcal{O}(1) \right], \quad x \to x_j, \tag{C.11b}
\]

for \( j = 1, \ldots, N \). The solution to (C.11a) is

\[
\eta = \frac{4 \pi U_0 \nu}{D_0} \sum_{i=1}^N G_\lambda(x; x_i) \left( \int_0^\infty \rho w \Phi_{0i} \, d\rho \right). \tag{C.12}
\]

where \( G_\lambda \) is the reduced-wave Green’s function satisfying (3.3). By enforcing that the non-singular term of the local behavior of \( \eta \) as \( x \to x_j \) agree with that in (C.11b), we determine \( N_0 \equiv (N_1, \ldots, N_N)^T \) as

\[
N_0 = \frac{2 U_0}{D_0} \left[ I + 2 \pi \nu G_\lambda \right] \left( \int_0^\infty \rho w \Phi_0 , d\rho \right), \tag{C.13}
\]

where \( G_\lambda \) is the Green’s matrix of (3.2). Upon using (C.7) for \( U_0 / D_0 \), and substituting (C.13) into the first equation of (C.9), we obtain the vector NLEP

\[
L_0 \Phi_0 - w^2 \mathcal{H} \int_0^\infty \rho w \Phi_0 \, d\rho = \lambda \Phi_0, \quad \text{where} \quad \mathcal{H} = \frac{2}{\mu + 1} \left( I + 2 \pi \nu G_\lambda \right). \tag{C.14}
\]

By diagonalizing this vector NLEP, as in (A.22), we obtain the NLEP (3.1a) with the \( N \) multipliers in (3.1b).
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