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Abstract

The existence, stability, and pulse-splitting behavior of spike patterns in the one-dimensional Gray-Scott model on a finite domain is analyzed in the semi-strong spike-interaction regime. This regime is characterized by a localization of one of the components of the reaction near certain spike locations, while the other component exhibits a more global spatial variation across the domain. The method of matched asymptotic expansions is then used to construct \( k \)-spike equilibria in terms of a certain core problem. This core problem is studied numerically and asymptotically. For each integer \( k \geq 1 \), it is shown that there are two branches of \( k \)-spike equilibria that meet at a saddle-node bifurcation point. For small values of the diffusivity \( D \) of the second component, these saddle-node bifurcation points occur at approximately the same value. A combination of asymptotic and numerical methods is used to analyze the stability of the branches of \( k \)-spike equilibria with respect to both drift instabilities associated with the small eigenvalues and oscillatory instabilities of the spike profile. In this way, the key bifurcation and spectral conditions of Ei, Nishiura, Ueda [Japan. J. Indus. Appl. Math., 18, (2001)] believed to be essential for pulse-splitting behavior in a reaction-diffusion system are verified. By having verified these conditions, a simple analytical criterion for the occurrence of pulse-splitting is then formulated and confirmed with full numerical simulations of the Gray-Scott model. This criterion verifies a conjecture based on numerics and topological arguments reported in Doelman, Gardner, Kaper [this journal, 122 (1998)]. The analytical results are compared with previously obtained results for pulse-splitting behavior.

1 Introduction

We study the existence, stability, and pulse-splitting behavior of spike patterns in a certain asymptotic limit of the one-dimensional Gray-Scott (GS) model. This system, introduced for a continuously stirred reactor in [15], models an irreversible reaction involving two reactants in a gel reactor, where the reactor is maintained in contact with a reservoir of one of the two chemical species. In [30] (see also [20]), this system is written in nondimensional form as

\[
\begin{align*}
    v_t &= \varepsilon^2 v_{xx} - v + Au^2, \quad -1 < x < 1, \quad t > 0; \quad v_x(\pm 1, t) = 0, \quad (1.1a) \\
    \tau u_t &= D u_{xx} + (1 - u) - uv^2 \quad -1 < x < 1, \quad t > 0; \quad u_x(\pm 1, t) = 0. \quad (1.1b)
\end{align*}
\]

Here \( \varepsilon > 0, \ D > 0, \ \tau > 1 \), and \( A > 0 \). The parameter \( A \) is referred to here as the feed-rate parameter. For various ranges of these parameters, (1.1) and its two-dimensional counterpart, are known to possess...
a rich solution structure involving oscillating standing pulses, the propagation of traveling waves, pulse-replication behavior, and chaotic phenomena (cf. [5]–[9], [19], [24], [25], [28]–[30], [33], [35], [36], [37], [38], [39], [40], [43]). Self-replication of spots for the GS model was first observed numerically in [37]. Other early studies of pulse-splitting behavior for related systems were given in [19] (see Chapter 15 of [19]) and some of the references therein.

The dimensionless version (1.1) of the GS model, first introduced in [30], is particularly convenient in that it shows that, for \( \varepsilon \ll 1 \), the construction of equilibrium solutions depends only on the two parameters \( A \) and \( D \), while the reaction-time constant \( \tau > 1 \) only influences the stability of these solutions. In the limit \( \varepsilon \ll 1 \), and for certain ranges of the other parameters, there are equilibrium solutions for \( v \) that consist of a sequence of spikes. The parameter \( D \) measures the effect of the finite domain and the strength of the inter-spike interactions. In this paper, we will assume that \( D \gg O(\varepsilon^2) \) and \( \varepsilon \ll 1 \). In this regime, called the semi-strong spike interaction regime, spike patterns are such that \( v \) is localized near the spikes, while \( u \) varies more globally across the domain. This regime is to be contrasted with the weak interaction regime studied in [33], [35], [36], and [43], where \( D = O(\varepsilon^2) \) and \( \varepsilon \ll 1 \).

In the semi-strong interaction limit there are three regimes for \( A \) where different behaviors occur: the low feed-rate regime \( A = O(\varepsilon^{1/2}) \), the intermediate feed-rate regime \( O(\varepsilon^{1/2}) \ll A \ll O(1) \), and the high feed-rate, or pulse-splitting, regime, \( A = O(1) \). These three regimes were first identified in [29] for (1.1), and in [7] in terms of another dimensionless version of the GS model. For the low feed-rate regime \( A = O(\varepsilon^{1/2}) \), it was shown in [9] and [20] that there is a saddle-node bifurcation structure of equilibrium \( k \)-spike patterns. In [20] a rigorous stability analysis of these solutions with respect to the large eigenvalues of order \( \lambda = O(1) \) in the spectrum of the linearization showed that the stability properties depend intrinsically on \( A \), \( D \), \( \tau \), and \( k \). Related work in the low-feed rate regime for a one-spike solution for the infinite-line problem was given in [29]. For the low feed-rate regime, the stability of \( k \)-spike equilibria with respect to the small eigenvalues of order \( \lambda = O(\varepsilon^2) \) in the spectrum of the linearization was studied in [21].

For the intermediate regime, where \( O(\varepsilon^{1/2}) \ll A \ll O(1) \), the stability of \( k \)-spike equilibria with respect to the large eigenvalues was first studied in [7] and [8] by deriving, and then analyzing, a certain nonlocal eigenvalue problem (NLEP). The analysis of this NLEP in [7] identifies parameter values at which the \( k \)-spike equilibria undergo a Hopf bifurcation. An alternative approach to study this NLEP was given in [20]. For a \( k \)-spike pattern, these results show that there are certain scaling laws in terms of a universal NLEP that determine the stability of equilibrium spike patterns with respect to the large eigenvalues of order \( \lambda = O(1) \) in the spectrum of the linearization. Related results for a one-spike solution for the infinite-line problem were given in [29]. Regarding the small eigenvalues of order \( \lambda = O(\varepsilon^2) \), it was shown in [21] that \( k \)-spike equilibria in the intermediate regime are all stable with respect to this class of eigenvalues when \( \tau = O(1) \). However, in §5 of [21], it was shown that a small eigenvalue can become unstable, leading to a drift instability of a one-spike solution, when \( \tau \) is asymptotically large as \( \varepsilon \to 0 \). This drift instability for the finite-domain problem, which results from a Hopf bifurcation, leads to an oscillatory behavior for the spike-layer location. In contrast, a monotonic drift instability for a one-spike solution for the infinite-line problem was found and analyzed in [28]. In Appendix A we summarize those main prior stability results for the intermediate regime that are relevant to the analysis in this paper.
The goal of this paper is to analyze the existence and stability of spike patterns for (1.1) in the pulse-splitting regime where \( A = O(1) \). We will assume semi-strong spike interactions where \( \varepsilon \ll 1 \), \( D \gg O(\varepsilon^2) \), and \( \varepsilon A/\sqrt{D} \ll 1 \). In this regime the equilibrium spike patterns again exhibit a saddle-node bifurcation structure. For the infinite-line problem, a one-spike equilibrium in this regime was constructed asymptotically in [30] and the saddle-node value was computed numerically. The existence of a saddle-node value for the infinite-line problem was proved using a topological shooting method in §6 of [7]. In [7] the saddle-node values for \( k \)-spike equilibria in the pulse-splitting regime were called “disappearance bifurcations”, and were given numerically in Table 3 of §7.2 of [7]. A conjecture, based on numerical computations, for these saddle-node values was given in [7]. In §2 we construct equilibrium \( k \)-spike patterns in terms of a certain core problem. For the infinite-line problem, this core problem was introduced in [30] and was also given in a different form as the leading terms in equation (2.9) of [9]. Our approach extends the analysis in [30], [9], and [7], in two ways. Firstly, we incorporate the effect of the finite domain by matching the core solution to an appropriate outer expansion for the global variable \( u \). This yields novel far-field boundary conditions that the core problem must satisfy. By analyzing this problem, we analytically verify the numerically-based conjecture of [7] for the saddle-node values. More specifically, we show formally in Principal Result 2.2 below that when \( A = O(1) \) and \( \varepsilon A/\sqrt{D} \ll 1 \), there are no \( k \)-spike equilibria to (1.1) that match smoothly onto the intermediate regime solutions when \( A > A_{pk} \), where

\[
A_{pk} \equiv 1.347 \coth \left( \frac{1}{k\sqrt{D}} \right).
\]  

(1.2)

The value 1.347 arises from the saddle-node bifurcation value for the core problem on the infinite line (cf. [30]), while the other term in (1.2) arises from our inner-outer matching of the core problem to the far field. Our second contribution to the equilibrium problem is that we analytically investigate qualitative properties of the solutions to the core problem including, asymptotic limiting shapes for the bifurcation branches and the analysis of a certain multi-bump transition structure. This multi-bump structure is important for pulse-splitting behavior. These results are given in Principal Results 3.1 and 3.2.

Next, we study the stability of the \( k \)-spike equilibria in the pulse-splitting regime \( A = O(1) \) with respect to the small eigenvalues governing translational (drift) instabilities in the spike locations. In §4 we use an asymptotic matching analysis to analyze the stability of \( k \)-spike equilibria for \( A = O(1) \) and \( \varepsilon A/\sqrt{D} \ll 1 \) with respect to the drift instabilities associated with eigenvalues of order \( \lambda = O(\varepsilon) \). This stability analysis is significantly more intricate than that studied in [21] for the drift instability a one-spike solution in the intermediate regime. In Principal Result 4.2 we derive transcendental equations that the small eigenvalues satisfy. A central feature of this analysis is that, although the core problem can only be solved numerically, one can analytically calculate precise formulae for the small eigenvalues in terms of a single numerically-determined parameter related to the core problem. For \( \tau \ll O(\varepsilon^{-1}) \), Principal Result 4.3 shows that these eigenvalues are in the stable left half-plane for the equilibrium solution branch that merges onto the intermediate regime solution. In Principal Results 4.4 and 4.5 we show that when \( \tau \) exceeds some threshold value in the regime \( \tau = O(\varepsilon^{-1}) \), a drift instability occurs as a result of a Hopf bifurcation. This leads to small-scale oscillations in the spike layer locations. The dominant instability is found to be a breathing-type instability (see Conjecture 4.6).
A related type of Hopf bifurcation has been analyzed in [16] and [26] for hyperbolic tangent-type interfaces associated with a two-component reaction diffusion system with bistable nonlinearities. Those analyses are based on the the SLEP (singular limit eigenvalue problem) method of [32]. Related oscillatory layer behavior for a certain three-component system has been studied numerically in [34].

In §5 we study the stability of $k$-spike equilibria in the pulse-splitting regime with respect to the large eigenvalues $\lambda = O(1)$, which govern oscillations in the spike amplitudes. A key observation is that the NLEP problem of the intermediate regime is not applicable in the pulse-splitting regime. Therefore, we study large eigenvalue instabilities numerically by formulating an eigenvalue problem and computing its spectrum by finite difference methods. For $\tau \ll O(\varepsilon^{-2})$, we show numerically that the equilibrium solution branch that merges onto the intermediate regime solutions is stable with respect to these eigenvalues, but that an instability due to a Hopf bifurcation in the spike profile can occur when $\tau = O(\varepsilon^{-2})$.
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\caption{Left figure: bifurcation diagram in the pulse-splitting regime $A = O(1)$ for $k$-spike solutions with $\varepsilon = 0.02$, $D = 0.1$, and $k = 1, \ldots, 4$. The fold point values for $A$ increase with $k$. Right figure: trajectories of maxima of $v$ showing pulse-splitting behavior when $\varepsilon = 0.01$, $D = 0.1$, $A = 2.4$, and $\tau = 2.0$.}
\end{figure}

The equilibrium results of §2 and §3, together with the stability results of §4 and §5, allow us to then verify the three main pulse-splitting conditions of [10] in the high-feed rate regime $A = O(1)$, and $\varepsilon A/\sqrt{D} \ll 1$. The first condition of [10] is that each $k$-spike equilibrium solution branch must have a fold-point, or saddle-node, bifurcation. Moreover, the fold points for each of these branches of equilibria must occur at approximately the same bifurcation value. This is the lining-up property of equilibria. For $D = 0.1$, in Fig. 1(a) we plot a bifurcation diagram of the $L_2$ norm of $v$, $|v|_2$, defined by

$$|v|_2 \equiv \left( \int_{-1}^{1} v^2 \, dx \right)^{1/2},$$

versus $A$ showing a saddle-node structure with an approximate lining-up property. The saddle-node bifurcation values in this figure are the values $A_{pk}$ given in (1.2), that were also conjectured from numerical
computations in Table 3 of [7]. The second condition of [10] is that one of the branches of equilibria is unstable while the other is stable. When $\tau \ll O(\varepsilon^{-1})$ this stability condition is verified from the analysis and numerical computations of the small and large eigenvalues in §4 and §5, respectively. The final condition is that the spectrum of the linearization of the equilibrium solution at the fold point location has a *dimple-shaped* eigenfunction $\Phi_d$, associated with a zero eigenvalue, for one of the components of the system. Such an eigenfunction is computed numerically in §5.

When the pulse-splitting conditions of [10] are satisfied, and when the bifurcation parameter is chosen to have a value slightly beyond the fold point value, it was argued in [35] that pulse-splitting should occur from a single localized initial pulse. The *ghost* of the dimple eigenfunction at the fold point value still influences the system for values of the bifurcation parameter slightly beyond this critical value. Similar *ghost* effects in other bifurcation settings have been well-studied, including dynamical hysteresis loops (cf. [14]), and delayed bifurcation effects caused by slowly varying control parameters (cf. [12]).

From our verification of the pulse-splitting criteria of [10], in §5 we then make a conjecture concerning the number of pulse-splitting events that will occur for (1.1) starting from a one-spike initial data. For $\tau \ll O(\varepsilon^{-1})$, $A = O(1)$, and $\varepsilon A/\sqrt{D} \ll 1$, Conjecture 5.1 predicts that a one-spike solution will undergo $2^{m-1}$ splitting events, and that the final equilibrium state will have $2^m$ spikes where, for some smallest integer $m > 0$, $A$ lies in the interval

$$A_{p2^{m-1}} \leq A < A_{p2^m}.$$  \hspace{1cm} (1.4)

Here $A_{pk}$ is given in (1.2). In Fig. 1(b) we verify this conjecture for $\varepsilon = 0.01$, $D = 0.1$, $A = 2.4$, and $\tau = 2$. For these values, $A_{p4} = 2.045$ and $A_{p8} = 3.583$, so that $A_{p4} < A < A_{p8}$. In addition, $\tau = 2.0$ is below the drift instability threshold. Therefore, (1.4) correctly predicts the eight-spike final state in Fig. 1(b).

An important remark is that in our analysis we require that $\varepsilon A/\sqrt{D} \ll 1$. Therefore, the pulse-splitting that occurs in our regime is *distinctly different* from the pulse-splitting that occurs in the parameter regime of [10], [33], [35], [36], and [43], where $D = O(\varepsilon^2)$. When $D = O(\varepsilon^2)$, the inter-spike interactions become exponentially weak and there is a new core problem in the vicinity of each spike that involves a full balance of the terms in (1.1). In addition, pulse-splitting events occur only from the edge spikes (cf. [10]), in contrast to the pulse-splitting regime $A = O(1)$, with $\varepsilon A/\sqrt{D} \ll 1$, which involves a roughly simultaneous $2^m$ splitting of all the spikes in the sequence (see Fig. 1(b)).

In §6 we perform many numerical experiments to validate the asymptotic theory for pulse-splitting behavior, and we illustrate instabilities that can occur when $\tau$ is asymptotically large as $\varepsilon \to 0$. Finally, in §7 we carefully discuss the relationship between our results and certain results in the literature. In addition, we list some open problems.

## 2 Equilibria in the Pulse-Splitting Regime: $A = O(1)$

We now construct $k$-spike equilibria to (1.1) when $A = O(1)$. To do so, we first construct a symmetric one-spike equilibrium solution to (1.1) on the interval $-l < x < l$. Then, by setting $l = 1/k$, we obtain the result for a $k$-spike pattern for (1.1) on $-1 < x < 1$. The scalings for the inner region near $x = 0$ are suggested by the intermediate regime result (A.4a) of Appendix A. Therefore, we let $y = \varepsilon^{-1}x$, $v_i(y) = v(\varepsilon y)$,
\[ u_i(y) = u(\varepsilon y), \]\nand we expand the inner equilibrium solution for (1.1) as
\[ v_i(y) = \varepsilon^{-1}(v_{i0} + \varepsilon v_{i1} + \cdots), \quad u_i(y) = \varepsilon(u_{i0} + \varepsilon u_{i1} + \cdots). \tag{2.1} \]

We substitute (2.1) into (1.1), and collect powers of \( \varepsilon \), to get inner problems on \(-\infty < y < \infty\)
\[ v_{i0}'' - v_{i0} + A v_{i0}^2 u_{i0} = 0, \quad Du_{i0}'' = u_{i0} v_{i0}^2, \tag{2.2a} \]
\[ v_{i1}'' - v_{i1} + 2A v_{i0} u_{i0} v_{i1} = -A v_{i0}^2 u_{i1}, \quad Du_{i1}'' = u_{i1} v_{i0}^2 + 2u_{i0} v_{i0} v_{i1} u_{i0} - 1. \tag{2.2b} \]

We look for even solutions with \( u_{i0}'(0) = v_{i0}'(0) = u_{i1}'(0) = v_{i1}'(0) = 0 \). The far-field conditions as \( y \to \infty \) are that \( v_{i0} \) and \( v_{i1} \) tend to zero, whereas the conditions for \( u_{i0} \) and \( u_{i1} \) will be obtained by matching.

To determine the effect of the inner solution on the outer problem for \( u \), we calculate \( \varepsilon^{-1}uv^2 \) in the sense of distributions. In this way, we obtain that the outer solution for \( u \) satisfies
\[ Du_{xx} + (1 - u) = I_0 \delta(x) + \varepsilon I_1 \delta(x) + \cdots, \quad -l < x < l, \tag{2.3a} \]
with \( u_x(\pm l) = 0 \), where \( \delta(x) \) is the Dirac Delta function. Here \( I_0 \) and \( I_1 \) are defined by
\[ I_0 \equiv \int_{-\infty}^{\infty} u_{i0} v_{i0}^2 dy, \quad I_1 \equiv \int_{-\infty}^{\infty} (u_{i1} v_{i0}^2 + 2u_{i0} v_{i0} v_{i1} u_{i0}) dy. \tag{2.3b} \]

Therefore, the solution to (2.3a) is
\[ u(x) = 1 - I_0 G_l(x;0) - \varepsilon I_1 G_l(x;0) + \cdots. \tag{2.4} \]

Here \( G_l(x;0) \) is the Green’s function for \(-l < x < l \) satisfying
\[ DG_{lx} - G_l = -\delta(x), \quad -l < x < l; \quad G_l(\pm l;0) = 0; \quad G_l(x;0) = \left( \frac{\theta_0}{2} \right) \frac{\cosh[(l - |x|)\theta_0]}{\sinh(l\theta_0)}. \tag{2.5} \]

To determine the conditions for matching to the inner solution, we expand \( u(x) \) in (2.4) as \( x \to 0^\pm \). Using (2.5) to calculate \( G_l(0;0), G_{lx}(0^\pm;0), \) and \( G_{lx}(0;0) \), we then set \( x = \varepsilon y \) to get
\[ u \sim 1 - \frac{\theta_0}{2} I_0 \coth(l\theta_0) \pm \frac{\varepsilon y^2 \theta_0^2}{2} I_0 - \frac{\varepsilon \theta_0}{2} I_1 \coth(l\theta_0) - \frac{\varepsilon^2 y^2 \theta_0^3}{4} I_0 \coth(l\theta_0) \pm \frac{\varepsilon^2 \theta_0^2 y^2}{2} I_1 + O(\varepsilon^3). \tag{2.6} \]

We now match (2.6) to the inner solution \( u_i \) given in (2.1). Since \( u_i = O(\varepsilon) \), the \( O(1) \) term in (2.6) must vanish. This yields,
\[ I_0 = \int_{-\infty}^{\infty} u_{i0} v_{i0}^2 dy = \frac{2}{\theta_0 \coth(l\theta_0)}. \tag{2.7} \]

Then, the \( \varepsilon y \) term in (2.6) determines the far-field behavior of \( u_{i0} \). In this way, we obtain that \( v_{i0} \) and \( u_{i0} \) satisfy (2.2a) subject to the far-field conditions
\[ v_{i0} \to 0, \quad u_{i0} \sim \frac{\theta_0 |y|}{\coth(l\theta_0)}, \quad \text{as} \quad |y| \to \infty. \tag{2.8} \]

It is convenient to introduce new variables \( V \) and \( U \) defined by
\[ v_{i0} = \sqrt{D} V, \quad u_{i0} = \frac{1}{A \sqrt{D}} U. \tag{2.9} \]
Substituting (2.9) into (2.2a) and (2.8), we then obtain the leading-order core problem

\[
V'' - V + V^2U = 0, \quad U'' = UV^2, \quad 0 < y < \infty, \tag{2.10a}
\]

\[
V'(0) = U'(0) = 0; \quad V \to 0, \quad U \sim By, \quad \text{as} \quad y \to \infty, \tag{2.10b}
\]

where \(U > 0, \ V > 0,\) and

\[
B \equiv \frac{A}{\cosh(l \theta_0)}. \tag{2.11}
\]

Before discussing some properties of (2.10), we continue with the matching to obtain a problem for \(v_{i1}\) and \(u_{i1}.\) In terms of the solution to (2.10), there is a constant \(\chi = \chi(B)\) such that

\[
U - By \to \chi, \quad \text{as} \quad y \to \infty. \tag{2.12}
\]

Then, the matching condition of the \(O(\varepsilon)\) terms in the far-field behavior of the inner expansion for \(u\) and the outer expansion (2.6) determines \(I_1\) in terms of \(\chi\) by

\[
I_1 = -\frac{2\chi}{A} \tanh(l \theta_0) = -\frac{2\chi}{B} \tanh^2(l \theta_0). \tag{2.13}
\]

Substituting (2.7) and (2.13) for \(I_0\) and \(I_1\), respectively, into the \(O(\varepsilon^2)\) terms in the matching condition (2.6), we obtain that \(v_{i1}\) and \(u_{i1}\) satisfy (2.2b), subject to the far-field conditions

\[
v_{i1} \to 0, \quad u_{i1} \sim -\frac{y^2}{2D} - \frac{\chi}{B} \tanh^2(l \theta_0)y \quad \text{as} \quad y \to \infty. \tag{2.14}
\]

It is then convenient to introduce the new variables \(V_1\) and \(U_1\) defined by

\[
v_{i1} = AV_1, \quad u_{i1} = \frac{1}{D} U_1. \tag{2.15}
\]

Substituting (2.15) into (2.2b) and (2.14), we obtain that \(V_1\) and \(U_1\) satisfy

\[
V''_1 - V_1 + 2VUV_1 = -V^2U_1, \quad U''_1 = U_1V^2 + 2UVV_1 - 1, \quad 0 < y < \infty, \tag{2.16a}
\]

\[
V_1'(0) = U_1'(0) = 0; \quad V_1 \to 0, \quad U_1 \sim -\frac{y^2}{2} - \frac{\chi}{B} \tanh^2(l \theta_0)y. \quad \text{as} \quad y \to \infty. \tag{2.16b}
\]

Here \(\chi\) is defined by (2.12). Notice that \(U_1\) is bounded uniformly in \(\theta_0.\)

A two-term inner expansion is obtained by substituting (2.9) and (2.15) into (2.1). This yields,

\[
v_i = \frac{\sqrt{D}}{\varepsilon} \left[ V + \frac{\varepsilon A}{\sqrt{D}} V_1 + \cdots \right], \quad u_i = \frac{\varepsilon}{A \sqrt{D}} \left[ U + \frac{\varepsilon A}{\sqrt{D}} U_1 + \cdots \right]. \tag{2.17}
\]

Substituting (2.7) and (2.13) into (2.4), we get the two-term outer expansion for \(u,\) on \(-l < x < l,\)

\[
u(x) = 1 - \frac{G_l(x; 0)}{G_l(0; 0)} + \frac{2\varepsilon \chi}{B} \tanh^2(l \theta_0) G_l(x; 0), \tag{2.18}
\]

where \(G_l(x; 0)\) is given in (2.5).

We now make a few remarks. Firstly, the error terms in (2.17) show that (2.17) is valid when \(\frac{\varepsilon A}{\sqrt{D}} \ll 1.\) Notice that this condition is not valid for the weak interaction regime \(D = O(\varepsilon^2)\) studied numerically in
[35], [36], and [43]. Hence, our analysis does not apply to this case. In this other pulse-splitting regime, where \( A = O(1) \) and \( D = O(\epsilon^2) \), the inner solutions satisfy \( v = O(1) \) and \( u = O(1) \). Therefore, no asymptotic simplification of (1.1) is possible in the other pulse-splitting regime \( A = O(1) \) and \( D = O(\epsilon^2) \). The second remark concerns the existence of asymmetric spike equilibria. Such patterns are possible when \( u(l) \) is not monotone. However, (2.18) and (2.5) show that \( u(l) \sim 1 - \text{sech}(l\theta_0) \). Therefore, for \( \epsilon \ll 1 \), \( u(l) \) is monotone increasing, and so no asymmetric equilibria are possible.

To obtain a \( k \)-spike equilibrium solution we simply set \( l = 1/k \), and extend \( u(x) \) periodically across the interval from \(-1 < x < 1\). This leads to our formally constructed equilibrium solution.

**Principal Result 2.1:** Let \( \epsilon \to 0 \), \( A = O(1) \), \( \epsilon A/\sqrt{D} \ll 1 \), and suppose that the core problem (2.10) has a solution. Then, the \( v \)-component for a \( k \)-spike equilibrium solution to (1.1) is given by

\[
v \sim \frac{\sqrt{D}}{\epsilon} \sum_{j=1}^{k} \left( V \left[ \epsilon^{-1}(x - x_j) \right] + \frac{\epsilon A}{\sqrt{D}} V_1 \left[ \epsilon^{-1}(x - x_j) \right] + \cdots \right).
\]

In the \( j \)th inner region, where \( |x - x_j| = O(\epsilon) \) and \( x_j = -1 + (2j - 1)/k \), \( u \) satisfies

\[
u \sim \frac{\epsilon}{A\sqrt{D}} \left( U \left[ \epsilon^{-1}(x - x_j) \right] + \frac{\epsilon A}{\sqrt{D}} U_1 \left[ \epsilon^{-1}(x - x_j) \right] + \cdots \right).
\]

Here \( V, U \) satisfy (2.10), while \( V_1, U_1 \) satisfy (2.16). In terms of the global Green’s function \( G(x; x_j) \) on \(-1 < x < 1\), satisfying (A.3), the outer solution for \( u \), valid for \( |x - x_j| \gg O(\epsilon) \) and \( j = 1, \ldots, k \), is

\[
u \sim 1 - \frac{1}{a_g} \left( 1 - \frac{\epsilon \chi \theta_0}{B} \tanh \left( \frac{\theta_0}{k} \right) \right) \sum_{j=1}^{k} G(x; x_j), \quad a_g \equiv \frac{\theta_0}{2} \coth \left( \frac{\theta_0}{k} \right).
\]

### 2.1 The Core Problem

We now study the core problem (2.10) as a function of the parameter \( B \). We first determine some analytical properties of (2.10). By integrating (2.10a) from \( 0 < y < \infty \), and using (2.10b), we get

\[
\int_{0}^{\infty} V^2 U \, dy = \int_{0}^{\infty} V \, dy = B.
\]

To parametrize the solution branches for (2.10), we define \( U_0 \equiv U(0) \) and \( V_0 \equiv V(0) \). Then, we multiply the \( V \)-equation in (2.10a) by \( V' \) and integrate the resulting equation in \( y \). Using (2.10b), we then get

\[
\frac{V_0^2}{2} + \int_{0}^{\infty} \frac{U}{3} [V^3]' \, dy = \frac{V_0^2}{2} - \frac{U_0 V_0^3}{3} - \int_{0}^{\infty} \frac{1}{3} V^3 U' \, dy = 0.
\]

This gives,

\[
\int_{0}^{\infty} V^3 U' \, dy = V_0^2 \left[ \frac{3}{2} - U_0 V_0 \right].
\]

By integrating the \( U \)-equation in (2.10a), and using \( U'(0) = 0 \), we obtain that \( U' > 0 \) on \( 0 < y < \infty \). Therefore, since the left hand-side of (2.22) is non-negative, we obtain a key inequality

\[
0 < \gamma < \frac{3}{2}, \quad \gamma \equiv U_0 V_0.
\]
As \( \gamma \to 3/2 \) from below, we show that there is a solution to (2.10) that has a single maximum for \( V \) and that matches onto the intermediate regime solution constructed in Principal Result 2.1.

The inequality (2.23) allows for a convenient parameterization of the solution branches of (2.10). Using the BVP solver COLSYS [2], we compute the numerical solution to (2.10) as a function of \( \gamma = U_0 V_0 \) for \( 0 < \gamma < 3/2 \). For the starting point on the curve, where \( \gamma \approx 3/2 \), we use the intermediate regime solution given in (A.4a) of Appendix A. In this way, we obtain a function \( B = B(\gamma) \) from (2.10b). In Fig. 2(a) we show that \( B(\gamma) \) is multi-valued with \( B \to 0 \) as \( \gamma \to 0 \) and as \( \gamma \to 3/2 \). Numerically, we find that the maximum value \( B_c \) of \( B \) and the point \( \gamma_c \) where this maximum occurs is

\[
B_c = 1.347, \quad \gamma_c = 1.02. \tag{2.24}
\]

This value agrees with that computed in [30] for the infinite-line problem. We refer to the upper branch in Fig. 2(a) as the primary branch, since it is this solution branch that merges smoothly as \( B \to 0 \) with the solution in the intermediate regime. The lower branch in this figure is referred to as the secondary branch.

In Fig. 2(b) we plot the norm \( |\psi|_2 \) versus \( A = B \coth(\theta_0) \) for a one-spike solution when \( D = 0.75 \) and \( \varepsilon = 0.02 \). This norm is obtained by substituting (2.19a) into (1.3) to get

\[
|\psi|_2 \sim \varepsilon^{-1/2} \sqrt{kD} \left( \int_{-\infty}^{\infty} V^2 \, dy \right)^{1/2} \tag{2.25}
\]

The primary and secondary branches in the \( B, \gamma \) plane correspond to the upper and lower branches of Fig. 2(b), respectively. From (2.11) with \( l = 1/k \), we then summarize our result concerning the existence of \( k \)-spike equilibrium solutions to (1.1) in the pulse-splitting regime.

Figure 2: Left figure: plot of \( \gamma = U_0 V_0 \) versus \( B \) computed from the core problem (2.10). Right figure: plot of the norm \( |\psi|_2 \) given in (2.25) (solid curve) versus \( A \) for a one-spike solution when \( D = 0.75 \) and \( \varepsilon = 0.02 \). The dashed curves are the limiting asymptotic results (3.13) and (3.25).
**Principal Result 2.2:** Let \( \varepsilon \ll 1, A = O(1), \) and \( \varepsilon A/\sqrt{D} \ll 1. \) Then, there is no \( k \)-spike equilibrium solution to (1.1) that merges onto the intermediate regime equilibrium solution when

\[
A > A_{pk} \equiv 1.347 \coth \left( \frac{1}{k \sqrt{D}} \right).
\]  

(2.26)

In §7 we remark that the value \( A_{pk} \), derived here by asymptotic matching of inner and outer solutions, establishes the numerically-based conjecture of [7]. In Fig. 3(a) we plot the norm \( |v|_2, \) defined in (2.25), versus \( A \) for a \( k \)-spike solution with \( k = 1, \ldots, 4 \) when \( \varepsilon = 0.02 \) and \( D = 0.75 \). An identical plot is shown in Fig. 3(b) for \( D = 0.1 \). For this smaller value of \( D \) we observe an approximate lining-up property of \( k \)-spike equilibria. In these figures, the upper branches are the primary branches.
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Figure 3: Left figure: plot of \( |v|_2 \) (solid curve) versus \( A \) for a \( k \)-spike solution with \( k = 1, \ldots, 4 \) when \( \varepsilon = 0.02 \) and \( D = 0.75 \). As \( k \) increases the value of \( A \) at the fold point increases. Right figure: same plot except that now \( D = 0.1 \). In this case, the fold points values are closer.

In Fig. 4(a) we plot the numerical solution to (2.10) at the point \( \gamma = 1.26 \) and \( B \approx 1.03 \) on the primary branch. For the point \( \gamma = 0.326 \) and \( B \approx 0.476 \) on the secondary branch, a similar plot is shown in Fig. 4(b). Notice that this latter solution for \( v \) has two bumps. This feature is studied below in §3. Although a rigorous proof of the shape of the \( B = B(\gamma) \) curve and the behavior of the solution to the core problem (2.10) appears to be difficult, in §3 we give some insight into the behavior of the solutions near the extreme portions of this curve, where either \( \gamma \to 0 \) or \( \gamma \to 3/2 \). In [7] the existence of a fold point for the core problem (2.10), without the far-field behavior (2.11), was proved by a topological shooting argument.

3  Asymptotics of the Core Problem

We now study the limiting behavior of the core problem (2.10). We first study the limiting behavior of the primary branch where \( \gamma \to 3/2 \) from below. In this limit we have that \( U(0) \equiv U_0 \gg 1 \), and so we
introduce a small parameter \( \delta \) by \( \delta = 1/U_0 \). This suggests that \( U = O(\delta^{-1}) \) and \( V = O(\delta) \) in the core region. Therefore, in this limit, we expand the solution to (2.10) in terms of \( \delta \) as

\[
V = \delta \left( v_0 + \delta^2 v_1 + \cdots \right), \quad U = \delta^{-1} u = \delta^{-1} \left( u_0 + \delta^2 u_1 + \cdots \right), \quad \text{with} \quad u(0) = 1. \tag{3.1}
\]

Our choice of \( \delta \) enforces that \( u_0(0) = 1 \) and \( u_j(0) = 0 \) for \( j \geq 1 \). Since \( \int_0^\infty V \, dy = B \) from (2.20), the expansion (3.1) yields that \( B = O(\delta) \). Hence, we write \( B = \delta B_0 \). Substituting (3.1) into (2.10), and collecting powers of \( \delta \), we obtain the leading-order problem

\[
v''_0 - v_0 + \delta^2 v_0 u_0 = 0, \quad u''_0 = 0, \tag{3.2}
\]

with \( v'_0(0) = 0 \), \( u_0(0) = 1 \), and \( v_0 \to 0 \), \( u_0' \to 0 \) as \( y \to \infty \). Therefore, \( u_0(y) = 1 \) and \( v_0(y) = w(y) \), where \( w \) satisfies (A.2). From collecting terms of order \( O(\delta^2) \), we obtain that \( v_1 \) and \( u_1 \) satisfy

\[
Lv_1 \equiv v''_1 - v_1 + 2w v_1 = -w^2 u_1, \quad 0 < y < \infty; \quad v'_1(0) = 0, \quad v_1 \to 0, \quad \text{as} \quad y \to \infty, \quad u''_1 = w^2, \quad 0 < y < \infty; \quad u'_1(0) = 0, \quad u_1(0) = 0, \quad u_1' \to B_0, \quad \text{as} \quad y \to \infty. \tag{3.3a}
\]

By integrating (3.3b) over \( 0 < y < \infty \), we get that \( B_0 = \int_0^\infty w^2 \, dy = 3 \).

Next, we multiply (3.3a) by \( w' \) and integrate over \( y \). Since \( Lw' = 0 \) and \( w'(0) = v'_1(0) = 0 \), we get

\[
\int_0^\infty w'Lv_1 \, dy = w''(0)v_1(0) = -\int_0^\infty w^2w' u_1 \, dy. \tag{3.4}
\]

Integrating the last term in (3.4) by parts, and noting that \( u_1(0) = 0 \), we get

\[
w''(0)v_1(0) = \frac{1}{3} \int_0^\infty w^3u'_1 \, dy. \tag{3.5}
\]
To calculate $v_1(0)$, we must determine $u_1'(y)$. To do so, we substitute $w(y) = \tfrac{3}{2}\text{sech}^2(y/2)$ and $w^2 = w - w''$ directly into (3.3b) to obtain

$$u_1'' = w - w'' = \frac{3}{2}\text{sech}^2(y/2) - w'' . \quad (3.6)$$

Integrating this equation twice, and using $u_1'(0) = 0$, $u_1(0) = 0$, we readily derive

$$u_1(y) = 6\ln \left[ \cosh \left( \frac{y}{2} \right) \right] - \frac{3}{2}\text{sech}^2 \left( \frac{y}{2} \right) + \frac{3}{2} . \quad (3.7)$$

To determine $v_1(0)$, we integrate (3.6) once to get

$$u_1' = 3\tanh \left( \frac{y}{2} \right) - w = -\frac{3w'}{w} - w' . \quad (3.8)$$

Finally, substituting (3.8) into (3.5), integrating the resulting expression by parts, and using the explicit form of $w$, we obtain

$$v_1(0) = \frac{1}{3w''(0)} \int_0^\infty \left( -3w^2w' - w'w^3 \right) dy = \frac{1}{3w''(0)} \left[ w^3(0) + \frac{w^4(0)}{4} \right] = -\frac{33}{16} . \quad (3.9)$$

Since $\gamma \equiv U_0V_0$, (3.1) yields $\gamma = w(0) + \delta^2v_1(0)$. We summarize the result in the following statement:

**Principal Result 3.1:** Let $\delta = 1/U_0 \ll 1$. Then, along the primary branch, the core problem (2.10) has a solution where $\gamma \to 3/2$ from below as $\delta \to 0$. This solution is given asymptotically by

$$V \sim \delta \left( w(y) + \delta^2v_1(y) + \cdots \right), \quad U \sim \delta^{-1} \left( 1 + \delta^2u_1(y) + \cdots \right) , \quad (3.10a)$$

where $w(y)$ satisfies (A.2). Here $u_1(y)$ is given in (3.7), and the local behavior for the $B = B(\gamma)$ curve is

$$B \sim 3\delta, \quad \gamma \equiv U_0V_0 \sim \frac{3}{2} - \frac{33}{16}\delta^2, \quad \delta \ll 1; \quad \gamma \equiv U_0V_0 \sim \frac{3}{2} - \frac{11B^2}{48}, \quad B \ll 1 . \quad (3.10b)$$

This limiting solution makes a smooth transition to the intermediate regime inner solution given in (A.4a) of Appendix A. To show this, we use $B \sim 3\delta$ and (2.11) to calculate $\delta$ in terms of $A$ as

$$A = 3\delta \coth \left( \frac{\theta_0}{k} \right) . \quad (3.11)$$

Substituting the leading terms of (3.10a) into the leading terms of (2.17), we obtain for $\delta \ll 1$, that

$$v_i \sim \frac{A\sqrt{D}w}{3\varepsilon \coth \left( \frac{\theta_0}{k} \right) }, \quad u_i \sim \frac{3\varepsilon \coth \left( \frac{\theta_0}{k} \right) }{A^2\sqrt{D} } , \quad (3.12)$$

which agrees with (A.4a). For $\delta \ll 1$, we can use $V \sim \delta w$, to calculate the norm in (2.25) as

$$|v|_2 \sim \varepsilon^{-1/2}\sqrt{kD} \left( \int_{-\infty}^{\infty} V^2 dy \right)^{1/2} \sim \frac{A\varepsilon^{-1/2}\sqrt{6kD}}{3\coth \left( \frac{\theta_0}{k} \right) } . \quad (3.13)$$

This result also agrees asymptotically with the intermediate regime norm (A.5).
For the secondary solution branch in the \( B, \gamma \) parameter plane, we now construct an asymptotic solution to the core problem (2.10) where \( \gamma \equiv U_0 V_0 \to 0 \) from above. From (2.10a), we first observe that \( V''(0) < 0 \) when \( \gamma > 1 \), and \( V''(0) > 0 \) when \( 0 < \gamma < 1 \). Therefore, for values of \( \gamma \) just below \( \gamma = 1 \), the solution for \( V \) starts to have a dimple at the origin. As \( \gamma \) is decreased further, this dimple becomes more pronounced, and as \( \gamma \to 0 \) the solution to (2.10) begins to look like two spikes symmetrically placed about the origin. This was illustrated in Fig. 4(b) for \( \gamma = 0.326 \) where \( B \approx 0.476 \). It is remarkable that the fold point value \( \gamma_c = 1.02 \), given in (2.24), occurs at almost the same value as where \( V \) first begins to exhibit a dimple. Therefore, as \( \gamma = U_0 V_0 = 0 \), we expect that the core solution splits into two disjoint spikes.

To analyze this regime, we label \( \delta = 1/U_0 \), with \( U_0 \equiv U(0) \), except that now we make a two-spike approximation for \( V \) with spikes located at \( y = y_1 > 0 \) and \( y = -y_1 \). As \( \delta \to 0 \), we will show that \( y_1 \sim -\ln \delta \gg 1 \). Therefore, the separation between the spikes grows logarithmically for \( \delta \ll 1 \). The analysis below to calculate \( y_1 \) is related to the analytical construction of multi-bump solutions to the Gierer-Meinhardt model (cf. [13]) given in [4]. We look for a two-bump solution to (2.10) in the form

\[
V = \delta (w_1 + w_2 + R + \cdots) , \quad U = \delta u = \delta^2 (1 + \delta^2 u_1 + \cdots) , \quad \text{with} \ u_1(0) = 0 . \tag{3.14}
\]

Here we have labelled \( w_1(y) \equiv w(y - y_1) \) and \( w_2(y) \equiv w(y + y_1) \). Substituting (3.14) into (2.10), and assuming that \( R \ll 1 \), we obtain that \( u_1 \) and the residual \( R \) satisfy

\[
\begin{align*}
LR &\equiv R'' - R + 2(w_1 + w_2)R = -2w_1w_2 - \delta^2 \left( w_1^2 + w_2^2 + 2w_1w_2 \right) u_1 , \quad -\infty < y < \infty , \tag{3.15a} \\
u_1'' &\equiv w_1^2 + w_2^2 + 2w_1w_2 , \quad -\infty < y < \infty , \tag{3.15b}
\end{align*}
\]

with \( u_1'(0) = 0 \). Notice that \( R \) is small when the bumps are widely separated. In particular, when \( y_1 = O(-\ln \delta) \), the two terms on the right hand-side of (3.15a) are both of order \( O(\delta^2) \).

To determine \( y_1 \) we use a solvability condition. Assuming well-separated spikes so that \( y_1 \gg 1 \), we multiply (3.15a) by \( w_1' \), and then integrate by parts over \( -\infty < y < \infty \) to obtain the solvability condition

\[
0 = \int_{-\infty}^{\infty} w_1' LR \, dy = -2 \int_{-\infty}^{\infty} w_1w_1'w_2 \, dy = \delta^2 \int_{-\infty}^{\infty} w_1^2 w_1' u_1 \, dy . \tag{3.16}
\]

The dominant contribution to the first integral on the right hand-side of (3.16) arises from the region where \( y = y_1 \). In this region, we use \( w(y) \sim 6e^{-y} \) to get \( w(y + 2y_1) \sim 6e^{-y-2y_1} \). In this way, we calculate

\[
I_1 \equiv 2 \int_{-\infty}^{\infty} w_1w_1'w_2 \, dy \sim 2 \int_{-\infty}^{\infty} w(y)w'(y)w(y + 2y_1) \, dy \sim 12e^{-2y_1} \int_{-\infty}^{\infty} e^{-y} w(y)w'(y) \, dy . \tag{3.17}
\]

Integrating the last expression in (3.17) by parts, and then using \( w^2 = w - w'' \), we obtain

\[
I_1 \sim 6e^{-2y_1} \int_{-\infty}^{\infty} e^{-y} \left( w - w'' \right) \, dy = 6e^{-2y_1} \lim_{y \to -\infty} \left[ e^{-y} \left( w + w' \right) \right] = 72e^{-2y_1} . \tag{3.18}
\]

To calculate the other integral in (3.16), we integrate by parts and use \( u_1(0) = 0 \) to get

\[
I_2 \equiv \delta^2 \int_{-\infty}^{\infty} w_1^2 w_1' u_1 \, dy = -\frac{\delta^2}{3} \int_{-\infty}^{\infty} w_1^3 u_1' \, dy = -\frac{\delta^2}{3} \int_{-\infty}^{\infty} [w(y)]^3 u_1'(y + y_1) \, dy . \tag{3.19}
\]
Next, by integrating (3.15b) with \( u'_1(0) = 0 \), we obtain
\[
u'_1(y) \sim \int_0^y [w(s - y_1)]^2 \, ds.
\] (3.20)

We can then write \( u'_1(y + y_1) \) as
\[
u'_1(y + y_1) \sim \int_{-y_1}^0 [w(s)]^2 \, ds + \int_0^y [w(s)]^2 \, ds \sim 3 + \int_0^y [w(s)]^2 \, ds.
\] (3.21)

Here we have used \( \int_{-y_1}^0 w^2 \, dy = \int_0^y w^2 \, dy = 3 \) for \( y_1 \gg 1 \). The integral on the right hand-side of (3.21) is odd. Therefore, upon substituting (3.21) into (3.19), we get an integral that is readily evaluated as
\[I_2 \sim -\delta^2 \int_{-\infty}^\infty [w(y)]^3 \, dy = -\frac{36\delta^2}{5}.
\] (3.22)

Finally, substituting (3.22) and (3.18) into (3.16), we obtain that \( y_1 \) satisfies
\[72e^{-2y_1} \sim \frac{36\delta^2}{5}.
\] (3.23)

The product \( \gamma \equiv U_0V_0 \) is calculated as \( \gamma \sim [w_1(0) + w_2(0)] = 2w(y_1) \). Since \( y_1 \gg 1 \), we use \( w(y) \sim 6e^{-y} \) to get \( \gamma \sim 12e^{-y_1} \), where \( y_1 \) satisfies (3.23). Finally, \( B \) is determined by \( B = \delta \int_0^\infty [w_1^2 + w_2^2] \, dy \sim 6\delta \). This formal construction of a two-bump solution is summarized as follows:

**Principal Result 3.2:** Let \( \delta = 1/U_0 \ll 1 \). Then, along the secondary branch, the core problem (2.10) has a solution where \( \gamma \equiv U_0V_0 \to 0 \) from above as \( \delta \to 0 \). This solution is given asymptotically by
\[
V \sim \delta [w(y - y_1) + w(y + y_1)] \quad U \sim \frac{1}{\delta} \left( 1 + \delta^2 [u_1(y - y_1) + u_1(y + y_1) - 2u(y_1)] \right),
\] (3.24a)

where \( w(y) \) satisfies (A.2), and \( u_1(y) \) is given in (3.7). The constants \( \gamma \equiv U_0V_0 \), \( y_1 \), \( B \), and the local behavior of the \( B = B(\gamma) \) curve, are given by
\[B \sim 6\delta, \quad \gamma \equiv U_0V_0 \sim \frac{6\delta \sqrt{2}}{\sqrt{5}}, \quad y_1 \sim \ln \left( \sqrt{10}/\delta \right), \quad \delta \ll 1; \quad \gamma \equiv U_0V_0 \sim \sqrt{2}B/\sqrt{5}, \quad B \ll 1.
\] (3.24b)

In this limit, we can calculate the limiting form of the norm defined in (2.25). Substituting the inner expansion for \( v \) from (3.24a) into (2.25), and using \( \delta = B/6 \) and \( B = A/\coth(l\theta_0) \), we obtain
\[|v|_2 \sim \varepsilon^{-1/2} \sqrt{kD} \left( \int_{-\infty}^\infty V^2 \, dy \right)^{1/2} \sim \frac{A\varepsilon^{-1/2} \sqrt{12kD}}{6 \coth(\theta_0/k)}.
\] (3.25)

This analysis shows that on the secondary branch a one-spike equilibrium solution splits into a two-spike solution where the spikes are separated by an amount of order \( O(-\ln B) \) as \( B \to 0 \). This multi-bump analysis is new and is closely related to the pulse-splitting behavior computed below in §6.

The formulae in Principal Results 3.1 and 3.2 are validated in Fig. 2(b), where we plot the asymptotic results (3.13) and (3.25) to the norm \( |v|_2 \) that are valid at the two extremities of the \( B = B(\gamma) \) curve. From this figure, these approximations are decent over most of the curve. In Fig. 5(a) we compare the asymptotic results \( \gamma \sim \frac{3}{4} - 11B^2/48 \) and \( \gamma \sim \sqrt{2}B/\sqrt{5} \) as \( B \to 0 \), with the numerically computed curve \( B = B(\gamma) \). Except near the fold point, these results are rather good. Finally, in Fig. 5(b) we plot the numerically computed \( U_0 \) versus \( \gamma \) together with the asymptotic results of Principal Results 3.1 and 3.2.
Figure 5: Numerical (solid curves) and asymptotic approximations (dashed curves) obtained from Principal Results 3.1 and 3.2. Left figure: $\gamma = U_0 V_0$ versus $B$. Right figure: $U_0$ versus $\gamma$.

4 Drift Instabilities: The Small Eigenvalues

Next, we analyze drift instabilities associated with the $k$-spike equilibrium solution constructed in §2. To do so, we begin by linearizing (1.1) around the equilibrium solution constructed above in Principal Result 2.1. Let $v_e$ and $u_e$ denote this equilibrium solution. We write $v = v_e + e^{\lambda t} \phi$ and $u = u_e + e^{\lambda t} \eta$. Substituting this form into (1.1), we obtain the following eigenvalue problem:

$$
e^2 \phi_{xx} - \phi + 2Au_ev_e \phi + A\eta v_e^2 = \lambda \phi, \quad D\eta_{xx} - \eta - \eta v_e^2 - 2u_e v_e \phi = \tau \lambda \eta, \quad -1 < x < 1. \quad (4.1)$$

Consider the $j^{th}$ inner region for (4.1) where $y = \varepsilon^{-1}(x - x_j)$. Using (2.19a) and (2.19b), we calculate

$$
2Au_ev_e \sim 2 \left[ UV + \frac{\varepsilon A}{\sqrt{D}} (UV_1 + U_1 V) + \cdots \right], \quad v_e^2 \sim \frac{D}{\varepsilon^2} \left[ V^2 + 2\frac{\varepsilon A}{\sqrt{D}} VV_1 + \cdots \right], \quad (4.2)
$$

where $U, V$ satisfy (2.10), and $U_1, V_1$ satisfy (2.16). In this inner region we introduce $\Phi$ and $N$ by

$$
\phi(x) = \frac{A}{\varepsilon} \Phi(y; \varepsilon), \quad \eta(x) = \frac{\varepsilon}{D} N(y; \varepsilon). \quad (4.3)
$$

Substituting (4.3) and (4.2) into (4.1), we obtain the following inner problem on $-\infty < y < \infty$:

$$
\Phi_{yy} - \Phi + 2 \left[ UV + \frac{\varepsilon A}{\sqrt{D}} (UV_1 + U_1 V) + \cdots \right] \Phi + \left[ V^2 + 2\frac{\varepsilon A}{\sqrt{D}} VV_1 + \cdots \right] N = \lambda \Phi, \quad (4.4a)
$$

$$
N_{yy} - \left[ V^2 + 2\frac{\varepsilon A}{\sqrt{D}} VV_1 + \cdots \right] N - 2 \left[ UV + \frac{\varepsilon A}{\sqrt{D}} (UV_1 + U_1 V) + \cdots \right] \Phi = \frac{\varepsilon^2}{D} (1 + \tau \lambda) N. \quad (4.4b)
$$
As suggested by the intermediate regime result (A.13), we look for instabilities associated with small eigenvalues of order \( \lambda = O(\varepsilon) \). Therefore, we seek an eigenfunction to (4.4) in the form

\[
\Phi(y; \varepsilon) = \Phi_0(y) + \frac{\varepsilon A}{\sqrt{D}} \Phi_1(y) + \cdots, \quad N(y; \varepsilon) = N_0(y) + \frac{\varepsilon A}{\sqrt{D}} N_1(y) + \cdots, \quad \lambda = \frac{\varepsilon A}{\sqrt{D}} \lambda_0 + \cdots. \tag{4.5}
\]

Substituting (4.5) into (4.4), we find that the leading-order problem is

\[
\mathcal{L} \left( \begin{array}{c} \Phi_0 \\ N_0 \end{array} \right) = \left( \begin{array}{c} \Phi_0'' \\ N_0'' \end{array} \right) + E \left( \begin{array}{c} \Phi_0 \\ N_0 \end{array} \right) = 0, \quad E \equiv \begin{pmatrix} -1 + 2V_0U_0 & V_0^2 \\ -2V_0U_0 & -V_0^2 \end{pmatrix}, \tag{4.6}
\]

on \(-\infty < y < \infty\). From collecting the \( O(\varepsilon A/\sqrt{D}) \) terms, we obtain

\[
\mathcal{L} \Psi = \begin{pmatrix} \lambda_0 & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} \Phi_0 \\ N_0 \end{pmatrix} + \begin{pmatrix} -2(V_0U_1 + U_0V_1) & -2V_0V_1 \\ 2(V_0U_1 + U_0V_1) & 2V_0V_1 \end{pmatrix} \begin{pmatrix} \Phi_0 \\ N_0 \end{pmatrix}, \quad \Psi \equiv \begin{pmatrix} \Phi_1 \\ N_1 \end{pmatrix}. \tag{4.7}
\]

We look for an odd solution of (4.6) with \( \Phi_0 \to 0 \) and \( N_0 \) bounded as \( |y| \to \infty \). For (4.7), the conditions are that \( \Phi_1 \to 0 \) and \( N_{1y} \) is bounded as \( |y| \to \infty \). Since \( \mathcal{L} \) is not self-adjoint, the calculation of the eigenvalue \( \lambda_0 \) from a solvability condition on (4.7) involves the solution \( \Psi^\dagger \) to the homogeneous adjoint problem

\[
\mathcal{L}^\dagger \Psi^\dagger \equiv \begin{pmatrix} \Psi^\dagger_{1y} \\ \Psi^\dagger_{2y} \end{pmatrix} + E^t \begin{pmatrix} \Psi^\dagger_1 \\ \Psi^\dagger_2 \end{pmatrix} = 0, \tag{4.8}
\]

where \( t \) denotes transpose. We look for an odd solution to (4.8) where \( \Psi^\dagger_1 \to 0 \) and \( \Psi^\dagger_{2y} \to 0 \) as \( |y| \to \infty \).

By differentiating (2.10), it is clear that a solution to (4.6) is

\[
\Phi_0 = c_j V_y, \quad N_0 = c_j U_y. \tag{4.9}
\]

This solution is odd, and we assume that this is the only solution to (4.6). The constant \( c_j \), associated with this \( j^{\text{th}} \) inner region, will be determined below after matching to the outer solution. Let \( \Psi \equiv (\Phi_1, N_1)^t \). Then, to determine the solvability condition for (4.7), we replace \( \Phi_0 \) and \( N_0 \) in (4.7) by (4.9) and then multiply (4.7) by \( \Psi^\dagger \). Upon integrating the resulting expression by parts, we obtain

\[
\int_{-\infty}^{\infty} \Psi^\dagger \mathcal{L} \Psi \, dy = \left( \Psi^\dagger \Psi_y - \Psi^\dagger \Psi^\dagger_y \right) |_{-\infty}^{\infty} = c_j \lambda_0 I_2 + c_j I_1. \tag{4.10a}
\]

Here \( I_1 \) and \( I_2 \) are defined by

\[
I_1 \equiv \int_{-\infty}^{\infty} \left( \Psi^\dagger_2 - \Psi^\dagger_1 \right) \left[ 2(UV)_y V_1 + (V^2)_y U_1 \right] \, dy, \quad I_2 \equiv \int_{-\infty}^{\infty} \Psi^\dagger_1 V_y \, dy. \tag{4.10b}
\]

Since \( \Psi \) and \( \Psi^\dagger \) are odd functions and \( \Psi^\dagger_1 \to 0 \) as \( y \to \infty \), (4.10a) can be reduced to

\[
c_j \lambda_0 I_2 = -c_j I_1 + \Psi^\dagger_2(\infty) (N_{1y}(+\infty) + N_{1y}(-\infty)). \tag{4.10c}
\]
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The next step in the analysis is to calculate $I_1$ explicitly. To do so, we introduce $W$ by $W = (V_1, U_1)^t$. Upon differentiating the system (2.16) for $V_1$ and $U_1$ with respect to $y$, it follows that

$$\mathcal{L} W = \begin{pmatrix} -2(UV)_y V_1 - (V^2)_y U_1 \\ 2(UV)_y V_1 + (V^2)_y U_1 \end{pmatrix}.$$  \hspace{1cm} (4.11)

Therefore, by using (4.11), $I_1$ in (4.10b) can be written in terms of $W$ as

$$I_1 = \int_{-\infty}^{\infty} \Psi^\dagger \mathcal{L} W \, dy = \left( \Psi^\dagger W_y - \Psi^\dagger W \right) \big|_{-\infty}^{\infty} + \int_{-\infty}^{\infty} W^\dagger \mathcal{L} \Psi^\dagger \, dy.$$  \hspace{1cm} (4.12)

Using $\mathcal{L} \Psi^\dagger = 0$, with $\Psi^\dagger \rightarrow 0$ and $\Psi^\dagger_y \rightarrow 0$ as $|y| \rightarrow \infty$, (4.12) reduces to

$$I_1 = 2\Psi^\dagger_2(\infty) U_{1y}(\infty) = -2\Psi^\dagger_2(\infty).$$  \hspace{1cm} (4.13)

Here we used $U_{1y}(\infty) = -1$ from (2.16b). Finally, substituting (4.13) into (4.10c), we obtain

$$c_j \lambda_0 \int_{-\infty}^{\infty} \Psi^\dagger_V dy = 2\Psi^\dagger_2(\infty) \left[ \frac{1}{2} (N_{1y}(+\infty) + N_{1y}(-\infty)) + c_j \right], \quad j = 1, \ldots, k.$$  \hspace{1cm} (4.14)

To determine $\lambda_0$ from (4.14) we need to calculate $N_{1y}(\pm \infty)$.

Next, we match this $j^{th}$ inner solution constructed above to the outer solution for (4.1). This will determine $N_{1y}(\pm \infty)$ and the constants $c_j$, for $j = 1, \ldots, k$. In the outer region, away from $O(\varepsilon)$ regions centered at the spike equilibrium locations, $\phi$ in (4.1) is exponentially small and $\eta$ in (4.1) is given by

$$D \eta_{xx} - (1 + \tau \lambda) \eta = \eta v_e^2 + 2u_e v_e \phi.$$  \hspace{1cm} (4.15)

Since the right hand-side of (4.15) is localized near each $x = x_j$ for $j = 1, \ldots, k$, its effect on the outer solution can be calculated in the sense of distributions. Recalling (4.3), (4.5), and (2.19), we get for $x$ near $x_j$ that the right hand-side of (4.15) is given by

$$\eta v_e^2 + 2u_e v_e \phi \sim \frac{1}{\varepsilon} \left[ c_j (U V^2)_y + \frac{\varepsilon A}{\sqrt{D}} (N_{1y} V^2 + 2\Phi_1 UV + 2c_j (U_y V V_1 + U_y V_1 + U_1 V V_y)) \right].$$  \hspace{1cm} (4.16)

Using (4.7) we can write (4.16) as

$$\eta v_e^2 + 2u_e v_e \phi \sim \frac{1}{\varepsilon} \left[ c_j (U V^2)_y + \frac{\varepsilon A}{\sqrt{D}} N_{1yy} \right].$$  \hspace{1cm} (4.17)

Since $UV^2$ is even, we obtain in the the sense of distributions that

$$\frac{1}{\varepsilon} \left[ c_j (U V^2)_y + \frac{\varepsilon A}{\sqrt{D}} N_{1yy} \right] \rightarrow 2\varepsilon B c_j \delta(x - x_j) + \frac{\varepsilon A}{\sqrt{D}} (N_{1y}(+\infty) - N_{1y}(-\infty)) \delta(x - x_j).$$  \hspace{1cm} (4.18)

Here $B \equiv \int_0^\infty UV^2 \, dy$, given in (2.20), is the bifurcation parameter for the core problem (2.10). In this way, the following outer problem for $\eta(x)$ on $|x| \leq 1$, with $\eta_{x}(\pm 1) = 0$, is obtained from (4.15):

$$D \eta_{xx} - (1 + \tau \lambda) \eta = \sum_{i=1}^{k} \left( 2\varepsilon B c_i \delta(x - x_i) + \frac{\varepsilon A}{\sqrt{D}} (N_{1y}(+\infty) - N_{1y}(-\infty)) \delta(x - x_i) \right).$$  \hspace{1cm} (4.19)
To determine $N_{1y}(\pm \infty)$ in (4.14) we use the matching condition that the far-field behavior of the $j^{th}$ inner solution as $y \to \pm \infty$ must agree with the behavior of $\eta(x)$ as $x \to x_j^\pm$. Defining $y = \varepsilon^{-1}(x - x_j)$, we obtain from (4.3) and (4.5) that this matching condition is

$$
\frac{\varepsilon}{D} \left( c_j U_y(\pm \infty) + \frac{\varepsilon A}{\sqrt{D}} N_1 \right) \sim \eta(x_j^\pm) + \varepsilon y \eta_y(x_j^\pm) + \cdots.
$$

(4.20)

Therefore, to match the terms in (4.20), we require that

$$
\eta(x_j^\pm) = \pm \frac{\varepsilon c_j B}{D} , \quad N_{1y}(\pm \infty) = \frac{D^{3/2}}{\varepsilon A} \eta_y(x_j^\pm).
$$

(4.21)

We now solve (4.19) on each subinterval, and we use (4.21) for $\eta(x_j^\pm)$ and $\eta_y(\pm 1) = 0$. This yields,

$$
\eta(x) = \begin{cases}
\frac{-\varepsilon B_{c_1} \cosh[\theta_{\lambda}(1+x)]}{D \cosh[\theta_{\lambda}(1+x_1)]}, & -1 < x < x_1, \\
\frac{\varepsilon B_{c_j} \sinh[\theta_{\lambda}(x-x_j+1)]}{D \sinh[\theta_{\lambda}(x_j+1-x_j)]}, & x_j < x < x_{j+1}, \quad j = 1, \ldots, k-1, \\
\frac{\varepsilon B_{c_k} \cosh[\theta_{\lambda}(1-x_j)]}{D \cosh[\theta_{\lambda}(1-x_k)]}, & x_k < x < 1.
\end{cases}
$$

(4.22)

Here $\theta_{\lambda}$ is defined by

$$
\theta_{\lambda} \equiv \theta_0 \sqrt{1 + \tau \lambda}, \quad \theta_0 \equiv D^{-1/2}.
$$

(4.23)

Next, we use (4.22) to calculate $N_{1y}(\pm \infty)$ in the matching condition (4.21). Then, we substitute the resulting expressions into (4.14), and we recall the relation $A = B \coth(\theta_k/k)$ from (2.11). In this way, we obtain the following matrix problem for $c = (c_1, \ldots, c_k)^t$ and $\lambda_0$:

$$
\lambda_0 c = \alpha \left[ \frac{\sqrt{1 + \tau \lambda}}{2} \tanh \left( \frac{\theta_0}{k} \right) B - I \right] c , \quad B \equiv \begin{pmatrix}
d & f & 0 & \cdots & 0 & 0 & 0 \\
f & e & f & \cdots & 0 & 0 & 0 \\
0 & f & e & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \cdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & e & f & 0 \\
0 & 0 & 0 & \cdots & f & e & f \\
0 & 0 & 0 & \cdots & 0 & f & d
\end{pmatrix}.
$$

(4.24)

The entries of the tridiagonal matrix $B$ are given by

$$
d \equiv \coth \left( \frac{2\theta_{\lambda}}{k} \right) + \tanh \left( \frac{\theta_{\lambda}}{k} \right) , \quad e \equiv 2 \coth \left( \frac{2\theta_{\lambda}}{k} \right) , \quad f \equiv \csch \left( \frac{2\theta_{\lambda}}{k} \right).
$$

(4.25)

In (4.24), the parameter $\alpha$ is defined by

$$
\alpha \equiv -\frac{\Psi_\lambda^j(x_\lambda)(\infty)}{\int_0^\infty \Psi_\lambda^j(y) dy}.
$$

(4.26)

Next, we use the following result of Appendix D of [18] for the spectrum of $B$:

**Principal Result 4.1.** The eigenvalues $\zeta_j$ and the associated normalized eigenvectors $c_j$ of $B$ are

$$
\zeta_j = 2 \coth \left( \frac{2\theta_{\lambda}}{k} \right) + 2 \csch \left( \frac{2\theta_{\lambda}}{k} \right) \cos \left( \frac{\pi j}{k} \right) , \quad j = 1, \ldots, k,
$$

$$
c_j = \frac{1}{\sqrt{k}} \left( 1, -1, 1, \ldots, (-1)^{k+1} \right) ; \quad c_{i,j} = \sqrt{\frac{2}{k}} \sin \left( \frac{\pi j}{k} (l - 1/2) \right) , \quad j = 1, \ldots, k-1.
$$

(4.27a, 4.27b)
Here $e^t$ denotes transpose and $e^t_j = (c_{1,j}, \ldots, c_{k,j})$.

By substituting (4.27) into (4.24), we obtain $k$ transcendental equations for the eigenvalue $\lambda_0$. The eigenvectors in (4.27) determine the constants $c_j$, for $j = 1, \ldots, k$. In this way, we obtain the following main result for the small eigenvalues:

**Principal Result 4.2:** Let $\varepsilon \ll 1$, and $\varepsilon A/\sqrt{D} \ll 1$. Then, the small eigenvalues $\lambda$ associated with drift instabilities of the $k$-spike equilibrium solution of Principal Result 2.1 are of order $O\left(\varepsilon A/\sqrt{D}\right)$, and satisfy the $k$ transcendental equations,

$$
\lambda \sim \frac{\varepsilon \alpha A}{\sqrt{D}} \left[ \sqrt{1 + \tau \lambda} \tanh \left( \frac{\theta_0}{k} \right) \left( \coth \left( \frac{2\theta_0}{k} \right) + \mathrm{csch} \left( \frac{2\theta_0}{k} \right) \cos \left( \frac{\pi j}{k} \right) \right) - 1 \right], \quad j = 1, \ldots, k, 
$$

(4.28)

where $\alpha$ and $\theta_\lambda$ are defined in (4.26) and (4.23). The constant $\alpha$ depends on the bifurcation parameter $\gamma$ associated with the core solution of §2. In the inner region near the $j$th spike, the perturbation to the $v$-component of the equilibrium solution has the following form for some $\delta \ll 1$:

$$
v(x, t) \sim \frac{\sqrt{D}}{\varepsilon} \left( V[e^{-1}(x - x_j)] + \delta c_j V_y[e^{-1}(x - x_j)]e^{\lambda t} \right).
$$

(4.29)

A central feature of the preceding analysis is that, although the core problem (2.10) must be solved numerically, one can calculate precise formulae for the small eigenvalues in terms of a single numerically-determined constant, $\alpha$, that is related to the core problem. For $k = 1$, (4.28) reduces to

$$
\lambda \sim \frac{\varepsilon \alpha A}{\sqrt{D}} \left[ \sqrt{1 + \tau \lambda} \tanh \left( \theta_0 \right) \tanh \left( \theta_\lambda \right) - 1 \right].
$$

(4.30)

This one-spike result is very similar in form to the result (A.8b) of Principal Result A.3 in the intermediate parameter regime. The only difference between (4.30) and (A.8b) is in a multiplicative factor. We now show that these two formulae do in fact agree if we let $A \to 0$ in (4.30).

To show this, we must calculate the limiting behavior of $\alpha$ in (4.26) along the primary branch as $B \to 0$ and $\gamma \to 3/2$. In this limit, we recall from Principal Result 3.1 that $V \sim \delta w$, and $U \sim \delta^{-1}$, where $\delta \sim A/[3 \coth(\theta_0)]$. Here $w$ is the spike profile given in (A.2). Therefore, for $\delta \ll 1$, the homogeneous adjoint problem (4.8) reduces to

$$
\psi_{1yy} + (-1 + 2w)\psi_1 - 2w\psi_2 \sim 0, \quad \psi_{2yy} + \delta^2 w^2 \left( \psi_1 - \psi_2 \right) \sim 0.
$$

(4.31)

The solution to this limiting system is odd and is given, up to a normalization constant, by

$$
\psi_1 = w_y + O(\delta^2), \quad \psi_2 = -\frac{\delta^2}{3} \int_0^y [w(s)]^3 ds + O(\delta^4).
$$

(4.32)

Therefore, for $\delta \ll 1$, we have

$$
\alpha \equiv -\frac{\psi_{1y}(\infty)}{\psi_1 V_y(\infty)} \sim \frac{\delta}{3} \left( \frac{\int_0^\infty w^3 dy}{\int_0^\infty w^2 dy} \right).
$$

(4.33)

To calculate the integral in (4.33) we use $w(y) = \frac{3}{2} \mathrm{sech}^2(y/2)$. This yields $\alpha = 2\delta$. Then, using $\delta \sim A/[3 \coth(\theta_0)]$, and $B = A \tanh \theta_0$, we obtain the limiting result

$$
\alpha \sim \frac{2A}{3} \tanh \theta_0 \sim \frac{2B}{3}, \quad \text{for} \quad A \ll 1.
$$

(4.34)
By substituting (4.34) into (4.30) we do indeed recover (A.8b) of Appendix A.

To determine $\alpha$ in (4.26) we compute the numerical solution to the adjoint problem (4.8), and then evaluate the integral in (4.26) with a numerical quadrature. In Fig. 6 we plot $\alpha$ versus $B$ along the primary branch in the $B, \gamma$ parameter plane of Fig. 2(a). Although we are not able to give a rigorous proof of the sign of $\alpha$, our computations show that $\alpha > 0$ along this branch.

Since $\lambda = O(\varepsilon)$, then $\lambda \tau \ll 1$ for $\tau \ll O(\varepsilon^{-1})$. For $\tau \ll O(\varepsilon^{-1})$, (4.28) reduces to

$$
\lambda \sim -\frac{\varepsilon \alpha A}{\sqrt{D}} \text{sech}^2 \left( \frac{\theta_0}{k} \right) \left[ 1 - \frac{1}{2} (1 + \cos (\pi j/k)) \right], \quad j = 1, \ldots, k.
$$

(4.35)

Since $\alpha > 0$, we conclude that $\lambda < 0$ for $j = 1, \ldots, k$. This leads to the following stability result:

**Principal Result 4.3:** Let $\varepsilon \ll 1$, $\tau \ll O(\varepsilon^{-1})$, and $\varepsilon A/\sqrt{D} \ll 1$. Then, along the primary branch of the $B, \gamma$ parameter plane, the $k$-spike equilibrium solution of Principal Result 2.1 is stable with respect to drift instabilities associated with the small eigenvalues.

We now determine instabilities associated with (4.28) when $\lambda = O(\varepsilon^{-1})$. To analyze (4.28) it is convenient to introduce the new variables $\tau_d, \omega$, and $\xi$, defined by

$$
\lambda = \left( \frac{\varepsilon \alpha A}{\sqrt{D}} \right) \omega, \quad \tau = \left( \frac{\sqrt{D}}{\varepsilon \alpha A} \right) \tau_d, \quad \xi = \tau_d \omega.
$$

(4.36)

Substituting (4.36) into (4.28), we obtain that $\xi$ satisfies $F_j(\xi) = 0$, where

$$
F_j(\xi) \equiv \frac{\xi}{\tau_d} - G_j(\xi),
$$

(4.37a)

$$
G_j(\xi) \equiv \sqrt{1 + \xi} \tanh \left( \frac{\theta_0}{k} \right) \left( \coth \left( \frac{2\theta_0 \sqrt{1 + \xi}}{k} \right) + \csc \left( \frac{2\theta_0 \sqrt{1 + \xi}}{k} \right) \cos \left( \frac{\pi j}{k} \right) \right) - 1, \quad j = 1, \ldots, k.
$$

(4.37b)

In terms of the roots $F(\xi) = 0$, the scaled eigenvalues $\omega$ are given by $\omega = \xi/\tau_d$. 
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Figure 7: A one-spike solution. Left figure: The Hopf bifurcation value $\tau_{dh}$ (heavy solid curve) and the frequency $\omega_h$ (solid curve) versus $D$. Right figure: The eigenvalues $\omega = \omega_R + i\omega_I$ in the right half-plane for $\tau_{dh} \leq \tau \leq \tau_{dm}$ when $D = 0.75$ (heavy solid curve) and $D = 0.1$ (solid curve).

For the one-spike case $k = 1$, (4.37) reduces to the problem (A.10) of Appendix A for the small eigenvalue of a one-spike solution in the intermediate regime. Therefore, Principal Result A.4 of Appendix A, established in [21], also applies to the stability of a one-spike solution in the pulse-splitting regime.

**Principal Result 4.4:** Let $\varepsilon \ll 1$, $\tau = O(\varepsilon^{-1})$, $k = 1$, and $\varepsilon A/\sqrt{D} \ll 1$. Then, there exists a unique value $\tau_{dh}$, depending on $D$, for which there is a complex conjugate pair of pure imaginary eigenvalues when $\tau_d = \tau_{dh}$. For any $\tau_d > \tau_{dh}$ there are exactly two eigenvalues in the right half-plane. These eigenvalues merge onto the positive real axis when $\tau_d = \tau_{dm}$, and they remain there for all $\tau_d > \tau_{dm}$. In terms of $\tau$, the Hopf bifurcation in the spike location occurs when $\tau = \tau_{TW}$, where

$$\tau_{TW} \sim \left( \frac{\sqrt{D}}{\varepsilon A} \right) \tau_d .$$

To determine $\tau_{dh}$ for a one-spike solution where $k = 1$ we numerically determine the zeroes of $F_1(\xi) = 0$ on the imaginary axis. The zeroes occur when $\xi = i\xi_h$ and $\tau_d = \tau_{dh}$, which yields $\omega_h \equiv \xi_h/\tau_{dh}$. In Fig. 7(a) we plot $\tau_{dh}$ and $\omega_h$ versus $D$. To illustrate Principal Result 4.4, we compute the roots of $F_1(\xi) = 0$ with $\xi = \xi_R + i\xi_I$ on the range $\tau_{dh} \leq \tau_d \leq \tau_{dm}$. In terms of $\omega = \xi/\tau_d \equiv \omega_R + i\omega_I$, in Fig. 7(b) we plot this path in the complex plane for $D = 0.75$ and $D = 0.1$.

We now consider the multi-spike case where $k > 1$. We first look for roots of $F_j(\xi) = 0$ on the positive imaginary axis $\xi = i\xi_I$ with $\xi_I \geq 0$. By separating (4.37) into real and imaginary parts, we obtain

$$F_{jR}(\xi_I) = -G_{jR}(\xi_I) , \quad F_{jI}(\xi_I) = \frac{\xi_I}{\tau_d} - G_{jI}(\xi_I) , \quad j = 1, \ldots , k ,$$

where $F_{jR}(\xi_I) = \text{Re}(F_j(i\xi_I))$, $F_{jI}(\xi_I) = \text{Im}(F_j(i\xi_I))$, $G_{jR}(\xi_I) = \text{Re}(G_j(i\xi_I))$, $G_{jI}(\xi_I) = \text{Re}(G_j(i\xi_I))$. 
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Using (4.37), it is readily seen that \( G_{jR}(0) < 0 \) and that \( G_{jR}(\xi_I) \) is monotonically increasing with \( G_{jR}(\xi_I) \to +\infty \) as \( \xi_I \to \infty \). Therefore, \( F_{jR}(\xi_I) = 0 \) has a unique root, which we label by \( \xi_{Ij} \). Then, setting \( F_{jI}(\xi_{Ij}) = 0 \), we obtain the critical value \( \tau_{dj} \), defined by

\[
\tau_{dj} \equiv \frac{\xi_{Ij}}{G_{jI}(\xi_{Ij})}, \quad j = 1, \ldots, k.
\]  

(4.40)

In terms of \( \tau_{dj} \), we define \( \omega_j \equiv \xi_{Ij}/\tau_{dj} \). For each \( j \), \( \tau_{dj} \) denotes the unique value of \( \tau_d \) where there is a complex conjugate pair of small eigenvalues on the imaginary axis.

By adapting the proof of Proposition 5.2 of [21], we can prove that, for each fixed \( j = 1, \ldots, k \), there are exactly two roots of \( F_j(\xi) = 0 \) for any \( \tau_d > \tau_{dj} \). In addition, these roots merge onto the positive real axis when \( \tau_d = \tau_{dj}^* > \tau_{dj} \), and they remain there for \( \tau_d > \tau_{dj}^* \). To show this, we first derive a formula for the number \( M_j \) of zeroes of \( F_j(\xi) = 0 \) in the right half-plane. To do so, we calculate the winding number of \( F_j(\xi) \) over the counterclockwise contour composed of the imaginary axis \(-iR \leq \text{Im} \xi \leq iR \) and the semi-circle \( \Gamma_R \), given by \( |\xi| = R > 0 \), for \( \text{Re} \xi > 0 \). For any \( \tau_d > 0 \), it is easy to see from (4.37) that the change in the argument of \( F_j(\xi) \) over \( \Gamma_R \) as \( R \to \infty \) is \( \pi \). Since \( F_j(\xi) \) is analytic in \( \text{Re} \xi \geq 0 \), and \( F_j(\xi) \to 0 \) as \( \xi \to \infty \), the argument principle yields that

\[
M_j = \frac{1}{2} + \frac{1}{\pi} [\text{arg} F_j]_{\Gamma_I}.
\]  

(4.41)

Here \([\text{arg} F_j]_{\Gamma_I}\) denotes the change in the argument of \( F_j(\xi) \) along the semi-infinite imaginary axis \( \Gamma_I = i\xi_I \), \( 0 \leq \xi_I < \infty \), traversed in the downwards direction.

To calculate \( M_j \), we note that \( F_{jI} = O(\xi_I) \) and \( F_{jR} = O(\sqrt{\xi_I}) \) as \( \xi_I \to \infty \), and that \( F_{jI}(0) = 0 \) with \( F_{jR}(0) > 0 \). This implies that \( \text{arg} F_{jI} = \pi/2 \) as \( \xi_I \to +\infty \), and \( \text{arg} F_{jI} = 0 \) at \( \xi_I = 0 \). Since the root it to \( F_{jR}(\xi_I) = 0 \) is unique and independent of \( \tau_d \), the change in the argument \([\text{arg} F_{jI}]_{\Gamma_I}\) is determined by the sign of \( F_{jI}(\xi_I) \) at the unique root of \( F_{jR}(\xi_I) = 0 \). In this way, we get that \([\text{arg} F_{jI}]_{\Gamma_I}\) is \( 3\pi/2 \) when \( \tau > \tau_{dj} \) and is \( -\pi/2 \) when \( 0 < \tau_d < \tau_{dj} \). From (4.41) this yields that \( M_j = 2 \) when \( \tau_d > \tau_{dj} \) and \( M_j = 0 \) when \( 0 < \tau_d < \tau_{dj} \). Therefore, the roots of \( F_j(\xi) = 0 \) have a strict transversal crossing into the right half-plane as \( \tau \) is increased past \( \tau_{dj} \). The fact that that the roots of \( F_j(\xi) = 0 \) merge onto the real axis at some value \( \tau^*_{dj} \) follows from the simple observation that \( G_j(\xi) \) in (4.37b) is an increasing, and concave, function when \( \xi > 0 \) is real, and that \( G_j(0) < 0 \). This proves that when \( \xi \) is real, \( F_j(\xi) = 0 \) will have exactly two roots for \( \tau \geq \tau^*_{dj} \), where \( \tau^*_{dj} \) is determined from the condition that \( \xi/\tau \) intersects \( G_j(\xi) \) tangentially at a unique point when \( \tau = \tau^*_{dj} \). This leads to the following stability result for a \( k \)-spike solution:

**Principal Result 4.5:** Let \( \varepsilon \ll 1 \), \( \tau = O(\varepsilon^{-1}) \), and \( \varepsilon A/\sqrt{D} \ll 1 \). Then, along the primary branch of the \( B, \gamma \) parameter plane, the \( k \)-spike equilibrium solution of Principal Result 2.1 is stable when \( 0 < \tau < \tau_{TW} \), and is unstable when \( \tau > \tau_{TW} \). The stability of this solution is lost due to a Hopf bifurcation in the spike locations that occurs when \( \tau = \tau_{TW} \), where

\[
\tau_{TW} \approx \left( \frac{\sqrt{D}}{\varepsilon A} \right) \tau_{dh}, \quad \tau_{dh} = \min_{j=1, \ldots, k} (\tau_{dj}).
\]  

(4.42)

For a two-spike solution where \( k = 2 \), in Fig. 8(a) we plot the numerically computed functions \( \tau_{dj} \) for \( j = 1, 2 \) versus \( D \). A similar plot for the three-spike case is shown in Fig. 8(b). These numerical results,
Figure 8: The values $\tau_{dj}$ for $j = 1, \ldots, k$ versus $D$ where complex conjugate eigenvalues enter the right half-plane. The Hopf bifurcation value $\tau_{dh}$ is the minimum of these values. Left figure: a two-spike solution, with $j = 1$ (heavy solid curve) and $j = 2$ (solid curve). Right figure: a three-spike solution with $j = 1$ (heavy solid curve), $j = 2$ (solid curve), and $j = 3$ (dashed curve).

together with other results (not shown) for larger ranges of $D$ and for $k > 3$, suggest that in each case $\tau_{dh}$ is determined by the $j = k$ mode. From (4.27b), we see that the effect of the $j = k$ mode on the small-scale oscillatory behavior of the spike locations is to introduce a breathing-type instability whereby consecutive spike-layer locations are $180^\circ$ degrees out of phase. This leads to the following conjecture:

**Conjecture 4.6:** Let $\epsilon \ll 1$, and $\epsilon A/\sqrt{D} \ll 1$. Then, along the primary branch, a $k$-spike solution first loses its stability to a breathing-type instability at the value \( \tau = \tau_{W} \sim \left( \frac{\sqrt{D}}{\epsilon \alpha \omega_{k}} \right) \tau_{dk} \). In terms of the $v$-component, this small-scale oscillatory instability takes the form,

\[
v(x,t) \sim \frac{\sqrt{D}}{\epsilon} \sum_{j=1}^{k} V \left( \epsilon^{-1} |x - x_j(t)| \right), \quad x_j(t) \sim x_j(0) + \delta c_j \cos \left( \frac{\epsilon \alpha \omega_{k} t}{\sqrt{D}} - \phi \right), \quad (4.43)
\]

where $\delta \ll 1$, and $\phi$ is arbitrary. Here $c_j = (-1)^j$ and $x_j(0) = -1 + (2j - 1)/k$ for $j = 1, \ldots, k$. In addition, $\omega_k = \xi_{Ik}/\tau_{dk}$, where $F_k(\xi_{Ik}) = 0$.

5 Stability of the Profile: The Large Eigenvalues

We now determine the stability of the $k$-spike equilibrium solution of Principal Result 2.1 with respect to eigenvalues $\lambda$ with $\lambda = O(1)$ as $\epsilon \to 0$. In the high feed-rate regime, the NLEP eigenvalue analysis of [7] and [20] does not apply due to a strong coupling of the inner solution, as evidenced by the core problem. Therefore, a different approach is required. Assuming that $\tau \ll O(\epsilon^{-2})$, we can repeat the calculation leading to (4.4) to derive the following leading-order eigenvalue problem in the $j^{th}$ inner region:

\[
\Phi_{yy} - \Phi_0 + 2UV \Phi_0 + V^2 N_0 = \lambda \Phi_0, \quad N_{yy} - V^2 N_0 - 2UV \Phi_0 = 0, \quad -\infty < y < \infty. \quad (5.1)
\]
We seek an even eigenfunction of (5.1) for which $\Phi_0 \to 0$. Upon matching to the outer region below, the other boundary condition is that $N_{0y} \to 0$ as $|y| \to \infty$.

To derive such an asymptotic boundary condition for $N_0$, we consider the outer solution for $\eta$ given in (4.15). Since $\Phi_0$ and $N_0$ are even, we obtain in place of (4.16) that near $x_j$,
\[ \eta \phi_e^2 + 2u_e v_e \phi \sim \frac{1}{\varepsilon} (2 UV \Phi_0 + V^2 N_0) \sim \frac{1}{\varepsilon} N_{0yy} . \] (5.2)
Therefore, since $N_{0y}$ is odd, we get in place of (4.19) that
\[ D \eta_{xx} - (1 + \tau \lambda) \eta = 2 \sum_{i=1}^{k} N_{0y}(\infty) \delta(x - x_i) , \quad -1 < x < 1 ; \quad \eta_{x}(\pm 1) = 0 . \] (5.3)

The solution to (5.3) can be written as
\[ \eta(x) = -2 \sum_{i=1}^{k} N_{0y}(\infty) G(x; x_i) , \] (5.4)
where $G(x; x_i)$ is the Green’s function satisfying (A.3) of Appendix A. The leading-order matching condition analogous to (4.20) is that $\varepsilon D^{-1} N_0$ as $|y| \to \infty$ agrees with $\eta(x)$ as $x \to x_j$. This enforces that $N_{0y}(\infty) = 0$. Therefore, (5.1) with $N_{0y}(\infty) = 0$ holds for each eigenvalue problem.
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(a) $\Phi_d(y)$

(b) $N_d(y)$

Figure 9: The dimple eigenfunction $\Phi_d = V_\gamma(y)$ (left figure) and $N_d = U_\gamma(y)$ (right figure) at $\gamma = \gamma_c \approx 1.02$.

We now consider the spectrum of (5.1). Recall from the core problem (2.10) that at the fold point $\gamma = \gamma_c$ of the $B = B(\gamma)$ curve, we have that $B'(\gamma_c) = 0$. This implies that (5.1) has an eigenfunction with zero eigenvalue at this point. To see this, we differentiate (2.10) and (2.12) with respect to $\gamma$ to get
\[ V_\gamma'' - V_\gamma + 2UV_\gamma + V^2 U_\gamma = 0 , \quad U_\gamma'' = U_\gamma V^2 + 2UVV_\gamma , \quad -\infty < y < \infty , \] (5.5a)
\[ V_\gamma \to 0 , \quad U_\gamma \sim B'(\gamma)|y| + \chi'(\gamma) , \quad \text{as} \quad y \to \pm \infty . \] (5.5b)
Therefore, at the fold point where $\gamma = \gamma_c$ and $B'(\gamma_c) = 0$, we compare (5.1) and (5.5) to conclude that

$$\Phi_0(y) = \Phi_d(y) \equiv V_\gamma, \quad N_0(y) = N_d(y) \equiv U_\gamma,$$  \hspace{1cm} \text{when} \hspace{0.5cm} \gamma = \gamma_c, \hspace{1cm} (5.6)

is an eigenfunction of (5.1) with $\lambda = 0$. This eigenfunction $\Phi_d$, which is computed numerically, is shown in Fig. 9 to have a dimple shape. This dimple property was also observed in [30].

An analytical study of the spectrum of (5.1) as a function of $\gamma$ does not appear to be possible. Hence, we will compute the spectrum numerically. We discretize (5.1) on the interval $[0, L]$ using centered differences, ensuring that $\Phi_0$ and $N_0$ are even functions and that $N_{0y} \to 0$ at $y = L$. We label $y_1 = 0$, $y_m = L$, with $m > 1$, and we choose a meshsize $h = L/(m - 1)$. This leads to the discrete formulation

$$(\mathcal{M} - I + \Lambda_2) \Phi_0 + \Lambda_1 N_0 = \lambda \Phi_0, \quad (\mathcal{M} - \Lambda_1) N_0 = \Lambda_2 \Phi_0, \hspace{1cm} (5.7a)$$

so that

$$\left(\mathcal{M} - I + \Lambda_2 + \Lambda_1 (\mathcal{M} - \Lambda_1)^{-1} \Lambda_2\right) \Phi_0 = \lambda \Phi_0, \hspace{1cm} (5.7b)$$

where $\Phi_0 = (\Phi_0(y_1), \ldots, \Phi_0(y_m))^t$, $N_0 = (N_0(y_1), \ldots, N_0(y_m))^t$. In addition, $\Lambda_1$ and $\Lambda_2$ are $m \times m$ diagonal matrices, and $\mathcal{M}$ is a tridiagonal matrix of the same size. More specifically, we have

$$\Lambda_{1ii} = V^2(y_i), \quad \Lambda_{2ii} = 2U(y_i)V(y_i), \quad \mathcal{M} \equiv \frac{1}{h^2} \begin{pmatrix} -2 & 2 & 0 & \cdots & 0 & 0 & 0 \\ 1 & -2 & 1 & \ddots & \ddots & 0 & 0 \\ 0 & \ddots & \ddots & \ddots & \ddots & \ddots & 0 \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\ 0 & \ddots & \ddots & \ddots & \ddots & \ddots & 0 \\ 0 & 0 & \ddots & \ddots & 1 & -2 & 1 \\ 0 & 0 & 0 & \cdots & 0 & 2 & -2 \end{pmatrix} \hspace{1cm} (5.7c)$$

The eigenvalues of the discrete problem (5.7b) were computed using LAPACK [1] on a domain with $L = 12$ and $m = 200$. Increasing the number of meshpoints and the domain length did not change the results noticeably. In Fig. 10(a) and Fig. 10(b) we plot the real and imaginary parts of the eigenvalues as a function of $\gamma$. The plot in Fig. 10(a) shows that the primary solution branch of Fig. 2(a) corresponding to $1.02 < \gamma < 1.5$ is stable with respect to the large eigenvalues, while the secondary branch corresponding to $0 < \gamma < 1.02$ is unstable due to positive real eigenvalue.

For $D$ small, we have shown in Principal Result 2.2 that there is an approximate lining-up property of $k$-spike equilibrium branches associated with the core solution. Moreover, the numerical computations above have shown that there is a dimple-shaped eigenfunction at the saddle-node bifurcation point $A_{pk}$. In addition, we have shown numerically that the primary solution branch is stable with respect to the large eigenvalues when $\tau \ll O(\varepsilon^{-2})$, but that the secondary branch is always unstable. In §4 we showed that the primary solution branch is stable with respect to drift instabilities when $\tau \ll O(\varepsilon^{-1})$. Therefore, the pulse-splitting criteria of [10] are satisfied when $\tau \ll O(\varepsilon^{-1})$. This leads us to the following conjecture concerning the number of pulse-splitting events and the final equilibrium state under (1.1):

25
Figure 10: Left figure: Re(\(\lambda\)) versus \(\gamma\) for the spectrum of (5.1). There is an eigenvalue with a positive real part only when \(0 < \gamma < 1.02\). Right figure: Im(\(\lambda\)) versus \(\gamma\) for the spectrum of (5.1).

**Conjecture 5.1:** Let \(\varepsilon \ll 1, \tau \ll O(\varepsilon^{-1})\), and \(\varepsilon A/\sqrt{D} \ll 1\). Suppose that we have even one-spike initial data centered at the origin. Then, the final equilibrium state is stable with respect to both the large and small eigenvalues, and it has \(2^m\) spikes where, for some integer \(m \geq 0\), \(A\) satisfies

\[
A_{p2^m+1} < A < A_{p2^m}.
\]  

(5.8)

Here \(A_{pk}\) is the existence threshold, which depends on \(D\), defined in (2.26).

Finally, we determine whether the primary solution branch can become unstable with respect to a Hopf bifurcation of the large eigenvalues when \(\tau = O(\varepsilon^{-2})\). For this range of \(\tau\), the slow drift instabilities of §5 are also present. In (4.4) we let \(\tau = O(\varepsilon^{-2})\). In place of (5.1), we get the eigenvalue problem

\[
\Phi_{0yy} - \Phi_0 + 2UV \Phi_0 + V^2 N_0 = \lambda \Phi_0; \quad N_{0yy} - V^2 N_0 - 2UV \Phi_0 = \lambda \tau L N_0, \quad -\infty < y < \infty,
\]  

(5.9a)

where \(\tau L = O(1)\) is related to \(\tau\) by

\[
\tau = \frac{D\tau L}{\varepsilon^2}.
\]

(5.9b)

In place of (5.7), the eigenvalues of (5.9) are approximated by the eigenvalues of

\[
\begin{pmatrix}
\mathcal{M} - I + \Lambda_2 & \Lambda_1 \\
-\Lambda_2 & \mathcal{M} - \Lambda_1
\end{pmatrix}
\begin{pmatrix}
\Phi_0 \\
N_0
\end{pmatrix} = \lambda
\begin{pmatrix}
I & 0 \\
0 & \tau L I
\end{pmatrix}
\begin{pmatrix}
\Phi_0 \\
N_0
\end{pmatrix}.
\]

(5.10)

For each \(\tau L\), we compute the eigenvalues of this block matrix problem using a generalized eigenvalue problem solver from LAPACK [1]. Newton’s method is then used to determine the value \(\tau_{Lh}\) of \(\tau L\) where eigenvalues first enter the right half-plane. The computations show that these eigenvalues enter the right half-plane through a Hopf bifurcation. In Fig. 11(a) and Fig. 11(b) we plot the Hopf bifurcation value \(\tau_{Lh}\) and the corresponding Im(\(\lambda\)) = \(\lambda_{lh}\) for each point along the primary solution branch.
6 Numerical Experiments

In this section we perform some numerical experiments on (1.1) in the pulse-splitting regime to test Conjectures 4.6 and 5.1, and to observe instabilities when $\tau$ is asymptotically large. The results below are computed using the routine D03PCF of the NAG library [31] with 1500 uniformly spaced meshpoints. The initial condition for (1.1) is taken to be

$$v(x,0) = \frac{\sqrt{D}}{\varepsilon} V(0) \sum_{j=1}^{k} \text{sech}^2 \left( \frac{\varepsilon^{-1}(x - x_j)}{2} \right), \quad u(x) = 1 - \left( 1 - \frac{\varepsilon}{A\sqrt{D}} U(0) \right) \sum_{j=1}^{k} G(x; x_j)/a_g. \quad (6.1)$$

Here $a_g$ is defined in (A.1c). In addition, $U(0), V(0)$ denote the solution to the core problem (2.10) at $y = 0$ and at the fold point where $\gamma = \gamma_c$.

**Experiments 1-3: (Pulse-Splitting; No Instabilities)** For each of these examples $\tau \ll O(\varepsilon^{-1})$, and so there are no drift or large eigenvalue instabilities. Consider a one-spike initial condition for (1.1) with $\varepsilon = 0.02, D = 0.75, A = 2.0$, and $\tau = 2.0$. For these values, $\varepsilon A/\sqrt{D} = 0.046 \ll 1$, and from (2.26) we get $A_{p1} = 1.644, A_{p2} = 2.587$, and $A_{p1} = 4.795$. Since $A_{p1} < A < A_{p2}$, there is no one-spike equilibrium solution and we predict only one pulse-splitting event. The final state should be a two-spike solution. In Fig. 12(a) we plot $v$ at three different times. In Fig. 12(b) we plot the locations $x_j$ of the maxima of $v$ as a function of time. Indeed, there is only one pulse-splitting event at $t \approx 6.0$. In Experiment 2 we keep the same parameter values, but increase $A$ to $A = 3.0$, so that $\varepsilon A/\sqrt{D} = 0.069 \ll 1$. In this case, since $A_{p2} < A < A_{p1}$, we now expect two pulse-splitting events and a four-spike final equilibrium state. In Fig. 12(c) we plot $v$ at three different times, and in the $t$ versus $x_j$ plot of Fig. 12(d) we show two pulse-splitting events at $t \approx 2.0$ and $t \approx 60.0$.

Next, in Experiment 3, we consider a three-spike initial condition for (1.1) with $\varepsilon = 0.01, D = 0.1$, 

![Figure 11: (a) $\tau_{lh}$ versus $B$ (b) $\lambda_{lh}$ versus $B$.](image-url)
$A = 1.9$, and $\tau = 2.0$. For these values $\varepsilon A/\sqrt{D} = 0.06$. From (2.26) we get $A_{p3} = 1.719$, and $A_{p6} = 2.788$. Since $A_{p3} < A < A_{p6}$, we predict one pulse-splitting event (which occurs at $t = 19.5$), and a six-spike final equilibrium state. This is indeed what is observed in Fig. 12(e) and Fig. 12(f).

In terms of a different dimensionless formulation of the GS model other than (1.1) and, for certain parameter values, an eight-spike final equilibrium state was computed in [3] and [39]. Those parameter values correspond to $\varepsilon = 0.0119$, $D = 0.0555$, $A = 1.7901$, $\tau = 1.339 = O(1)$, $A_{p4} = 1.7135$, and $A_{p8} = 2.7725$. Since $A_{p4} < A < A_{p8}$, and $\tau$ is below the drift instability threshold, Conjecture 5.1 correctly predicts the eight-spike final equilibrium.

**Experiment 4: (Asymmetric Initial Data)** Next, we consider one-spike initial data not centered at the origin, but instead at $x_0(0) = 0.35$. We also choose $\varepsilon = 0.02$, $D = 0.75$, and $\tau = 2.0$. For these values, (2.26) yields $A_{p1} = 1.644$, $A_{p2} = 2.587$, $A_{p3} = 3.6707$, and $A_{p4} = 4.7950$. For $A = 3.0$, in Fig. 13(a) we plot $t$ versus the spike locations $x_j$, showing one splitting event and a three-spike final equilibrium state. Alternatively, for $A = 4.0$, in Fig. 13(b) we show a four-spike final equilibrium state. For the first value of $A$, where $A_{p2} < A < A_{p3}$, our theory predicts either a three or a four-spike final equilibrium state. A detailed analysis of the dynamics of these patterns is needed to determine the final equilibrium state.

In the next five experiments, we examine drift and large eigenvalue instabilities that occur when $\tau$ is asymptotically large.

**Experiment 5: (Drift and Profile Instability, One Spike)** We take a one-spike solution as initial data, centered at $x_0(0) = 0.05$, with $D = 0.25$, $A = 1.35$, $\varepsilon = 0.01$, and $k = 1$. For these values, we calculate $B = 1.301$ and $\alpha = 1.366$ from Fig. 6. From Fig. 11(a) and (5.9b), we get that the Hopf bifurcation threshold of the spike profile is $\tau_H = 230$. From (4.38), the oscillatory drift instability threshold is $\tau_{TW} = 55$. In Fig. 14(a) we show an oscillatory instability in the spike location. In Fig. 14(b) we show an oscillatory instability of the spike amplitude for a spike that is initially centered at the origin.

**Experiment 6: (Drift and Profile Instability, Two Spikes)** Next, we consider instabilities of a two-spike solution when $D = 0.1$, $A = 1.4$, $\varepsilon = 0.01$, and $k = 2$. For these values, we calculate $B = 1.286$ and $\alpha = 1.278$ from Fig. 6. From (5.9b) and Fig. 11(a), the threshold for the Hopf bifurcation of the spike profile is $\tau_H = 94$. From (4.38), the oscillatory drift instability threshold is $\tau_{TW} = 39$. In Fig. 15(a) we show an oscillatory instability in the location of the spikes for $\tau > \tau_{TW}$. Although the spikes are initially located at $x_1(0) = -0.45$ and $x_2(0) = 0.5$, Fig. 15(a) shows that the instability eventually becomes a breathing-type instability as predicted by Conjecture 4.6. In Fig. 15(b) we show an oscillatory instability of the spike amplitudes $v_m$ for spikes initially located at $x_1(0) = -x_2(0) = 0.5$. Although an asynchronous initial perturbation is given to the spike amplitudes, they are found to quickly synchronize as $t$ increases.

**Experiment 7: (Simultaneous Drift and Profile Instability)** Next, we take $D = 0.25$, $A = 1.35$, $\varepsilon = 0.015$, and $k = 2$. For these values, we get $B = 1.286$ and $\alpha = 1.278$ from Fig. 6. From (5.9b) and Fig. 11(a), we estimate $\tau_H = 102$. From (4.38), we get $\tau_{TW} = 99.0$ and $\tau_{TW} = 66.9$ for a two and one-spike equilibrium solution, respectively. Therefore, when $k = 2$, the drift and profile instability thresholds are very close. We then choose $\tau = 90$ which is near these threshold values. The spikes are initially located at $x_1(0) = -0.45$ and $x_2(0) = 0.5$. In Fig. 16(a) we plot the spike trajectories, and in Fig. 16(b) we plot the spike amplitudes $v_m \equiv v(x_j, t)$, where $x_j(t)$ is a local maximum of $v$. The second spike is annihilated
Figure 12: **Experiment 1** (top row): $\varepsilon = 0.02$, $k = 1$, $D = 0.75$, $A = 2.0$, and $\tau = 2.0$. Left figure: $v$ at $t = 8.05$ (heavy solid curve), $t = 15$ (solid curve), and $t = 50.2$ (dashed curve). Right figure: $t$ versus $x_j$ with a pulse-split at $t \approx 6.0$. **Experiment 2** (middle row): $\varepsilon = 0.02$, $k = 1$, $D = 0.75$, $A = 3.0$, and $\tau = 2.0$. Left figure: $v$ at $t = 10.0$ (heavy solid curve), $t = 61$ (solid curve), and $t = 100$ (dashed curve). Right figure: $t$ versus $x_j$ with pulse-splits at $t \approx 2.0$ and $t \approx 60.0$. **Experiment 3** (bottom row): $\varepsilon = 0.01$, $k = 3$, $D = 0.1$, $A = 1.9$, and $\tau = 2.0$. Left figure: $v$ at $t = 10.0$ (heavy solid curve), $t = 50$ (solid curve), and $t = 100$ (dashed curve). Right figure: $t$ versus $x_j$ with a pulse-split at $t \approx 20.0$. 
Figure 13: **Experiment 4:** $t$ versus $x_j$ for $\varepsilon = 0.02$, $k = 1$, $D = 0.75$, $\tau = 2.0$, and with an initial spike at $x_0(0) = 0.35$. Left figure: $A = 3.0$. Right figure: $A = 4.0$.

Figure 14: **Experiment 5:** Here $D = 0.25$, $A = 1.35$, $\varepsilon = 0.01$, and $k = 1$. Left figure: $t$ versus $x_1$ for $\tau = 52$ (solid curve), $\tau = 65$ (dashed curve), and $\tau = 71$ (heavy solid curve). Right figure: $v_m$ versus $t$ for $\tau = 220$ (heavy solid curve) and $\tau = 235$ (dashed curve). Here $v_m$ denotes the maximum value of $v(x,t)$. 
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as a result of an oscillatory profile instability. The remaining spike then travels to the right and collapses against the right domain boundary at \( t \approx 240 \). Notice that since \( \tau \) exceeds \( \tau_{TW} \) for a one-spike solution, the final equilibrium state should not be a one-spike solution centered at the origin.

**Experiment 8: (Large-Scale Drift Instability)** Next, we take \( D = 0.04, A = 1.5, \varepsilon = 0.0077 \), and a single initial spike centered at the origin. From (2.26) we get \( A_{p2} = 1.365 \) and \( A_{p4} = 1.588 \). Therefore, for \( \tau \ll O(\varepsilon^{-1}) \), Conjecture 5.1 predicts a four-spike final equilibrium state. In the \( t \) versus \( x_j \) plot of Fig. 17(a) this is indeed observed when \( \tau = 6.76 \). However, for \( \tau = 30 \), Fig. 17(a) shows that the solution is a time-periodic two-spike state. For the intermediate value \( \tau = 20 \), we observe a time-periodic two-spike state that every half-period undergoes a brief splitting process before collapsing back to a two-spike solution. For this example, \( \tau_{TW} = 35 \) for a four-spike equilibrium solution, and \( \tau_H = 64 \).

**Experiment 9: (Drift Instability, Three Spikes)** Finally, we consider drift instabilities of a three-spike \( (k = 3) \) equilibrium solution when \( D = 0.1, A = 1.6, \) and \( \varepsilon = 0.01 \). From (4.38), the oscillatory drift instability threshold is \( \tau_{TW} = 49.3 \). From (5.9b), the profile instability threshold is \( \tau_H = 94.5 \). For \( \tau = 75 \), in Fig. 17(b) we show an oscillatory instability in the spike locations. Although the initial spike locations are \( x_1(0) = -0.45, x_2(0) = 0.0, \) and \( x_3(0) = 0.50 \), Fig. 17(b) shows that the instability eventually becomes a breathing-type instability as predicted by Conjecture 4.6.

### 7 Discussion

In this section we discuss the relationship between our results and those in the literature. We also list a few areas for further research.

First we summarize the comparison of our results with those of [28], [29], and [30]. Those works pertain...
Figure 16: **Experiment 7**: Here $D = 0.25$, $A = 1.35$, $\varepsilon = 0.015$, $k = 2$, and $\tau = 90$. Left figure: $t$ versus $x_j$. Right figure: $v_{m1}$ versus $t$ (heavy solid curve) and $v_{m2}$ versus $t$ (dashed curve).

Figure 17: Left figure: **Experiment 8**: Here $D = 0.04$, $A = 1.5$, $k = 1$, $\varepsilon = 0.0077$, with $\tau = 6.76$ (dashed curve), $\tau = 20.0$ (solid curve), and $\tau = 30.0$ (heavy solid curve). Right figure: **Experiment 9**: Here $D = 0.1$, $A = 1.6$, $k = 3$, $\varepsilon = 0.01$, with $\tau = 45$ (dashed curve) and $\tau = 75$ (heavy solid curve).
to a one-spike solution to (1.1) on the infinite line in the low feed-rate, intermediate, and pulse-splitting, regimes. This comparison, which has been made in appropriate places in this paper, in [20], and in [21], is transparent given that our starting point (1.1) is the dimensionless formulation of the GS model used in those works. In [29], the stability of a one-spike solution for the infinite-line problem was studied in the low-feed rate and intermediate regimes. For the low feed-rate and intermediate regimes, a favorable comparison of results is given in §3.4 of [20] and at the end of §4 in [20], respectively. In [28], the onset of a drift instability of a one-spike solution for the infinite-line problem in the intermediate regime was studied. This instability leads to a monotonic drift of the spike. In contrast, for the corresponding problem on the finite domain (of any fixed length) an oscillatory drift instability was found and analyzed in §5 of [22]. A precise and favorable comparison of results is given at the end of §5 of [22]. For a one-spike solution on the infinite line in the pulse-splitting regime \( A = O(1) \), the core problem (2.10) was identified and solutions to it were computed numerically to identify the saddle-node value \( A = 1.347 \). Our far-field matching condition (2.11), which arises from inner-outer matching for a \( k \)-spike equilibrium, was not identified.

Next, we compare our results with those in [7] and [9], which are based on the following alternative dimensionless formulation of the GS model

\[
V_T = \delta^2 V_{XX} - BV + UV^2, \quad U_T = U_{XX} + A_{dgk}(1 - U) - UV^2, \quad 0 < X < L, \tag{7.1}
\]

with \( U_X = V_X = 0 \) at \( X = 0, L \), and \( \delta \ll 1 \). In terms of our variables \( D, \varepsilon, \tau, \) and \( A \), of (1.1), we have

\[
D = \frac{4}{A_{dgk} L^2}, \quad \varepsilon^2 = \frac{4 \delta^2}{BL^2}, \quad \tau = \frac{B}{A_{dgk}}, \quad A = \frac{A_{dgk}}{B}. \tag{7.2}
\]

In [7] the scalings \( A_{dgk} = \delta^2 a \) and \( B = \delta^3 b \), with \( 0 \leq \beta \leq 1 \) were considered. Therefore, (7.2) becomes

\[
A = \delta^{1-\beta} \frac{\sqrt{a}}{b}, \quad \tau = \delta^{\beta-2} \frac{b}{a}, \quad \varepsilon = \delta^{2-\beta/2} \frac{\sqrt{a}}{b}. \tag{7.3}
\]

In [7] solutions of a spatial period \( \mathcal{T} \) are constructed. For a \( k \)-spike solution this determines \( L \) as \( L = \mathcal{T} k \). In equation (2.10) of [7], the mode \( m \) of the periodic pattern is related to \( \mathcal{T} \) by \( m = (E^2 + 1)/(E^2 - 1) \), where \( E = \exp(\mathcal{T} \delta \sqrt{\alpha}/2) \). Using \( L = \mathcal{T} k \), we can write \( m \) in terms of the notation in this paper as

\[
m = \frac{1}{\tanh(\theta_0/k)}, \quad \theta_0 = D^{-1/2}. \tag{7.4}
\]

The pulse-splitting regime is where \( A = O(1) \), and \( \varepsilon A/\sqrt{D} \ll 1 \). From (7.3) this corresponds to \( \beta = 1 \) and \( \delta \ll 1 \). For the infinite-line problem, it was proved using topological shooting in §6 of [7] that there exists a value \( B_d \) of \( B \) where there is a “disappearance bifurcation”. The core problem (2.10) also appears as the leading-order terms in equation (2.9) of [9], without the far-field boundary condition (2.11). In §7.1 and §7.2 of [7], numerical methods, based on the numerical solution to a PDE, are used to compute the disappearance values \( B_d \) of \( B \) for the parameter value \( a = 1 \). For a one-spike solution on the infinite line in the pulse-splitting regime \( \beta = 1 \), numerical results for \( B_d \) for several \( \delta \) are given in Table 1 of [7]. These results suggest that \( B_d \delta^{-1} \equiv b_d \) is constant for small values of \( \delta \), although the constant limiting behavior of this quantity as \( \delta \to 0 \) is unspecified. In terms of our notation, if we set \( \beta = 1 \) and \( a = 1 \) in (7.3),
this suggests that the saddle-node value for $A$ is independent of $\varepsilon$ for $\varepsilon \to 0$. This corresponds to the core problem (2.10) on the infinite line where the saddle-node bifurcation is $A = 1.347$, as computed in [30].

The disappearance values $B_d$ for periodic patterns of mode $m$ were also computed numerically in §7.2 of [7]. The results were reported in Table 3 of [7] for $\delta^2 = 0.01$ and for the specific value $a = 1$ (i.e. $A_{dkg} = \delta^2$). The asymptotic theory of §6 of [7] showed that $b_d \equiv B_d \delta^{-1}$ is asymptotically independent of $\delta$ for $\delta \ll 1$. In addition, the numerical simulations of [7] strongly suggested that the product $mb_d(m)$ remains constant to leading order. The evidence for this numerically-based conjecture was given in the last three rows of Table 3 of [7]. In terms of our notation, we use (7.3) and (7.4) to calculate

$$b_d m = \frac{B_d m}{\delta} = \frac{\sqrt{A_{dkg} m}}{A \delta} = \frac{\sqrt{am}}{A} = \sqrt{a} [A \tanh (\theta_0/k)]^{-1}. \quad (7.5)$$

Compare the first and last expressions in (7.5) and set $a = 1$ as in [7]. It follows that the numerically-based conjecture of [7] that $b_d m$ is asymptotically constant is equivalent to the asymptotic constancy of $[A \tanh (\theta_0/k)]^{-1}$ as a function of $k$ and $\varepsilon$. This is precisely the result that is established analytically in §2 in terms of an inner-outer matching of the core problem (2.10) to an appropriate far-field behavior. The common value for this constant is the saddle-node point for the core problem on the infinite line.

Pulse-splitting for (7.1), starting from an initial pulse at the origin, was computed numerically in Fig. 4 of [6] for $\delta^2 = 0.01$, $A_{dkg} = .01$, $B_d = 0.0474$, and $L = 100$, where a final equilibrium state of eight spikes was observed. Since $a = A_{dkg} \delta^{-2} = 1$, Table 3 of [7] is applicable, and using the numerical conjecture of [7] that $mb_d(m)$ is constant, the final state can be predicted from [7]. From (7.2), we have in terms of our notation that $\varepsilon = .00918$, $D = 0.04$, $A = 2.109$, $\tau = 4.74$, and so $\varepsilon A / \sqrt{D} = 0.097 \ll 1$. From (2.26), we get $A_{p1} < A < A_{p8}$. In addition, from (4.38), the drift instability threshold for an eight-spike equilibrium solution is $\tau_{TW} = 60.4 > \tau$. Therefore, Conjecture 5.1 also predicts an eight-spike final state. A similar direct comparison can be made for the pulse-splitting observed in Fig. 2b of [5] for the parameter set $A_{dkg} = .01$, $B = 0.0674$, $\delta^2 = 0.01$, and $L = 100$, where a four-spike final state was found. Since $A_{dkg} \delta^{-2} = a = 1$, Table 3 of [7] can be used to predict this final state. In terms of our notation, we calculate that $\varepsilon = .0077$, $D = 0.04$, $A = 1.483$, $\tau = 6.74$, and so $\varepsilon A / \sqrt{D} = .057$. From (2.26) and (4.38), we obtain $A_{p2} < A < A_{p1}$ and $\tau_{TW} = 37.4 > \tau$ for a four-spike equilibrium. Therefore, Conjecture 5.1 also predicts the four-spike final state. Experiments 1–3 in §6 are example of pulse-splitting, with no drift instabilities, corresponding to values $A_{dkg} \delta^{-2} \neq 1$ not considered in [7].

Next, we comment on previous results of [7] regarding the stability of $k$-spike (or equivalently) periodic patterns. In the intermediate regime, corresponding to $0 < \beta < 1$ in (7.3), the stability of these solutions with respect to the large eigenvalues is determined in terms of the NLEP given in (A.7) of Appendix A. The stability threshold in this regime, given in Proposition A.2, is asymptotically equivalent to the result first derived in equation (5.16) of [7]. However, as shown in Appendix A of [7], where $\beta < 1$ was assumed, this NLEP problem does not hold in the pulse-splitting regime where $\beta = 1$. In the pulse-splitting regime the more strongly coupled eigenvalue problem (5.1) holds when $\tau \ll O(\varepsilon^{-2})$. Notice that if we did formally set $\beta = 1$ in (A.4) of Appendix A of [7] and let $\delta \ll 1$, the resulting problem is equivalent to (5.1). The results in §6 provide the first numerical study of the spectrum of this eigenvalue problem. Likewise, the numerical computation for the large eigenvalue stability threshold with $\tau = O(\varepsilon^{-2})$ for (5.9) is new.
The study of drift instabilities in §5 in the pulse-splitting regime is new, and has not been reported in the literature. The analysis, which requires the development of correction terms \((U_1, V_1)\) to the solution of the core problem (2.10), is very different than the study of §3 of [21] for the small eigenvalues in the low feed-rate and intermediate regimes.

There are some open problems related to the existence and stability of \(k\)-spike equilibria in the pulse-splitting regime \(A = O(1)\). Two such problems are to prove rigorously the shape of the \(B = B(\gamma)\) curve in Fig. 2(a), and to prove the formal results in Principal Results 2.2 and 3.2, that give the saddle-node values \(A_{pk}\) and the multi-bump solution structure along the secondary branch of the \(B(\gamma)\) curve. Another open problem is to give a rigorous treatment of the stability properties of the primary and secondary solution branches with respect to both drift instabilities and instabilities associated with large eigenvalues.

For the GS model in the low feed-rate and intermediate regimes, and under the assumption of semi-strong spike interactions, there has been some previous studies of the dynamics of quasi-equilibrium patterns. For the infinite-domain problem, the dynamics and stability of a quasi-equilibrium two-spike pattern were first studied in [5] and [6]. The corresponding problem for the finite domain was considered in [41], where certain instability phenomena, which do not occur for the infinite-line problem, were discovered and analyzed. For the Gierer-Meinhardt model, related studies of spike dynamics in the semi-strong interaction regime for the finite-domain problem are given in [17] and [42]. For the weak interaction regime of [35], where both diffusivities are small and of the same order, spike dynamics for the GS and related models were studied in [10] and [11].

For the pulse-splitting regime \(A = O(1)\), the quantitative formal asymptotic studies of [39] and [40] describe the slow motion of a spike and the mechanism by which a dynamic pulse-splitting event occurs. A more qualitative discussion of dynamic pulse-splitting is given in §5 of [6]. However, further research in this direction is needed. In particular, for a \(k\)-spike pattern with arbitrary initial spike locations, one would like to predict the times and locations where splitting events occur. Another open problem is to analyze large-scale oscillatory motion in the spike locations that occur after a drift instability is initiated. In these contexts, theoretical quantitative explanations for Experiments 4–9 would be interesting.

Another area where further research is needed in the context of, essentially, one-dimensional spike patterns, is to study the stability of stripes and rings in the two dimensional GS model in respect to both zig-zag instabilities associated with the small eigenvalues, and breakup instabilities of stripes into spots, which result from large eigenvalue instabilities. These stability properties should depend on the asymptotic range of the feed-rate parameter \(A\). Work in this direction is given in [23], [27], and [22].

A The Intermediate Regime: \(O(\varepsilon^{1/2}) \ll A \ll O(1)\)

In this Appendix we summarize some prior existence and stability results for \(k\)-spike equilibrium solutions to (1.1) in the intermediate regime \(O(\varepsilon^{1/2}) \ll A \ll O(1)\). Defining \(A\) by \(A = \varepsilon^{1/2}A\), we begin with the equilibrium result of [20] in the low feed-rate regime where \(A = O(1)\).

**Principal Result A.1:** For \(\varepsilon \to 0\), consider a \(k\)-spike equilibrium solution to (1.1) where the spikes have equal height. Then, when \(A > A_{ke}\) there are two such solutions; the large solution \(u_-, v_-\), and the small
solution \( u_+ \), \( v_+ \). The \( v \)-component for such a solution satisfies

\[
v_\pm \sim \frac{1}{\sqrt{\epsilon}} A U_\pm \sum_{j=1}^{k} \left( w \left[ \epsilon^{-1} (x - x_j) \right] + O \left( \frac{\epsilon}{A^2 U_\pm^2 D} \right) \right), \tag{A.1a}
\]

where \( w(y) \) satisfies (A.2) below and \( x_j = -1 + (2j - 1)/k \) for \( j = 1, \ldots, k \). In the \( j \)th inner region, where \( |x - x_j| = O(\epsilon) \), \( u \) is spatially constant to leading order, and satisfies \( u_\pm \sim U_\pm \left[ 1 + O \left( \epsilon/(A^2 U_\pm^2 D) \right) \right] \). Here \( U_\pm \) and the saddle-node bifurcation value \( A_{ke} \) are given by

\[
U_\pm = \frac{1}{2} \left[ 1 \pm \sqrt{1 - \frac{A_{ke}^2}{A^2}} \right], \quad A_{ke} \equiv \sqrt{\frac{12\theta_0}{\tanh (\theta_0/k)}}, \quad \theta_0 \equiv D^{-1/2}. \tag{A.1b}
\]

The outer solution for \( u \), valid for \( |x - x_j| \gg O(\epsilon) \) and \( j = 1, \ldots, k \), is given by

\[
u_\pm \sim 1 - \frac{(1 - U_{1g})}{a_g} \sum_{j=1}^{k} G(x; x_j), \quad a_g = \left[ 2\sqrt{D} \tanh (\theta_0/k) \right]^{-1}. \tag{A.1c}
\]

where \( G(x; x_j) \) is the Green’s function satisfying (A.3) below.

This result is Principal Result 2.1 of [20]. In (A.1a), the spike profile \( w(y) \) satisfies

\[
w'' - w + w^2 = 0, \quad -\infty < y < \infty; \quad w \to 0 \quad \text{as} \quad |y| \to \infty; \quad w'(0) = 0, \quad w(0) > 0. \tag{A.2}
\]

Hence, \( w(y) = \frac{3}{2} \sech^2(y/2) \). In (A.1c), the Green’s function \( G(x; x_j) \) satisfies

\[
DG_{xx} - G = -\delta(x - x_j), \quad -1 < x < 1; \quad G_x(\pm 1; x_j) = 0. \tag{A.3}
\]

In [20] and [21] the stability properties of (A.1) were examined in the low feed-rate regime \( A = O(1) \). Although the small solution \( v_+ \), \( u_+ \) was found to be unstable for any \( A > A_{ke} \), the stability properties of the large solution \( v_-, u_- \) with respect to the large and small eigenvalues were found to depend intricately on the parameters \( D, \tau, \) and \( k \) (see [20] and [21]).

Next, we consider the intermediate regime \( O(1) \ll A \ll O(\epsilon^{-1/2}) \), or equivalently \( O(\epsilon^{1/2}) \ll A \ll O(1) \). For the remainder of this Appendix we re-label the large solution as \( v, u \). For \( A \to \infty \), we get from (A.1b) that \( U_- \sim A_{ke}^2/4A^2 \). Substituting this relation into (A.1a) we obtain, with \( A = \epsilon^{1/2} A \), that

\[
v \sim \frac{A\sqrt{D}}{3\sqrt{\epsilon \coth (\theta_0/k)}} \sum_{j=1}^{k} w \left[ \epsilon^{-1}(x - x_j) \right], \quad u \sim \frac{3\coth (\theta_0/k)}{A^2 \sqrt{D}}. \tag{4Aa}
\]

For \( A \gg 1 \), the corresponding outer solution from (A.1c) becomes

\[
u_0(x) \sim 1 - \frac{1}{a_g} \left( 1 - \frac{A_{ke}^2}{4A^2} \right) \sum_{j=1}^{k} G(x; x_j). \tag{A.4b}
\]

Using (A.4a), we can calculate the norm \( |v|_2 \), defined in (1.3), in the intermediate regime as

\[
|v|_2 \sim \frac{\sqrt{6DKA}}{3 \coth (\theta_0/k)}. \tag{A.5}
\]
For the intermediate regime, the stability properties of the large solution, \(v\) and \(u\), with respect to the large eigenvalues of order \(\lambda = O(1)\) were first studied in [7]. An alternative approach to this stability analysis was given in §4 of [20]. As for the small eigenvalues of order \(\lambda = O(\varepsilon^2)\), it was shown in Proposition 3.6 of [21] that a \(k\)-spike equilibrium solution is stable with respect to drift instabilities when \(D = O(1)\) and \(\tau = O(1)\). In contrast, the following result determines the stability threshold of \(k\)-spike equilibria with respect to the large \(O(1)\) eigenvalues in the spectrum of the linearization:

**Proposition A.2:** Let \(\varepsilon \ll 1\), \(D = O(1)\), and \(O(1) \ll A \ll O(\varepsilon^{-1/2})\). Then, the \(k\)-spike equilibrium large solution \(u, v\), is stable with respect to the large eigenvalues when \(\tau < \tau_H\), where

\[
\tau_H \sim \frac{A^4 D}{9} \tanh^4 \left( \theta_0 / k \right) \tau_{0h} \left( 1 - \frac{6\theta_0}{A^2 \tanh(\theta_0 / k)} \right)^2 + o(1),
\]

and \(\tau_{0h} = 1.748\). As \(\tau\) increases past \(\tau_H\), this solution loses its stability to a Hopf bifurcation.

This result is based on the spectral properties of the NLEP (nonlocal eigenvalue problem)

\[
\Phi'' - \Phi + 2w\Phi - \frac{2w^2}{1 + \sqrt{\tau_0} \lambda} \left( \int_{-\infty}^{y} w(\Phi dy) \right) = \lambda \Phi, \quad -\infty < y < \infty; \quad \Phi \to 0, \quad |y| \to \infty,
\]

where \(\tau_0\) is a bifurcation parameter. This NLEP was first studied in [7] and [8], and an alternative approach was given in [20]. Proposition A.2 is written as Proposition 4.3 of [20]. It is asymptotically equivalent to the main stability result in equation (5.16) of [7] (see §5 of [20] for a precise comparison of results).

The scaling law for \(\tau\) given in (A.6) for a Hopf bifurcation of the spike profile shows that \(\tau = O(A^4) \gg 1\) when \(A \gg 1\). Therefore, it is natural to seek drift instabilities of a \(k\)-spike equilibrium solution that occur when \(\tau \gg 1\). For a one-spike solution, this was done in §5 of [21], where the following result was obtained:

**Principal Result A.3:** Let \(\varepsilon \ll 1\) and \(\tau = O(\varepsilon^{-2})\). Then, an eigenvalue \(\lambda = O(\varepsilon^2)\) associated with a drift instability of the one-spike large solution satisfies the nonlinear algebraic equation

\[
\lambda \sim \frac{2\varepsilon^2 s}{D} \left[ \beta \tanh(\theta_0 \beta) \tanh \theta_0 - 1 \right], \quad s \equiv \frac{1 - U_-}{U_-}, \quad \beta \equiv \sqrt{1 + \tau \lambda},
\]

where \(\theta_0 = 1/\sqrt{D}\). In the intermediate parameter regime, where \(O(1) \ll A \ll O(\varepsilon^{-1/2})\), (A.8a) reduces to

\[
\lambda \sim \frac{2\varepsilon A^2}{3\sqrt{D}} \tanh \theta_0 \left[ \beta \tanh(\theta_0 \beta) \tanh \theta_0 - 1 \right], \quad \beta \equiv \sqrt{1 + \tau \lambda}.
\]

Here \(A = \varepsilon^{1/2} A\). For \(\delta \ll 1\), any unstable mode associated with the one-spike solution has the form

\[
v \sim \frac{1}{\sqrt{\varepsilon A U_-}} w(\varepsilon^{-1} [x - x_0(t)]), \quad x_0 \sim -\varepsilon \delta e^{\lambda t}.
\]

The results (A.8c) and (A.8a) were given in (5.3b) and (5.5) of [21], respectively. The limiting result (A.8b) is obtained by using the asymptotic relation \(s \sim 4\varepsilon^{-1}A_x^2/A_{xx}\) that holds in the intermediate regime. The analysis of (A.8a) in [21] was based on introducing the new variables \(\tau_d, \omega, \) and \(\xi\), defined by

\[
\tau = \left( \frac{D}{2s\varepsilon^2} \right) \tau_d, \quad \lambda = \left( \frac{2s\varepsilon^2}{D} \right) \omega, \quad \xi = \tau_d \omega.
\]
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Substituting (A.9) into (A.8a), it follows that $\xi$ satisfies $F(\xi) = 0$, where

$$F(\xi) = \frac{\xi}{\tau_d} - G(\xi), \quad G(\xi) = \beta \tanh \theta_0 \tanh(\theta_0\beta) - 1, \quad \beta = \sqrt{1 + \xi}. \quad (A.10)$$

By analyzing the roots of (A.10), the following rigorous result was obtained in Proposition 5.2 of [21]:

**Principal Result A.4:** Let $\varepsilon \ll 1$ and $\tau = O(\varepsilon^{-2})$, and consider the small eigenvalues with $\lambda = O(\varepsilon^2)$. Then, there is a complex conjugate pair of pure imaginary eigenvalues when $\tau_d = \tau_{dh}$. For any $\tau_d > \tau_{dh}$ there are exactly two eigenvalues in the right half-plane. These eigenvalues have nonzero imaginary parts when $\tau_{dh} < \tau_d < \tau_{dm}$, and they merge onto the positive real axis at $\tau_d = \tau_{dm}$. They remain on the positive real axis for all $\tau_d > \tau_{dm}$. The values $\tau_{dh}$ and $\tau_{dm}$ depend on $D$.

Therefore, at the critical value $\tau = \tau_{TW}$ given by

$$\tau_{TW} = \frac{D}{2\varepsilon \xi \tau_{dh}},$$

a pair of complex small eigenvalues enters the right half-plane through a Hopf bifurcation. This instability with respect to translations in the spike profile leads to oscillations in the spike-layer location. By comparing the thresholds for $\tau$ given in (A.11) and (A.6), it follows for $\varepsilon \ll 1$ that

$$\tau_H \ll \tau_{TW}, \quad \text{for} \quad O(\varepsilon^{1/2}) \ll A \ll A_{sw}; \quad \tau_{TW} \ll \tau_H, \quad \text{for} \quad A_{sw} \ll A \ll O(1), \quad (A.12)$$

where $A_{sw} \sim (0.0047D\tau_{dh} \coth^2 \theta_0)^{1/6} A_{le} \varepsilon^{1/6}$.

Therefore, as $A$ is increased towards the pulse-splitting regime where $A = O(1)$, a traveling wave instability will occur before the Hopf bifurcation value associated with the spike profile. Such an idea was given in [29] for a one-spike solution on the infinite line, but where a monotonic drift instability was found. A key difference here is that for the finite domain, the traveling wave instability is oscillatory in nature and arises from a Hopf bifurcation (see §5 of [21]). Finally, if we set $A = O(\varepsilon^{-1/2})$, or equivalently $A = O(1)$, in (A.11), (A.9), and (A.6), and then use $s = O(\varepsilon^{-1})$, we get the following scalings for drift and large eigenvalue instabilities in the pulse-splitting regime where $A = O(1)$:

$$\tau_{TW} = O(\varepsilon^{-1}), \quad \lambda = O(\varepsilon); \quad \tau_H = O(\varepsilon^{-2}), \quad \lambda = O(1). \quad (A.13)$$
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