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Abstract. Localized spot patterns, where one or more solution components concentrates at certain points in the domain, are a common class of localized pattern for reaction-diffusion systems, and they arise in a wide range of modeling scenarios. Although there is a rather well-developed theoretical understanding for this class of localized pattern in one and two space dimensions, a theoretical study of such patterns in a 3-D setting is, largely, a new frontier. In an arbitrary bounded 3-D domain, the existence, linear stability, and slow dynamics of localized multi-spot patterns is analyzed for the well-known singularly perturbed Gierer-Meinhardt (GM) activator-inhibitor system in the limit of a small activator diffusivity. Our main focus is to classify the different types of multi-spot patterns, and predict their linear stability properties, for different asymptotic ranges of the inhibitor diffusivity $D$. For the range $D = O(\varepsilon^{-1}) \gg 1$, although both symmetric and asymmetric quasi-equilibrium spot patterns can be constructed, the asymmetric patterns are shown to be always unstable. On this range of $D$, it is shown that symmetric spot patterns can undergo either competition instabilities or a Hopf bifurcation, leading to spot annihilation or temporal spot amplitude oscillations, respectively. For $D = O(1)$, only symmetric spot quasi-equilibria exist and they are linearly stable on $O(1)$ time intervals. On this range, it is shown that the spot locations evolve slowly on an $O(\varepsilon^{-1})$ time scale towards their equilibrium locations according to an ODE gradient flow, which is determined by a discrete energy involving the reduced-wave Green’s function. The central role of the far-field behavior of a certain core problem, which characterizes the profile of a localized spot, for the construction of quasi-equilibria in the $D = O(1)$ and $D = O(\varepsilon^{-1})$ regimes, and in establishing some of their linear stability properties, is emphasized. Finally, for the range $D = O(\varepsilon^2)$, it is shown that spot quasi-equilibria can undergo a peanut-splitting instability, which leads to a cascade of spot self-replication events. Predictions of the linear stability theory are all illustrated with full PDE numerical simulations of the GM model.

1. Introduction. We analyze the existence, linear stability, and slow dynamics of localized $N$-spot patterns for the singularly perturbed dimensionless Gierer-Meinhardt (GM) reaction-diffusion (RD) model (cf. [7])

\[ v_t = \varepsilon^2 \Delta v - v + \frac{v^2}{u}, \quad \tau u_t = D \Delta u - u + \varepsilon^{-2} v^2, \quad x \in \Omega; \quad \partial_n v = \partial_n u = 0, \quad x \in \partial \Omega, \]

where $\Omega \subset \mathbb{R}^3$ is a bounded domain, $\varepsilon \ll 1$, and $v$ and $u$ denote the activator and inhibitor fields, respectively. While the shadow limit in which $D \to \infty$ has been extensively studied (cf. [20], [22], [19]), there have relatively few studies of localized RD patterns in 3-D with a finite inhibitor diffusivity $D$ (see [2], [5], [10], [16] and some references therein). For 3-D spot patterns, the existence, stability, and slow-dynamics of multi-spot quasi-equilibria solutions for the singularly perturbed Schnakenberg RD model was analyzed using asymptotic methods in [16]. Although our current study is heavily influenced by [16], our results for the GM model offer some new insights into the structure of localized spot solutions for RD systems in three-dimensions. In particular, one of our key findings is the existence of two regimes, the $D = O(1)$ and $D = O(\varepsilon^{-1})$ regimes, for which localized patterns can be constructed in the GM-model, in contrast to the single $D = O(\varepsilon^{-1})$ regime where such patterns occur for the Schnakenberg model. Furthermore, our analysis traces this distinction back to the specific far-field behaviour of the appropriate core problem,
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characterizing the local behavior of a spot, for the GM-model. By numerically solving the core problem, we formulate a conjecture regarding the far-field limiting behavior of the solution to the core problem. With the numerically established properties of the core problem, strong localized perturbation theory (cf. [17]) is used to construct $N$-spot quasi-equilibrium solutions to (1.1), to study their linear stability, and to determine their slow-dynamics. We now give a more detailed outline of this paper.

In the limit $\varepsilon \to 0$, in §2 we construct $N$-spot quasi-equilibrium solutions to (1.1). To do so, we first formulate an appropriate core problem for a localized spot, from which we numerically compute certain key properties of its far field behavior. Using the method of matched asymptotic expansions, we then establish two distinguished regimes for the inhibitor diffusivity $D$, the $D = \mathcal{O}(1)$ and $D = \mathcal{O}(\varepsilon^{-1})$ regimes, for which $N$-spot quasi-equilibria exist. By formulating and analyzing a nonlinear algebraic system, we then demonstrate that only symmetric patterns can be constructed in the $D = \mathcal{O}(1)$ regime, whereas both symmetric and asymmetric patterns can be constructed in the $D = \mathcal{O}(\varepsilon^{-1})$ regime.

In §3 we study the linear stability on an $\mathcal{O}(1)$ time scale of the $N$-spot quasi-equilibria constructed in §2. More specifically, we use the method of matched asymptotic expansions to reduce a linearized eigenvalue problem to a single globally coupled eigenvalue problem. We determine that the symmetric quasi-equilibrium patterns analyzed in §2 are always linearly stable in the $D = \mathcal{O}(1)$ regime but that they may undergo both Hopf and competition instabilities in the $D = \mathcal{O}(\varepsilon^{-1})$ regime. Furthermore, we demonstrate that the asymmetric patterns studied in §2 for the $D = \mathcal{O}(\varepsilon^{-1})$ regime are always unstable. Our stability predictions are then illustrated in §5 where the finite element software FlexPDE6 [6] is used to perform full numerical simulations of (1.1) for select parameter values.

In §6 we consider the weak interaction limit, defined by $D = \mathcal{O}(\varepsilon^2)$, where localized spots interact weakly through exponentially small terms. In this regime, (1.1) can be reduced to a modified core problem from which we numerically calculate quasi-equilibria and determine their linear stability properties. Unlike in the $D = \mathcal{O}(1)$ and $D = \mathcal{O}(\varepsilon^{-1})$ regimes, we establish that spot solutions in the $D = \mathcal{O}(\varepsilon^2)$ regime can undergo peanut-splitting instabilities. By performing full numerical simulations using FlexPDE6 [6], we demonstrate that these instabilities lead to a cascade of spot self-replication events in 3-D. Although spike self-replication for the 1-D GM model has been studied previously in the weak interaction regime $D = \mathcal{O}(\varepsilon^2)$ (cf. [4], [8], [11]), spot self-replication for the 3-D GM model has not previously been reported.

In §7 we briefly consider the generalized GM system characterized by different exponent sets for the nonlinear kinetics. We numerically verify that the far-field behavior associated with the new core problem for the generalized GM system has the same qualitative properties as for the classical GM model (1.1). This directly implies that many of the qualitative results derived for (1.1) in §2–4 still hold in this more general setting. Finally, in §8 we summarize our findings and highlight some key open problems for future research.

2. Asymptotic Construction of an $N$-Spot Quasi-Equilibrium Solution. In this section we asymptotically construct an $N$-spot quasi-equilibrium solution where the activator is concentrated at $N$ specified points that are well-separated in the sense that $x_1, \ldots, x_N \in \Omega$, $|x_i - x_j| = \mathcal{O}(1)$ for $i \neq j$, and $\text{dist}(x_i, \partial \Omega) = \mathcal{O}(1)$ for $i = 1, \ldots, N$. In particular, we first outline the relevant core problem and describe some of its properties using asymptotic and numerical calculations. Then, the method of matched asymptotic expansions is used to derive a nonlinear algebraic system whose solution determines the quasi-equilibrium pattern. A key feature of this nonlinear system, in contrast to that derived in [16] for the 3-D Schnakenberg model, is that it supports different solutions depending on whether $D = \mathcal{O}(1)$ or $D = \mathcal{O}(\varepsilon^{-1})$. More specifically, we will show that the $D = \mathcal{O}(1)$ regime admits only spot quasi-equilibria that are symmetric to leading order, whereas the $D = \mathcal{O}(\varepsilon^{-1})$ regime admits both symmetric and asym-
metric $N$-spot quasi-equilibria.

### 2.1. The Core Problem.

A key step in the application of the method of matched asymptotic expansions to construct localized spot patterns is the study of the core problem

\begin{align}
\Delta \rho V - V + U^{-1}V^2 &= 0, & \Delta \mu U &= -V^2, & \rho > 0, \\
\partial \rho V(0) &= \partial \rho U(0) = 0; & V &\to 0 \quad \text{and} \quad U \sim \mu(S) + S/\rho, & \rho \to \infty,
\end{align}

where $\Delta \rho \equiv \rho^{-2}\partial \rho [\rho^2 \partial \rho]$. For a given value of $S > 0$, (2.1) is to be solved for $V = V(\rho; S)$, $U = U(\rho; S)$, and $\mu = \mu(S)$. Specifying the value of $S > 0$ is equivalent to specifying the $L^2(\mathbb{R}^3)$ norm of $V$, as can be verified by applying the divergence theorem to the second equation in (2.1a) over an infinitely large ball, which yields the identity $S = \int_0^\infty \rho^2 [V(\rho)]^2 \, d\rho$.

When $S \ll 1$ we deduce from this identity that $V = O(\sqrt{S})$. By applying the divergence theorem to the first equation in (2.1a) we get $U = O(\sqrt{S})$, while from (2.1b) we conclude that $\mu = O(\sqrt{S})$. It is then straightforward to compute the leading order asymptotics

\begin{equation}
V(\rho; S) \sim \sqrt{\frac{S}{b}} w_c(\rho), \quad U(\rho; S) \sim \sqrt{\frac{S}{b}}, \quad \mu(S) \sim \sqrt{\frac{S}{b}}, \quad \text{for} \quad S \ll 1,
\end{equation}

where $b \equiv \int_0^\infty \rho^2 [w_c(\rho)]^2 \, d\rho \approx 10.423$ and $w_c > 0$ is the unique nontrivial solution to

\begin{equation}
\Delta \rho w_c - w_c + w_c^3 = 0, \quad \rho > 0; \quad \partial \rho w_c(0) = 0, \quad w_c \to 0 \quad \text{as} \quad \rho \to \infty.
\end{equation}

We remark that (2.3) has been well studied, with existence being proved using a constrained variational method, while its symmetry and decay properties are established by a maximum principle (see for example Appendix 13.2 of [22]). The limit case $S \ll 1$ is related to the shadow limit obtained by taking $D \to \infty$, for which numerous rigorous and asymptotic results have previously been obtained (cf. [20], [22], [19]).

Although the existence of solutions to (2.1) have not been rigorously established, we can use the small $S$ asymptotics given in (2.2) as an initial guess to numerically path-follow solutions to (2.1) as $S$ is increased. The results of our numerical computations are shown in Figure 1 where we have plotted $\mu(S)$, $V(\rho; S)$, $U(\rho; S)$, and other functions.

![Figure 1: Plots of numerical solutions of the core problem (2.1): (a) $\mu(S)$ versus $S$, as well as the (b) activator $V$ and (c) inhibitor $U$, at a few select values of $S$. The value $S = S_0 \approx 0.23865$ corresponds to the root of $\mu(S) = 0$.](image)
and $U(\rho; S)$ for select values of $S > 0$. A key feature of the plot of $\mu(S)$ is that it has a zero crossing at $S = 0$ and $S = S_* \approx 0.23865$, while it attains a unique maximum on the interval $0 \leq S \leq S_*$ at $S = S_{\text{crit}} \approx 0.04993$. Moreover, our numerical calculations indicate that $\mu''(S) < 0$ on $0 < S \leq S_*$. The majority of our subsequent analysis hinges on these numerically determined properties of $\mu(S)$. We leave the task of rigorously proving the existence of solutions to (2.1) and establishing the numerically verified properties of $\mu(S)$ as an open problem, which we summarize in the following conjecture:

**Conjecture 2.1.** There exists a unique value of $S_* > 0$ such that (2.1) admits a ground state solution with the properties that $V, U > 0$ in $\rho > 0$ and for which $\mu(S_*) = 0$. Moreover, $\mu(S)$ satisfies $\mu(S) > 0$ and $\mu''(S) < 0$ for all $0 < S < S_*$.}

**2.2. Derivation of the Nonlinear Algebraic System (NAS).** We now proceed with the method of matched asymptotic expansions to construct quasi-equilibria for (1.1). First we seek an inner solution by introducing local coordinates $y = \varepsilon^{-1}(x - x_i)$ near the $i^{th}$ spot and letting $v \sim D V_i(y)$ and $u \sim D U_i(y)$ so that the local steady-state problem for (1.1) becomes

\[
\Delta_y V_i - V_i + U_i^{-1} V_i^2 = 0, \quad \Delta_y U_i - \varepsilon^2 D^{-1} U_i + V_i^2 = 0, \quad y \in \mathbb{R}^3.
\]

In terms of the solution to the core problem (2.1) we determine that

\[
V_i \sim V(\rho, S_{ie}) + \mathcal{O}(D^{-1}\varepsilon^2), \quad U_i \sim U(\rho, S_{ie}) + \mathcal{O}(D^{-1}\varepsilon^2), \quad \rho \equiv |y| = \varepsilon^{-1}|x - x_i|,
\]

where $S_{ie}$ is an unknown constant that depends weakly on $\varepsilon$. We remark that the derivation of the next order term requires that $x_1, \ldots, x_N$ be allowed to vary on a slow time scale. This higher order analysis is done in §4 where we derive a system of ODE's for the spot locations.

To determine $S_{1\varepsilon}, \ldots, S_{N\varepsilon}$ we now derive a nonlinear algebraic system (NAS) by matching inner and outer solutions for the inhibitor field. As a first step, we calculate in the sense of distributions that

\[
\varepsilon^{-3}v^2 \to 4\pi D^2 \sum_{j=1}^N S_{je} \delta(x - x_j) + \mathcal{O}(\varepsilon^2) \text{ as } \varepsilon \to 0^+.
\]

Therefore, in the outer region the inhibitor satisfies

\[
\Delta u - D^{-1} u = -4\pi D \sum_{j=1}^N S_{je} \delta(x - x_j) + \mathcal{O}(\varepsilon^3), \quad x \in \Omega; \quad \partial_n u = 0, \quad x \in \partial \Omega.
\]

To solve (2.6), we let $G(x; \xi)$ denote the reduced-wave Green’s function satisfying

\[
\Delta G - D^{-1} G = -\delta(x - \xi), \quad x \in \Omega; \quad \partial_n G = 0, \quad x \in \partial \Omega,
\]

\[
G(x; \xi) \sim \frac{1}{4\pi|x - \xi|} + R(\xi) + \nabla_x R(x; \xi) \cdot (x - \xi), \quad \text{as } x \to \xi,
\]

where $R(\xi)$ is the regular part of $G$. The solution to (2.6) can be written as

\[
u \sim 4\pi \varepsilon D \sum_{j=1}^N S_{je} G(x; x_j) + \mathcal{O}(\varepsilon^3).
\]

Before we begin matching inner and outer expansions to determine $S_{1\varepsilon}, \ldots, S_{N\varepsilon}$ we first motivate two distinguished limits for the relative size of $D$ with respect to $\varepsilon$. To do so, we note that when $D \gg 1$ the Green’s function satisfying (2.7) has the regular asymptotic expansion

\[
G(x, \xi) \sim D|\Omega|^{-1} + G_0(x, \xi) + \mathcal{O}(D^{-1}),
\]
where \( G_0(x, \xi) \) is the Neumann Green’s function satisfying

\[
\Delta G_0 = \frac{1}{|\Omega|} - \delta(x - \xi), \quad x \in \Omega; \quad \partial_n G_0 = 0, \quad x \in \partial \Omega; \quad \int_\Omega G_0 \, dx = 0,
\]

and \( R_0(\xi) \) is the regular part of \( G_0 \). In summary, for the two ranges of \( D \) we have

\[
G(x, \xi) \sim \frac{1}{4\pi|x - \xi|} + \frac{R(\xi) + o(1)}{D|\Omega|^{-1}} + R_0(\xi) + o(1), \quad D \gg 1,
\]

where \( R(\xi) \) is the regular part of \( G(x, \xi) \). By matching the \( \rho \to \infty \) behaviour of \( U_0(\rho) \) given by (2.5) with the behaviour of \( u \) given by (2.8) as \( |x - x_i| \to 0 \), we obtain in the two regimes of \( D \) that

\[
\mu(S) = \frac{4\pi \varepsilon}{N} \sum_{i \neq j} S_{ij} G(x_i, x_j), \quad D = O(1),
\]

(2.12)

\[
\mathcal{E}_N = \frac{1}{N} \varepsilon e e^T, \quad (\mathcal{G})_{ij} = \begin{cases} R(x_i), & i = j, \\ G(x_i, x_j), & i \neq j \end{cases}, \quad (\mathcal{G}_0)_{ij} = \begin{cases} R_0(x_i), & i = j, \\ G_0(x_i, x_j), & i \neq j \end{cases},
\]

(2.13)

we obtain from (2.12) that the unknowns \( S_{1\varepsilon}, \ldots, S_{N\varepsilon} \) must satisfy the NAS

\[
\mu(S_\varepsilon) = 4\pi \varepsilon \mathcal{E}_N, \quad \text{for } D = O(1),
\]

(2.14a)

\[
\mu(S_\varepsilon) = \kappa \mathcal{E}_N S_\varepsilon + 4\pi \varepsilon \mathcal{G}_0 S_\varepsilon, \quad \text{for } D = \varepsilon^{-1} D_0, \quad \text{where } \kappa = \frac{4\pi N D_0}{|\Omega|}.
\]

(2.14b)

2.3. Symmetric and Asymmetric \( N \)-Spot Quasi-Equilibrium. We now determine solutions to the NAS (2.14) in both the \( D = O(1) \) and the \( D = O(\varepsilon^{-1}) \) regimes. In particular, we show that it is possible to construct symmetric \( N \)-spot solutions to (1.1) by finding a solution to the NAS (2.14) with \( S_\varepsilon = S_{\varepsilon e} e \) in both the \( D = O(1) \) and \( D = O(\varepsilon^{-1}) \) regimes. Moreover, when \( D = O(\varepsilon^{-1}) \) we will show that it is possible to construct asymmetric quasi-equilibria to (1.1) characterized by spots each having one of two strengths.

When \( D = O(1) \) the NAS (2.14a) implies that to leading order \( \mu(S_\varepsilon) = 0 \) for all \( i = 1, \ldots, N \). From the properties of \( \mu(S) \) outlined in §2.1 and in particular the plot of \( \mu(S) \) in Figure 1a, we deduce that \( S_{\varepsilon i} \sim S_\ast \) for all \( i = 1, \ldots, N \). Thus, to leading order, \( N \)-spot quasi-equilibria in the \( D = O(1) \) regime have spots with a common height, which we refer to as a symmetric pattern. By calculating the next order term using (2.14a) we readily obtain the two term result

\[
S_\varepsilon \sim S_\ast e + \frac{4\pi \varepsilon \mu(S_\ast)}{\mu'(S_\ast)} \mathcal{G} e.
\]

(2.15)

We conclude that the configuration \( x_1, \ldots, x_N \) of spots only affects the spot strengths at \( O(\varepsilon) \) through the Green’s matrix \( \mathcal{G} \). Note that if \( e \) is an eigenvector of \( \mathcal{G} \) with eigenvalue \( g_0 \) then the solution to (2.14a) is \( S_\varepsilon = S_{\varepsilon e} e \) where \( S_{\varepsilon e} \) satisfies the scalar equation \( \mu(S_{\varepsilon e}) = 4\pi \varepsilon g_0 S_{\varepsilon e} \).
Next, we consider solutions to the NAS (2.14b) in the $D = \varepsilon^{-1} D_0$ regime. Seeking a solution $S_\varepsilon \sim S_0 + \varepsilon S_1 + \cdots$ we obtain the leading order problem

\begin{equation}
\mu(S_0) = \kappa \mathcal{E}_N S_0.
\end{equation}

Note that the concavity of $\mu(S)$ (see Figure 1a) implies the existence of two values $0 < S_l < S_r < S_*$ such that $\mu(S_l) = \mu(S_r)$. Thus, in addition to the symmetric solutions already encountered in the $D = \mathcal{O}(1)$ regime, we also have the possibility of asymmetric solutions, where the spots can have two different heights.

We first consider symmetric solutions, where to leading order $S_0 = S_\varepsilon e$ in which $S_\varepsilon$ satisfies

\begin{equation}
\mu(S_\varepsilon) = \kappa S_\varepsilon.
\end{equation}

The plot of $\mu(S)$ in Figure 1a, together with the $S \ll 1$ asymptotics given in (2.2), imply that a solution to (2.17) can be found in the interval $0 < S_c \leq S_*$ for all $\kappa > 0$. In Figure 3a we illustrate graphically that the common spot strength $S_c$ is obtained by the intersection of $\mu(S)$ with the line $\kappa S$. We refer to Figure 4 for plots of the symmetric solution strengths as a function of $\kappa$. In addition, we readily calculate that

\begin{equation}
S_c \sim S_* \left(1 + \frac{\kappa}{\mu'(S_*)}\right) + \mathcal{O}(\kappa^2), \quad \text{for } \kappa \ll 1; \quad S_c \sim \frac{1}{\kappa^2} + \mathcal{O}(\kappa^{-3}), \quad \text{for } \kappa \gg 1,
\end{equation}

which provide a connection between the $D = \mathcal{O}(1)$ and $D \to \infty$ (shadow limit) regimes, respectively. From (2.14b), the next order correction $S_1$ satisfies $\mu'(S_c) S_1 = \kappa \mathcal{E}_N S_1 = 4\pi S_\varepsilon g_{00} e$. Upon left-multiplying this expression by $e^T$ we can determine $e^T S_1$. Then, by recalling the definition of $\mathcal{E}_N \equiv N^{-1} e e^T$ we can calculate $S_1$. Summarizing, a two term asymptotic expansion for the symmetric solution to (2.14b) is

\begin{equation}
S_\varepsilon \sim S_\varepsilon e + \frac{4\pi \varepsilon}{\mu'(S_c)} \left(S_c \mathcal{I}_N + \frac{\mu(S_c)}{\mu'(S_c) - \kappa} \mathcal{E}_N\right) g_{00} e,
\end{equation}

provided that $\mu'(S_\varepsilon) \neq 0$ (i.e. $S_c \neq S_{\text{crit}}$). Note that $\mu'(S_c) - \kappa = 0$ is impossible by the following simple argument. First, for this equality to hold we require that $0 < S < S_{\text{crit}}$ since otherwise $\mu'(S_c) < 0$. Moreover, we can solve (2.17) for $\kappa$ to get $\mu'(S_c) - \kappa = S_c^{-1} g(S_c)$ where $g(S) \equiv S \mu'(S) - \mu(S)$. However, we calculate $g'(S) = S \mu''(S) < 0$ and moreover, using the small $S$ asymptotics found in (2.2) we determine that $g(S) \sim -\sqrt{S/(4b)} < 0$ as $S \to 0^+$. Therefore, $g(S_c) < 0$ for all $0 < S_c < S_{\text{crit}}$ so that $\mu'(S_c) < \kappa$ holds. Finally, as for the $D = \mathcal{O}(1)$ case, if $G_{00} e = g_{00} e$ then the common source values extends to higher order and we have $S_\varepsilon = S_{\text{ce}} e$ where $S_{\text{ce}}$ is the unique solution to the scalar problem

\begin{equation}
\mu(S_{\text{ce}}) = (\kappa + 4\pi \varepsilon g_{00}) S_{\text{ce}}.
\end{equation}

Next, we construct $asymmetric$ N-spot configurations. The plot of $\mu(S)$ indicates that for any value of $S_r \in (S_{\text{crit}}, S_*)$ there exists a unique value $S_l = S_l(S_r) \in [0, S_{\text{crit}})$ satisfying $\mu(S_l) = \mu(S_r)$. A plot of $S_l(S_r)$ is shown in Figure 2a. Clearly $S_l(S_{\text{crit}}) = S_{\text{crit}}$ and $S_l(S_r) = 0$. We suppose that to leading order the N-spot configuration has $n$ large spots of strength $S_r$ and $N - n$ small spots of strengths $S_l$. More specifically, we seek a solution of the form

\begin{equation}
S_\varepsilon \sim (S_r, \ldots, S_r, S_l(S_r), \ldots, S_l(S_r))^T,
\end{equation}

so that (2.16) reduces to the single scalar nonlinear equation

\begin{equation}
\mu(S_r) = \kappa f(S_r; n/N), \quad \text{on } S_{\text{crit}} < S_r < S_*, \quad \text{where } f(S; \theta) = \theta S + (1 - \theta) S_l(S).
\end{equation}
Since $\mu(S_{\text{crit}}) - \kappa f(S_{\text{crit}}; n/N) = \mu(S_*) - \kappa f(S_*; n/N) = -\kappa nS_*/N < 0$, we obtain by the intermediate value theorem that there exists at least one solution to (2.22) for any $0 < n < N$ when

$$0 < \kappa < \kappa_{c1} \equiv \mu(S_{\text{crit}})/S_{\text{crit}} \approx 0.64619.$$

Next, we calculate

$$f'(S; \theta) = (1 - \theta) \left( \frac{\theta}{1 - \theta} + S'_r(S) \right),$$

where $S'_r(S)$ is computed numerically (see Figure 2b). We observe that $-1 \leq S'_r(S_*) \leq 0$ with $S'_r(S_{\text{crit}}) = -1$ and $S'_r(S_*) = 0$. In particular, $f(S; n/N)$ is monotone increasing if $\theta/(1 - \theta) = n/(N - n) > 1$, while it attains a local minimum in $(S_{\text{crit}}, S_*)$ if $n/(N - n) < 1$. A plot of $f(S; \theta)$ is shown in Figure 2c. In either case, we deduce that the solution to (2.22) when $0 < \kappa < \kappa_{c1}$ is unique (see Figure 3a). On the other hand, when $n/(N - n) < 1$ we anticipate an additional range of values $\kappa_{c1} < \kappa < \kappa_{c2}$ for which (2.22) has two distinct solutions $S_{\text{crit}} < S_r < S_*$. Indeed, this threshold can be found by demanding that $\mu(S)$ and $\kappa f(S; n/N)$ intersect tangentially. In this way, we find that the threshold $\kappa_{c2}$ can be written as

$$(2.23a) \quad \kappa_{c2} = \kappa_{c2}(n/N) \equiv \frac{\mu(S^*_r)}{f(S^*_r; n/N)},$$

where $S^*_r$ is the unique solution to

$$(2.23b) \quad f(S^*_r; n/N)\mu'(S^*_r) = f'(S^*_r; n/N)\mu(S^*_r).$$

In Figure 3c we plot $\kappa_{c2} - \kappa_{c1}$ as a functions of $n/N$ where we observe that $\kappa_{c2} > \kappa_{c1}$ with $\kappa_{c2} - \kappa_{c1} \to 0^+$ and $\kappa_{c2} - \kappa_{c1} \to \infty$ as $n/N \to 0^-$ and $n/N \to 0^+$ respectively. Furthermore, in Figure 3b we graphically illustrate how multiple solutions to (2.22) arise as $\theta = n/N$ and $\kappa$ are varied. We remark that the condition $n/(N - n) < 1$ implies that $n < N/2$, so that there are more small than large spots. The appearance of two distinct asymmetric patterns in this regime has a direct analogy to results obtained for the 1-D and 2-D GM model in [18] and [21], respectively. The resulting bifurcation diagrams are shown in Figure 4 for $n/N = 0.2, 0.4, 0.6$. We summarize our results for quasi-equilibria in the following proposition.
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Figure 3: (a) Illustration of solutions to (2.17) as the intersection between $\mu(S)$ and $\kappa S$. There is a unique solution if $\kappa < \kappa_{c1} \equiv \mu(S_{\text{crit}})/S_{\text{crit}}$. (b) Illustration of solutions to (2.22) as the intersection between $\mu(S)$ and $\kappa f(S, \theta)$ where $\theta = n/N$ denotes the fraction of large spots in an asymmetric pattern. Note that when $\theta = 0.2 < 0.5$ and $\kappa > \kappa_{c1} \approx 0.64619$ there exist two solutions. (c) Plot of $\kappa_{c2} - \kappa_{c1}$ versus $n/N$. Observe that $\kappa_{c2} - \kappa_{c1}$ increases as the fraction of large spots decreases.

Proposition 2.1. (Quasi-Equilibria): Let $\varepsilon \to 0$ and $x_1, \ldots, x_N \in \Omega$ be well-separated. Then, the 3-D GM model (1.1) admits an $N$-spot quasi-equilibrium solution with inner asymptotics

$$v \sim DV_i(\varepsilon^{-1}|x - x_i|), \quad u \sim DU_i(\varepsilon^{-1}|x - x_i|),$$

as $x \to x_i$ for each $i = 1, \ldots, N$ where $V_i$ and $U_i$ are given by (2.5). When $|x - x_i| = O(1)$, the activator is exponentially small while the inhibitor is given by (2.8). The spot strengths $S_{c_i}$ for $i = 1, \ldots, N$ completely determine the asymptotic solution and there are two distinguished limits. When $D = O(1)$ the spot strengths satisfy the NAS (2.14a), which has the leading order asymptotics (2.15). In particular, $S_{c_i} \sim S_*$ so all $N$-spot patterns are symmetric to leading order. When $D = \varepsilon^{-1}D_0$ the spot strengths satisfy the NAS (2.14b). A symmetric solution with asymptotics (2.19) where $S_c$ satisfies (2.17) always exists. Moreover, if

$$0 < \frac{4\pi ND_0}{|\Omega|} < \kappa_{c1} \approx 0.64619,$$

then an asymmetric pattern with $n$ large spots of strength $S_r \in (S_{\text{crit}}, S_*)$ and $N - n$ small spots of strength $S_l \in (0, S_{\text{crit}})$ can be found by solving (2.22) for $S_r$ and calculating $S_l$ from $\mu(S_l) = \mu(S_r)$. If, in addition we have $n/(N - n) < 1$, then (2.22) admits two solutions on the range

$$0.64619 \approx \kappa_{c1} < \frac{4\pi ND_0}{|\Omega|} < \kappa_{c2}(n/N),$$

where $\kappa_{c2}(n/N)$ is found by solving the system (2.23).

As we have already remarked, in the $D = D_0/\varepsilon$ regime, if $D_0 \ll 1$ then the symmetric $N$-spot solution (2.19) coincides with the symmetric solution for the $D = O(1)$ regime given by (2.15). The asymmetric solutions predicted for the $D = D_0/\varepsilon$ regime persist as $D_0$ decreases and it is, therefore, natural to ask what these solutions correspond to in the $D = O(1)$ regime. From the small $S$ asymptotics (2.2) we note
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that the NAS (2.14a) does admit an asymmetric solution, albeit one in which the source strengths of the small spots are of $O(\varepsilon^2)$. Specifically, for a given integer $n$ in $1 < n \leq N$ we can construct a solution where

\begin{equation}
S_\varepsilon \sim (S_s, \ldots, S_s, \varepsilon^2 S_{n+1}, \ldots, \varepsilon^2 S_{N,0})^T.
\end{equation}

By using the small $S$ asymptotic expansion for $\mu(S)$ given in (2.2), we obtain from (2.14a) that

\begin{equation}
S_{i,0} = b \left( 4\pi S_s \sum_{j=1}^{n} G(x_i, x_j) \right)^2, \quad i = n + 1, \ldots, N.
\end{equation}

We observe that in order to support $N - n$ spots of strength $O(\varepsilon^2)$, we require at least one spot of strength $O(1)$. Setting $D = D_0/\varepsilon$, we use the large $D$ asymptotics for $G(x, \xi)$ in (2.9) to reduce (2.26) to

\begin{equation}
S_{i,0} \sim b\varepsilon^{-2} \left( \frac{4\pi D_0 n S_s}{|\Omega|} \right)^2, \quad i = n + 1, \ldots, N.
\end{equation}

Alternatively, by taking $\kappa \ll 1$ in the NAS (2.14b) for the $D = D_0/\varepsilon$ regime, we conclude that $S_r \sim S_s$ and $S_l \sim b(\kappa n S_s/N)^2$. Since $\kappa n / N = 4\pi D_0 n / |\Omega|$, as obtained from (2.14b), we confirm that the asymmetric patterns in the $D = D_0/\varepsilon$ regime lead to an asymmetric pattern consisting of spots of strength $O(1)$ and $O(\varepsilon^2)$ in the $D = O(1)$ regime.

3. Linear Stability. Let $(v_{qe}, u_{qe})$ be an $N$-spot quasi-equilibrium solution as constructed in §2. We will analyze instabilities for quasi-equilibria that occur on $O(1)$ time-scales. To do so, we substitute

\begin{equation}
v = v_{qe} + \varepsilon^\lambda \phi, \quad u = u_{qe} + \varepsilon^\lambda \psi,
\end{equation}

into (1.1) and, upon linearizing, we obtain the eigenvalue problem

\begin{equation}
\varepsilon^2 \Delta \phi - \phi + \frac{2v_{qe}}{u_{qe}} \phi - \frac{v_{qe}^2}{u_{qe}^2} \psi = \lambda \phi, \quad D \Delta \psi - \psi + 2\varepsilon^{-2} v_{qe} \phi = \tau \lambda \psi,
\end{equation}
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where $\partial_n \phi = \partial_n \psi = 0$ on $\partial \Omega$. In the inner region near the $j^{th}$ spot, we introduce a local expansion in terms of the associated Legendre polynomials $P_l^m(\cos \theta)$ of degree $l = 0, 2, 3, \ldots$, and order $m = 0, 1, \ldots, l$

(3.3) \[ \phi \sim c_j D l^m(\cos \theta) e^{in\varphi} \Phi_j(\rho), \quad \psi \sim c_j D l^m(\cos \theta) e^{im\varphi} \Psi_j(\rho), \]

where $\rho = \varepsilon^{-1}|x - x_j|$, and $(\theta, \varphi) \in (0, \pi) \times [0, 2\pi)$. Suppressing subscripts for the moment, and assuming that $\varepsilon^2 \tau \lambda / D \ll 1$, we obtain the leading order inner problem

(3.4a) \[ \Delta \Phi - \frac{l(l+1)}{\rho^2} \Phi - \Phi + \frac{2V}{U} \Phi - \frac{V^2}{U^2} \Psi = \lambda \Phi, \quad \Delta \rho \Psi - \frac{l(l+1)}{\rho^2} \Psi + 2V \Phi = 0, \quad \rho > 0, \]

with the boundary conditions $\Phi'(0) = \Psi'(0) = 0$, and $\Phi \to 0$ as $\rho \to \infty$. Here $(V, U)$ satisfy the core problem (2.1). The behaviour of $\Psi$ as $\rho \to \infty$ depends on the parameter $l$. More specifically, we have that

(3.4b) \[ \Psi \sim \begin{cases} B(\lambda, S) + \rho^{-1}, & \text{for } l = 0, \\ \rho^{-(1/2 + \gamma_l)}, & \text{for } l > 0, \end{cases} \quad \text{as } \rho \to \infty, \]

where $\gamma_l \equiv \sqrt{\frac{1}{4} + l(l+1)}$ and $B(\lambda, S)$ is a constant. Here we have normalized $\Psi$ by fixing to unity the multiplicative factor in the decay rate in (3.4b). Next, we introduce the Green’s function $G_l(\rho, \tilde{\rho})$ solving

(3.5) \[ \Delta \rho G_l - \frac{l(l+1)}{\rho^2} G_l = -\rho^{-2} \delta(\rho - \tilde{\rho}), \quad \text{given by } \quad G_l(\rho, \tilde{\rho}) = \frac{1}{2\gamma_l \sqrt{\rho \tilde{\rho}}} \left\{ \begin{array}{ll} (\rho / \tilde{\rho})^{\gamma_l}, & 0 < \rho < \tilde{\rho}, \\ (\tilde{\rho} / \rho)^{\gamma_l}, & \rho > \tilde{\rho}, \end{array} \right. \]

when $l > 0$. For $l = 0$ the same expression applies, but an arbitrary constant may be added. For convenience we fix this constant to be zero. In terms of this Green’s function we can solve for $\Psi$ explicitly in (3.4a) as

(3.6) \[ \Psi = 2 \int_0^\infty G_l(\rho, \tilde{\rho}) V(\tilde{\rho}) \Phi(\tilde{\rho}) \rho^2 d\tilde{\rho} + \begin{cases} B(\lambda, S), & \text{for } l = 0, \\ 0, & \text{for } l > 0. \end{cases} \]

Upon substituting this expression into (3.4a) we obtain the nonlocal spectral problems

(3.7a) \[ \mathcal{M}_0 \Phi = \lambda \Phi + B(\lambda, S) \frac{V^2}{U^2}, \quad \text{for } l = 0; \quad \mathcal{M}_l \Phi = \lambda \Phi, \quad \text{for } l > 0. \]

Here the integro-differential operator $\mathcal{M}_l$ is defined for every $l \geq 0$ by

(3.7b) \[ \mathcal{M}_l \Phi \equiv \Delta \rho \Phi - \frac{l(l+1)}{\rho^2} \Phi - \Phi + \frac{2V}{U} \Phi - \frac{2V^2}{U^2} \int_0^\infty G_l(\rho, \tilde{\rho}) V(\tilde{\rho}) \Phi(\tilde{\rho}) \rho^2 d\tilde{\rho}. \]

A key difference between the $l = 0$ and $l > 0$ linear stability problems is the appearance of an unknown constant $B(\lambda, S)$ in the $l = 0$ equation. This unknown constant is determined by matching the far-field behaviour of the inner inhibitor expansion with the outer solution. In this sense, we expect that $B(\lambda, S)$ will encapsulate global contributions from all spots, so that instabilities for the mode $l = 0$ are due to the interactions between spots. In contrast, the absence of an unknown constant for instabilities for the $l > 0$ modes indicates that these instabilities are localized, and that the weak effect of any interactions between spots occurs only through higher order terms. In this way, instabilities for modes with $l > 0$ are determined solely by the spectrum of the operator $\mathcal{M}_l$. In Figure 5a we plot the numerically-computed
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we re-introduce the subscript $j$ to label the spot. First, since $\partial_\rho \Phi_j \sim -\rho^{-2}$ as $\rho \to \infty$, as obtained from (3.4b) for $l = 0$, an application of the divergence theorem to $\Delta_\rho \Phi_j = -2V_j \Phi_j$ yields that $\int_0^\infty V_j \Phi_j \rho^2 d\rho = 1/2$. Next, by using $v_{qe} = DV_j(\rho)$ and $\phi \sim c_D \Phi_j(\rho)$ for $|x - x_j| = O(\varepsilon)$ as obtained from (2.24) and (3.3), respectively, we calculate in the sense of distributions for $\varepsilon \to 0$ that

$$
2\varepsilon^{-2} v_{qe} \phi \to 8\pi\varepsilon D^2 \sum_{j=1}^{N} c_j \left( \int_0^\infty V_j \Phi_j \rho^2 d\rho \right) \delta(x - x_j) = 4\pi\varepsilon D^2 \sum_{j=1}^{N} c_j \delta(x - x_j).
$$

Therefore, by using this distributional limit in the equation for $\psi$ in (3.2), the outer problem for $\psi$ is

$$
\Delta \psi - \frac{(1 + \tau \lambda)}{D} \psi = -4\pi\varepsilon D \sum_{j=1}^{N} c_j \delta(x - x_j), \quad x \in \Omega; \quad \partial_n \psi = 0, \quad x \in \partial\Omega.
$$

The solution to (3.11) is represented as

$$
\psi = 4\pi\varepsilon D \sum_{j=1}^{N} c_j G^\lambda(x, x_j),
$$

where $G^\lambda(x, \xi)$ is the eigenvalue-dependent Green’s function satisfying

$$
\Delta G^\lambda - \frac{(1 + \tau \lambda)}{D} G^\lambda = -\delta(x - \xi), \quad x \in \Omega; \quad \partial_n G^\lambda = 0, \quad x \in \partial\Omega,
$$

$$
G^\lambda(x, \xi) \sim \frac{1}{4\pi|x - \xi|} + R^\lambda(\xi) + o(1), \quad \text{as} \quad x \to \xi.
$$

By matching the limit as $x \to x_i$ of $\psi$ in (3.12) with the far-field behaviour $\psi \sim Dc_i B(\lambda, S_i)$ of the inner solution, as obtained from (3.9) and (3.3), we obtain the matching condition

$$
B(\lambda, S_i)c_i = 4\pi\varepsilon \left( c_i R^\lambda(x_i) + \sum_{j \neq i}^{N} c_j G^\lambda(x_i, x_j) \right).
$$

As similar to the construction of quasi-equilibria in §2, there are two distinguished limits $D = O(1)$ and $D = D_0/\varepsilon$ to consider. The stability properties are shown to be significantly different in these two regimes.

In the $D = O(1)$ regime, we recall that $S_i \sim S_*$ for $i = 1, \ldots, N$ where $\mu(S_*) = 0$. From (3.14), we conclude to leading order that $B(\lambda, S_*) = 0$, so that $\lambda$ must be an eigenvalue of $M_0$ when $S = S_*$. However, from Figure 5a we find that all eigenvalues of $M_0$ when $S = S_*$ satisfy $\text{Re}(\lambda) < 0$. As such, from our leading order calculation we conclude that $N$-spot quasi-equilibria in the $D = O(1)$ regime are all linearly stable.

For the remainder of this section we focus exclusively on the $D = D_0/\varepsilon$ regime. Assuming that $|\varepsilon| (1 + \tau \lambda)/D_0 \ll 1$ we calculate $G^\lambda(x, \xi) \sim \varepsilon^{-1} D_0/[(1 + \tau \lambda)|\Omega|] + G_0(x, \xi)$, where $G_0$ is the Neumann Green’s function satisfying (2.10). We substitute this limiting behavior into (3.14) and, after rewriting the resulting homogeneous linear system for $c \equiv (c_1, \ldots, c_N)^T$ in matrix form, we obtain

$$
Bc = \frac{\kappa}{1 + \tau \lambda} \mathcal{E}_N c + 4\pi\varepsilon G_0 c,
$$

where $B \equiv \text{diag}(B(\lambda, S_1), \ldots, B(\lambda, S_N))$, $\mathcal{E}_N \equiv N^{-1}ee^T$.

Here $G_0$ is the Neumann Green’s matrix and $\kappa \equiv 4\pi N D_0/|\Omega|$ (see (2.14b)). Next, we separate the proceeding analysis into the two cases: symmetric quasi-equilibrium patterns and asymmetric quasi-equilibria.
3.1.1. Stability of Symmetric Patterns in the $D = D_0/\varepsilon$ Regime. We suppose that the quasi-equilibrium solution is symmetric so that to leading order $S_1 = \ldots = S_N = S_c$ where $S_c$ is found by solving the nonlinear algebraic equation (2.17). Then, from (3.15), the leading order stability problem is

$$B(\lambda, S_c)\varepsilon = \frac{\kappa}{1 + \tau\lambda} \varepsilon N\varepsilon.$$

We first consider competition instabilities for $N \geq 2$ characterized by $c^\delta e = 0$ so that $\varepsilon N\varepsilon = 0$. Since $B(\lambda, S_c) = 0$ from (3.16), it follows that $\lambda$ must be an eigenvalue of $\mathcal{M}_0$, defined in (3.7b), at $S = S_c$.

From Figure 5a we deduce that the pattern is unstable for $S$ below some threshold where the dominant eigenvalue of $\mathcal{M}_0$ equals zero. In fact, this threshold is easily determined to correspond to $S_c = S_{\text{crit}}$, where $\lambda(S_{\text{crit}}) = 0$, since by differentiating the core problem (2.1) with respect to $S$ and comparing the resulting system with (3.4) when $l = 0$, we conclude that $B(0, S_c) = \lambda(S_c)$. The dotted curve in Figure 5b shows that the zero level curve $B(\lambda, S_c) = 0$ is such that $\lambda > 0$ for $S_c < S_{\text{crit}}$. As such, we conclude from (2.17) that symmetric $N$-spot quasi-equilibria are unstable to competition instabilities when $\kappa > \kappa_{\text{crit}}$. For special spot configurations $\{x_1, \ldots, x_N\}$ where $e$ is an eigenvector of $\mathcal{G}_0$ we can easily calculate a higher order correction to this instability threshold. Since $\mathcal{G}_0$ is symmetric, there are $N - 1$ mutually orthogonal eigenvectors $q_2, \ldots, q_N$ such that $\mathcal{G}_0 q_k = g_k q_k$ with $q_k^\delta e = 0$. Setting $e = q_k$ in (3.15), and using $B(0, S) \sim \varepsilon \lambda(S_{\text{crit}})\delta$ for $S = S_{\text{crit}} + \varepsilon\delta$, we can determine the perturbed stability threshold where $\lambda = 0$ associated with each eigenvector $q_k$. By taking the minimum of such values, and by recalling the refined approximation (2.20), we obtain that $N$-spot symmetric quasi-equilibria are all unstable on the range

$$S_{\text{crit}} < S_{\text{crit}} + \frac{4\pi\varepsilon}{\lambda(S_{\text{crit}}) \min_{k=2,\ldots,N}} g_k.$$

Next we consider the case $c = e$ for which we find from (3.15) that, to leading order, $\lambda$ satisfies

$$B(\lambda, S_c) - \frac{\kappa}{1 + \tau\lambda} = 0.$$

First, we note that $\lambda = 0$ is not a solution of (3.18) since, by using $B(0, S) = \lambda(S)$, this would require that $\lambda(S_c) = \kappa$, which the short argument following (2.19) demonstrates is impossible. Therefore, the $c = e$ mode does not admit a zero-eigenvalue crossing and any instability that arises must occur through a Hopf bifurcation. We will seek a leading order threshold $\tau = \tau_\lambda(\kappa)$ beyond which a Hopf bifurcation is triggered. To motivate the existence of such a threshold we consider first the $\kappa \rightarrow \infty$ limit for which the asymptotics (2.18) implies that $S_c = 1/(bn^2) \ll 1$ so that from the small $\varepsilon$ expansion (2.2) of the core solution we calculate from (3.7b) that $\mathcal{M}_0 \Phi \sim \Delta \Phi + 2w_\varepsilon \Phi + O(\kappa^{-1})$. Then, by substituting this expression, together with the small $\varepsilon$ asymptotics (2.2) where $S_c \sim 1/bn^2 \ll 1$, into (3.10) we can determine $B(\lambda, S_c)$ when $\kappa \gg 1$. Then, by using the resulting expression for $\hat{B}$ in (3.18), we obtain the following well-known nonlocal eigenvalue problem (NLEP) corresponding to the shadow limit $\kappa = 4\pi ND_0/|\Omega| \rightarrow \infty$:

$$1 + \tau\lambda - \frac{2\int_0^\infty w_\varepsilon(\Delta \rho - 1 + 2w_\varepsilon - \lambda)^{-1}w_\varepsilon^2 \rho^2 d\rho}{\int_0^\infty w_\varepsilon^2 \rho^2 d\rho} = 0.$$

From Table 1 in [19], this NLEP has a Hopf bifurcation at $\tau = \tau_\lambda \approx 0.373$ with corresponding critical eigenvalue $\lambda = i\lambda_\lambda^c$ with $\lambda_\lambda^c \approx 2.174$. To determine $\tau_\lambda(\kappa)$ for $\kappa = O(1)$, we set $\lambda = i\lambda_\lambda$ in (3.18) and separate the resulting expression into real and imaginary parts to obtain

$$\tau_\lambda = - \frac{\text{Im}(B(i\lambda_\lambda, S_c))}{\lambda_\lambda \text{Re}(B(i\lambda_\lambda, S_c))}, \quad \frac{|B(i\lambda_\lambda, S_c)|^2}{\text{Re}(B(i\lambda_\lambda, S_c))} - \kappa = 0.$$
where \( S_c \) depends on \( \kappa \) from \((2.17)\). Starting with \( \kappa = 50 \) we solve the second equation for \( \lambda_h \) using Newton’s method with \( \lambda_h = \lambda_h^\infty \) as an initial guess. We then use the first equation to calculate \( \tau_h \). Decreasing \( \kappa \) and using the previous solution as an initial guess we obtain the curves \( \tau_h(\kappa) \) and \( \lambda_h(\kappa) \) as shown in Figure 6.

We conclude this section by noting that as seen in Figures 6a and 6c the leading order Hopf bifurcation threshold diverges as \( \kappa \to \kappa_{c1}^+ \), where \( \kappa_{c1} = \mu(S_{\text{crit}})/S_{\text{crit}} \). This is a direct consequence of the assumption that \( \varepsilon |1 + \tau \lambda|/D_0 \ll 1 \) which fails to hold as \( \tau \) gets increasingly large. Indeed, by using the series expansion in \((3.12)-(3.14)\) of \([12]\) for the reduced wave Green’s function in the sphere, we can solve \((3.14)\) directly using Newton’s method for an \( N = 1 \) spot configuration centered at the origin of the unit ball. Fixing \( \varepsilon = 0.001 \), this yields the higher order asymptotic approximation for the Hopf bifurcation threshold indicated by the dashed lines in Figure 6. This shows that to higher order the bifurcation threshold is large but finite in the region \( \kappa \leq \kappa_{c1} \). Moreover, it hints at an \( \varepsilon \) dependent rescaling of \( \tau \) in the region \( \kappa \leq \kappa_{c1} \) for which a counterpart to \((3.16)\) may be derived. While we do not undertake this rescaling in this paper we remark that for 2-D spot patterns this rescaling led to the discovery in \([15]\) of an anomalous scaling law for the Hopf threshold.

### 3.1.2. Stability of Asymmetric Patterns in the \( D = D_0/\varepsilon \) Regime.

When the \( N \)-spot pattern consists of \( n \) large spots of strength \( S_1 = \ldots = S_n = S_r \) and \( N - n \) small spots of strength \( S_{n+1} = \ldots = S_N = S_l \), the leading order linear stability is characterized by the blocked matrix system

\[
(3.21) \quad \begin{pmatrix}
B(\lambda, S_r) I_n & 0 \\
0 & B(\lambda, S_l) I_{N-n}
\end{pmatrix} c = \frac{\kappa}{1 + \tau \lambda} E_N c,
\]

where \( I_m \) denotes the \( m \times m \) identity matrix. In particular, an asymmetric quasi-equilibrium solution is linearly unstable if this system admits any nontrivial modes, \( c \), for which \( \lambda \) has a positive real part. We will show that asymmetric patterns are always unstable by explicitly constructing unstable modes.
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Then, (3.21) reduces to the system of two equations
\[(3.23)\]
c_1 = \cdots = c_n = 0, \quad c_{n+1} + \cdots + c_N = 0.

Note that this mode describes competition among the \( N - n \) small spots of strength \( S_l \). For such a mode, (3.21) reduces to the single equation \( B(\lambda, S_l) = 0 \), which implies that \( \lambda \) must be an eigenvalue of \( \mathcal{M}_0 \) at \( S = S_l \). However, since \( S_l < S_{\text{crit}} \), we deduce from Figure 5a that there exists a real and positive \( \lambda \) for \( \mathcal{M}_0 \) at \( S = S_l \). As such, any mode \( e \) satisfying (3.22) is linearly unstable.

We must consider the \( n = N - 1 \) case separately since (3.22) fails to yield nontrivial modes. Instead of considering competition between the small spots, we instead consider competition between large and small spots collectively. We assume that \( n \geq N - n \), for which \( n = N - 1 \) is a special case, and we try to exhibit an unstable mode \( e \) of the form
\[(3.23)\]
c_1 = \cdots = c_n = c_r, \quad c_{n+1} + \cdots + c_N = c_l.

Then, (3.21) reduces to the system of two equations
\[(3.24)\]
\[
\left( B(\lambda, S_r) - \frac{\kappa}{1 + \tau \lambda} \frac{n}{N} \right) c_r - \frac{\kappa}{1 + \tau \lambda} \frac{n}{N} c_l = 0; \quad -\frac{\kappa}{1 + \tau \lambda} \frac{n}{N} c_r + \left( B(\lambda, S_l) - \frac{\kappa}{1 + \tau \lambda} \frac{(N - n)}{N} \right) c_l = 0,
\]
which admits a nontrivial solution if and only if the determinant of this 2 \( \times \) 2 system vanishes. Therefore, to show that this mode is unstable it suffices to prove that the zero-determinant condition, written as
\[(3.25)\]
\[
F'(\lambda) \equiv B(\lambda, S_l)B(\lambda, S_r) - \frac{\kappa}{1 + \tau \lambda} \left( \frac{n}{N} B(\lambda, S_l) + \frac{(N - n)}{N} B(\lambda, S_r) \right) = 0,
\]
has a solution \( \lambda > 0 \). To establish this, we first differentiate \( \mu(S_r) = \mu(S_l) \) with respect to \( S_l \) to obtain the identity \( \mu'(S_l)S_l'(S_r) = \mu'(S_r) \). Combining this result with \( B(0, S) = \mu'(S) \) we calculate that
\[
F'(0) = \left[ \mu'(S_l) - \frac{\kappa}{1 + \tau \lambda} \frac{(N - n)}{N} \right] \left( \frac{n}{(N - n)} + \frac{dS_l}{dS_r} \right),
\]
Using \( \mu'(S_l) > 0 \) and \( \mu'(S_r) < 0 \) together with \( S_l'(S_r) > -1 \) (see Figure 2b) and the assumption \( n/(N - n) \geq 0 \), we immediately deduce that \( F'(0) < 0 \). Next, we let \( \lambda_0 > 0 \) be the dominant eigenvalue of \( \mathcal{M}_0 \) when \( S = S_l \) (see Figure 5a) so that \( B(\lambda_0, S_l) = 0 \). Then, from (3.24) we obtain
\[
F(\lambda_0) = \left( \frac{\kappa}{1 + \tau \lambda_0} \right) \frac{(N - n)}{N} B(\lambda_0, S_r),
\]
However, since \( \mathcal{M}_0 \) at \( S = S_r > S_{\text{crit}} \) has no positive eigenvalues (see Figure 5a), we deduce that \( B(\lambda, S_r) \) is of one sign for \( \lambda > 0 \) and, furthermore, it must be negative since \( B(0, S_r) = \mu'(S_r) < 0 \) (see Figure 5b) for a plot of \( B \) showing both its continuity and negativity for all \( \lambda > 0 \) when \( S > S_{\text{crit}} \). Therefore, we have \( F(\lambda_0) > 0 \) and so, combined with (3.25), by the intermediate value theorem it follows that \( F(\lambda) = 0 \) has a positive solution. We summarize our leading order linear stability results in the following proposition:

**Proposition 3.1. (Linear Stability):** Let \( \varepsilon \ll 1 \) and assume that \( t \ll \mathcal{O}(\varepsilon^{-3}) \). When \( D = \mathcal{O}(1) \), the \( N \)-spot symmetric pattern from Proposition 2.1 is linearly stable. If \( D = \varepsilon^{-1} D_0 \) then the symmetric \( N \)-spot pattern from Proposition 2.1 is linearly stable with respect to zero-eigenvalue crossing instabilities if \( \kappa < \kappa_{c1} \equiv \mu(S_{\text{crit}})/S_{\text{crit}} \approx 0.64619 \) and is unstable otherwise. Moreover, it is stable with respect to Hopf instabilities on the range \( \kappa > \kappa_{c1} \) if \( \tau > \tau_{\text{h}}(\kappa) \) where \( \tau_{\text{h}}(\kappa) \) is plotted in Figure 6a. Finally, every asymmetric \( N \)-spot pattern in the \( D = \varepsilon^{-1} D_0 \) regime is always linearly unstable.
4. Slow Spot Dynamics. A wide variety of singularly perturbed RD systems are known to exhibit slow dynamics of multi-spot solutions in 2-D domains (cf. [9], [3], [13], [17]). In this section we derive a system of ODE’s which characterize the motion of the spot locations \(x_1, \ldots, x_N\) for the 3-D GM model on a slow time scale. Since the only \(N\)-spot patterns that may be stable on an \(O(1)\) time scale are (to leading order) symmetric we find that the ODE system reduces to a gradient flow. We remark that both the derivation and final ODE system are closely related to those in [16] for the 3-D Schnakenberg model.

The derivation of slow spot dynamics hinges on establishing a solvability condition for higher order terms in the asymptotic expansion in the inner region near each spot. As a result, we begin by collecting higher order expansions of the limiting behaviour as \(|x - x_i| \to 0\) of the Green’s functions \(G(x, x_j)\) and \(G_0(x, x_j)\) that satisfy (2.7) and (2.10), respectively. In particular, we calculate that

\[
G(x_i + \varepsilon y, x_j) \sim \begin{cases} G(x_i, x_j) + \varepsilon y \cdot \nabla_1 G(x_i, x_j), & i \neq j, \\ \frac{1}{4\pi \varepsilon} + R(x_i) + \varepsilon y \cdot \nabla_1 R(x_i; x_i), & i = j, \end{cases}, \quad \text{as } |x - x_i| \to 0,
\]

where \(\rho = |y|\) and \(\nabla_1 R(x_i; x_i) = \nabla_1 R(x; x_1)|_{x=x_1}\). Likewise, for the Neumann Green’s function, we have

\[
G_0(x_i + \varepsilon y, x_j) \sim \frac{D_0}{\varepsilon |y|} + \begin{cases} G_0(x_i, x_j) + \varepsilon y \cdot \nabla_1 G_0(x_i, x_j), & i \neq j, \\ \frac{1}{4\pi \varepsilon} + R_0(x_i) + \varepsilon y \cdot \nabla_1 R_0(x_i; x_i), & i = j, \end{cases}, \quad \text{as } |x - x_i| \to 0,
\]

where \(\nabla_1\) again denotes the gradient with respect to the first argument. We next extend the asymptotic construction of quasi-equilibrium patterns in §2 by allowing the spot locations to vary on a slow time scale. In particular, a dominant balance in the asymptotic expansion requires that \(x_i = x_i(\sigma)\) where \(\sigma = \varepsilon^2 t\). For \(x\) near \(x_i\) we introduce the two term inner expansion

\[
v \sim D V_i \sim D(V_{ie}(\rho) + \varepsilon^2 V_{i2}(y) + \cdots), \quad u \sim D U_i \sim D(U_{ie}(\rho) + \varepsilon^2 U_{i2}(y) + \cdots),
\]

where we note the leading order terms are \(V_{ie}(\rho) \equiv V(\rho, S_{ie})\) and \(U_{ie}(\rho) \equiv U(\rho, S_{ie})\). By using the chain rule we calculate \(\partial_t V_i = -\varepsilon^2 x_i'(\sigma) \cdot \nabla_y V_i\) and \(\partial_t U_i = -\varepsilon^2 x_i'(\sigma) \cdot \nabla_y U_i\). In this way, upon substituting (4.2) into (1.1) we collect the \(O(\varepsilon^2)\) terms to obtain that \(V_{i2}\) and \(U_{i2}\) satisfy

\[
\mathcal{L}_{ie} W_{i2} \equiv \Delta_y W_{i2} + Q_{ie} W_{i2} = -f_{ie}, \quad y \in \mathbb{R}^2,
\]

where

\[
W_{i2} \equiv \begin{pmatrix} V_{i2} \\ U_{i2} \end{pmatrix}, \quad f_{ie} \equiv \begin{pmatrix} \rho^{-1} V_{ie}'(\rho) x_i'(\sigma) \cdot y \\ -D^{-1} U_{ie}' \end{pmatrix}, \quad Q_{ie} \equiv \begin{pmatrix} (-1 + 2U_{ie}^{-1} V_{ie} - U_{ie}^{-2} V_{ie}^2) \end{pmatrix}. 
\]

It remains to determine the appropriate limiting behaviour as \(\rho \to \infty\). From the first row of \(Q_{ie}\), we conclude that \(V_{i2} \to 0\) exponentially as \(\rho \to \infty\). However, the limiting behaviour of \(U_{i2}\) must be established by matching with the outer solution. To perform this matching, we first use the distributional limit

\[
\varepsilon^{-2} v^2 \to 4\pi \varepsilon D^2 \sum_{j=1}^N S_{je} \delta(x - x_j) + 2\varepsilon^3 D^2 \sum_{j=1}^N \left( \int_{\mathbb{R}^3} V_{je} V_{j2} dy \right) \delta(x - x_j),
\]

where the localization at each \(x_1, \ldots, x_N\) eliminates all cross terms. We then update (2.8) to include the \(O(\varepsilon^3)\) correction term. This leads to the refined approximation for the outer solution

\[
u \sim 4\pi \varepsilon D \sum_{j=1}^N S_{je} G(x; x_j) + 2\varepsilon^3 D \sum_{j=1}^N \left( \int_{\mathbb{R}^3} V_{je} V_{j2} dy \right) G(x; x_j).
\]
We observe that the leading order matching condition is immediately satisfied in both the $D = \mathcal{O}(1)$ and the $D = D_0/\varepsilon$ regimes. To establish the higher order matching condition we distinguish between the $D = \mathcal{O}(1)$ and $D = \varepsilon^{-1}D_0$ regimes and use the higher order expansions of the Green’s functions as given by (4.1a) and (4.1b). In this way, in the $D = \mathcal{O}(1)$ regime we obtain the far-field behaviour as $|y| \to \infty$ given by

\begin{equation}
\Delta \rho \sim \frac{1}{2\pi \rho} \int_{\mathbb{R}^3} V_{i\rho} V_{j\rho} dy + y \cdot b_{i\rho}, \quad \frac{b_{i\rho}}{4\pi} \equiv S_{i\rho} \nabla_1 R(x_i;x_i) + \sum_{j \neq i} S_{j\rho} \nabla_1 G(x_i,x_j).
\end{equation}

Similarly, in the $D = D_0/\varepsilon$ regime we obtain the following far-field matching condition as $|y| \to \infty$:

\begin{equation}
\Delta \rho \sim \frac{1}{2\pi \rho} \int_{\mathbb{R}^3} V_{i\rho} V_{j\rho} dy + \frac{2D_0}{|\Omega|} \sum_{j=1}^N \int_{\mathbb{R}^3} V_{i\rho} V_{j\rho} dy + y \cdot b_{0\rho}, \quad \frac{b_{0\rho}}{4\pi} \equiv S_{i\rho} \nabla_1 R_0(x_i;x_i) + \sum_{j \neq i} S_{j\rho} \nabla_1 G_0(x_i,x_j).
\end{equation}

In both cases, our calculations below will show that only $b_{i\rho}$ and $b_{0\rho}$ affect the slow spot dynamics.

To characterize slow spot dynamics we calculate $x_i'(\sigma)$ by formulating an appropriate solvability condition. We observe for each $k = 1, 2, 3$ that the functions $\partial_{y_k} W_{i\rho}$ where $W_{i\rho} \equiv (V_{i\rho},U_{i\rho})^T$ satisfy the homogeneous problem $\mathcal{L}_i \partial_{y_k} W_{i\rho} = 0$. Therefore, the null-space of the adjoint operator $\mathcal{L}^*_i$ is at least three-dimensional. Assuming it is exactly three dimensional we consider the three linearly independent solutions $\Psi_{ik} \equiv y_k P_i(\rho)/\rho$ to the homogeneous adjoint problem, where each $P_i(\rho) = (P_{i1}(\rho), P_{i2}(\rho))^T$ solves

\begin{equation}
\Delta \rho P_i - \frac{2}{\rho^2} P_i + Q^T_{i\rho} P_i = 0, \quad \rho > 0; \quad P_i(0) = \left( \begin{array}{c} 0 \\ 0 \end{array} \right); \quad \text{with } Q^T_{i\rho} \to \left( \begin{array}{cc} -1 & 0 \\ 0 & 0 \end{array} \right) \text{ as } \rho \to \infty.
\end{equation}

Owing to this limiting far-field behavior of $Q^T_{i\rho}$, we immediately deduce that $P_{i2} = \mathcal{O}(\rho^{-2})$ and that $P_{i1}$ decays exponentially to zero as $\rho \to \infty$. Enforcing, for convenience, the point normalization condition $P_{i2} \sim \rho^{-2}$ as $\rho \to \infty$, we find that (4.7) admits a unique solution. We use each $\Psi_{ik}$ to impose a solvability condition by multiplying (4.3a) by $\Psi_{ik}$ and integrating over the ball, $B_{\rho_0}$, centered at the origin and of radius $\rho_0$ with $\rho_0 \gg 1$. Then, by using the divergence theorem, we calculate

\begin{equation}
\lim_{\rho_0 \to \infty} \int_{B_{\rho_0}} \left( \Psi_{ik}^T \mathcal{L}_i W_{i2} - W_{i2} \mathcal{L}_i^* \Psi_{ik} \right) dy = \lim_{\rho_0 \to \infty} \int_{\partial B_{\rho_0}} \left( \Psi_{ik}^T \partial_{y_k} W_{i2} - W_{i2} \partial_{y_k} \Psi_{ik} \right) - \rho_0^2 d\Theta,
\end{equation}

where $\Theta$ denotes the solid angle for the unit sphere.

To proceed, we use the following simple identities given in terms of the Kronecker symbol $\delta_{kl}$:

\begin{equation}
\int_{B_{\rho_0}} y_k f(\rho) \, dy = 0, \quad \int_{B_{\rho_0}} y_k y_l f(\rho) \, dy = \delta_{kl} \frac{4\pi}{3} \int_0^{\rho_0} \rho^4 f(\rho) \, d\rho, \quad \text{for } l, k = 1, 2, 3.
\end{equation}

Since $\mathcal{L}_i^* \Psi_{ik} = 0$, we can use (4.3a) and (4.9) to calculate the left-hand side of (4.8) as

\begin{equation}
\lim_{\rho_0 \to \infty} \int_{B_{\rho_0}} \Psi_{ik}^T \mathcal{L}_i W_{i2} \, dy = \lim_{\rho_0 \to \infty} \left( -\sum_{l=1}^3 x_l'(\sigma) \int_{B_{\rho_0}} y_k y_l f(\rho) \, dy + \frac{1}{D} \int_0^{\rho_0} y_k P_{i2}(\rho) U_{i\rho}(\rho) \, d\rho \right)
= -\frac{4\pi}{3} x_{ik}'(\sigma) \int_0^\infty P_{i1}(\rho) V_{i\rho}(\rho) \rho^2 \, d\rho.
\end{equation}
Next, in calculating the right-hand side of (4.8) by using the far-field behavior (4.5) and (4.6), we observe that only $b_{ie}$ and $b_{0ie}$ terms play a role in the limit. In particular, in the $D = \mathcal{O}(1)$ regime we calculate in terms of the components of $b_{icl}$ of the vector $b_{ie}$, as given in (4.5), that

$$\lim_{\rho_0 \to \infty} \int_{\partial B_{\rho_0}} \Psi_{i\gamma}^{T} \partial_{\rho} W_{ij2} \big|_{\rho = \rho_0} \rho_0^{2} d\Theta = \lim_{\rho_0 \to \infty} \sum_{l=1}^{3} b_{iel} \int_{\partial B_{\rho_0}} \frac{y_{l} y_{l}}{\rho_0} d\Theta = \frac{4\pi}{3} b_{iel},$$

(4.12)

$$\lim_{\rho_0 \to \infty} \int_{\partial B_{\rho_0}} W_{i\gamma}^{T} \partial_{\rho} \Psi_{i\gamma} \big|_{\rho = \rho_0} \rho_0^{2} d\Theta = -2 \lim_{\rho_0 \to \infty} \sum_{l=1}^{3} b_{iel} \int_{\partial B_{\rho_0}} \frac{y_{l} y_{l}}{\rho_0} d\Theta = -\frac{8\pi}{3} b_{iel}.$$  

(4.13)

From (4.8), (4.10), and (4.11), we conclude for the $D = \mathcal{O}(1)$ regime that

$$x'_{ik}(\sigma) = -\frac{3}{\gamma(S_{ie})} b_{iel},$$

where

$$\gamma(S_{ie}) \equiv \int_{0}^{\infty} P_{1}(\rho) V_{i}(\rho, S_{ie}) \rho^{2} d\rho,$$

(4.14)

which holds for each component $k = 1, 2, 3$ and each spot $i = 1, \ldots, N$. From symmetry considerations we see that the constant contribution to the far-field behaviour, as given by the first term in (4.5), is eliminated when integrated over the boundary. In an identical way, we can determine $x'_{ik}$ for the $D = D_{0}/\varepsilon$ regime.

In summary, in terms of the gradients of the Green’s functions and $\gamma_{ie} \equiv \gamma(S_{ie})$, as defined in (4.12), we obtain the following vector-valued ODE systems for the two distinguished ranges of $D$:

$$\frac{dx_{i}}{d\sigma} = -\frac{12\pi}{\gamma_{ie}}\left(\begin{array}{c}
S_{ie} \nabla_{1} R(x_{i}; x_{i}) + \sum_{j \neq i} S_{je} \nabla_{1} G(x_{i}, x_{j}) \\
S_{ie} \nabla_{1} R_{0}(x_{i}; x_{i}) + \sum_{j \neq i} S_{je} \nabla_{1} G_{0}(x_{i}, x_{j})
\end{array}\right),$$

(4.13)

for $D = \mathcal{O}(1)$,

$$\frac{dx_{i}}{d\sigma} = -\frac{6\pi S}{\gamma(S)} \nabla_{x} \mathcal{M}(x_{1}, \ldots, x_{N}),$$

with

$$\gamma(S) = \int_{0}^{\infty} P_{1}(\rho) V_{1}(\rho, S) \rho^{2} d\rho,$$

(4.14a)

Since only the symmetric $N$-spot configurations can be stable on an $\mathcal{O}(1)$ time scale (see Proposition 3.1), it suffices to consider the ODE systems in (4.13) when $S_{ie} = S + \mathcal{O}(\varepsilon)$ in the $D = \mathcal{O}(1)$ regime and when $S_{ie} = S_{c} + \mathcal{O}(\varepsilon)$, where $S_{c}$ solves (2.17), in the $D = \varepsilon^{-1}D_{0}$ regime. In particular, we find that to leading order, where the $\mathcal{O}(\varepsilon)$ corrections to the source strengths are neglected, the ODE systems in (4.13) can be reduced to the gradient flow dynamics

$$\frac{dx_{i}}{d\sigma} = -\frac{6\pi S}{\gamma(S)} \nabla_{x} \mathcal{M}(x_{1}, \ldots, x_{N}),$$

with

$$\gamma(S) = \int_{0}^{\infty} P_{1}(\rho) V_{1}(\rho, S) \rho^{2} d\rho,$$

(4.14a)
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where $S = S_*$ or $S = S_c$ depending on whether $D = O(1)$ or $D = \varepsilon^{-1}D_0$, respectively. In (4.14) the discrete energy $\mathcal{H}$, which depends on the instantaneous spot locations, is defined by

$$(4.14b) \quad \mathcal{H}(x_1, \ldots, x_N) \equiv \begin{cases} \sum_{i=1}^N R(x_i) + 2\sum_{i=1}^N \sum_{j>i} G(x_i, x_j), & \text{for } D = O(1), \\ \sum_{i=1}^N R_0(x_i) + 2\sum_{i=1}^N \sum_{j>i} G_0(x_i, x_j), & \text{for } D = \varepsilon^{-1}D_0. \end{cases}$$

In accounting for the factor of two between (4.14) and (4.13), we used the reciprocity relations for the Green’s functions. In this leading order ODE system, the integral $\gamma(S)$ is the same for each spot, since $P_1(\rho)$ is computed numerically from the homogeneous adjoint problem (4.7) using the core solution $V_1(\rho, S)$ and $U_1(\rho, S)$ to calculate the matrix $\mathcal{Q}_T^i$ in (4.7). In Figure 7 we plot the numerically-computed $\gamma(S)$, where we note that $\gamma(S) > 0$. Since $\gamma(S) > 0$, local minima of $\mathcal{H}$ are linearly stable equilibria for (4.14).

We remark that this gradient flow system (4.14) differs from that derived in [16] for the 3-D Schnakenberg model only through the constant $\gamma(S)$. Since this parameter affects only the time-scale of the slow dynamics we deduce that the equilibrium configurations and stability properties for the ODE dynamics will be identical to those of the Schnakenberg model. As such, we do not analyze (4.14) further and instead refer to [16] for more detailed numerical investigations. Finally we note that the methods employed here and in [16] should be applicable to other 3-D RD systems yielding similar limiting ODE systems for slow spot dynamics. The similarity between slow dynamics for a variety of RD systems in 2-D has been previously observed and a general asymptotic framework has been pursued in [13] for the dynamics on the sphere.

5. Numerical Examples. In this section we use FlexPDE6 [6] to numerically solve (1.1) when $\Omega$ is the unit ball. In particular, we illustrate the emergence of Hopf and competition instabilities, as predicted in §3 for symmetric spot patterns in the $D = D_0/\varepsilon$ regimes.

We begin by considering a single spot centered at the origin in the unit ball, for the $D = \varepsilon^{-1}D_0$ regime. Since no competition instabilities occur for a single spot solution, we focus exclusively on the onset of Hopf
instabilities as $\tau$ is increased. In Figure 8a we plot the Hopf bifurcation threshold obtained from our linear stability theory, and indicate several sample points below and above the threshold. Using FlexPDE6 [6], we performed full numerical simulations of (1.1) in the unit ball with $\varepsilon = 0.05$ and $\tau$ corresponding to the labeled points in Figure 8a. The resulting activator height at the origin, $v(0,t)$, computed from FlexPDE6 is shown in Figure 8b for these indicated parameter values. We observe that there is good agreement with the onset of Hopf bifurcations as predicted by our linear stability theory.

Next, we illustrate the onset of a competition instability by considering a symmetric two-spot configurations with spots centered at $(\pm 0.51565,0,0)$ in the unit ball and with $\tau = 0.2$ (chosen small enough to avoid Hopf bifurcations) and $\varepsilon = 0.05$. The critical value of $\kappa_c$ is $0.64619$ then implies that the leading order competition instability threshold for the unit ball with $|\Omega| = 4\pi/3$ is $D_0 \approx 0.108$. We performed full numerical simulations of (1.1) using FlexPDE6 [6] with values of $D_0 = 0.09$ and $D_0 = 0.112$. The results of our numerical simulations are shown in Figure 9, where we observe that a competition instability occurs for $D_0 = 0.112$, as predicted by the linear stability theory. Moreover, in agreement with previous studies of competition instabilities (cf. [16], [3]), we observe that a competition instability triggers a nonlinear event leading to the annihilation of one spot.

6. The Weak Interaction Limit $D = \mathcal{O}(\varepsilon^2)$. In §3 we have shown in both the $D = \mathcal{O}(1)$ and $D = \mathcal{O}(\varepsilon^{-1})$ regimes that $N$-spot quasi-equilibria are not susceptible to locally non-radially symmetric instabilities. Here we consider the weak-interaction regime $D = D_0\varepsilon^2$, where we numerically determine that locally non-radially symmetric instabilities of a localized spot are possible. First, we let $\xi \in \Omega$ satisfy $\text{dist}(\xi, \partial \Omega) \gg \mathcal{O}(\varepsilon^2)$ and we introduce the local coordinates $x = \xi + \varepsilon y$ and the inner variables $v \sim \varepsilon^2 V(\rho)$ and $u \sim \varepsilon^2 U(\rho)$. With this scaling, and with $D = D_0\varepsilon^2$, the steady-state problem for (1.1) becomes

$$
(6.1) \quad \Delta_{\rho} V - V + U^{-1}V^2 = 0, \quad D_0\Delta_{\rho} U - U + V^2 = 0, \quad \rho = |y| > 0.
$$
We reduce (6.2) to a single nonlocal equation by noting that the Green’s function $G_\rho(6.2) \Delta$ problem (6.1). Upon linearizing (1.1) about the core solution we obtain the eigenvalue problem interactions between individual spots. As a result, it suffices to consider only the linear stability of the core the core problem (6.1) admits two distinct radially-symmetric solutions.

In Figure 10b we plot the real part of the largest numerically-computed eigenvalue of $M$ as a function of $V(0)$ for $l = 0, 2, 3, 4$. From this figure, we observe that the entire lower solution branch in the $V(0)$ versus
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**Figure 10:** (a) Bifurcation diagram for solutions to the core problem (6.1) in the $D = \varepsilon^2 D_0$ regime. (b) Dominant eigenvalue of the linearization of the core problem for each mode $l = 0, 2, 3, 4$, as computed numerically from (6.5).

For this core problem, we impose the boundary conditions $V'_\rho(0) = U'_\rho(0) = 0$ and $(V, U) \to 0$ exponentially as $\rho \to \infty$. Unlike the $D = O(1)$ and $D = O(\varepsilon^{-1})$ regimes, $u$ and $v$ are both exponentially small in the outer region. Therefore, for any well-separated configuration $x_1, \ldots, x_N$, the inner problems near each spot centre are essentially identical and independent. In Figure 10a we plot $V(0)$ versus $D_0$ obtained by numerically solving (6.1). From this figure, we observe that for all $D_0 \gtrsim 14.825$, corresponding to a saddle-node point, the core problem (6.1) admits two distinct radially-symmetric solutions.

Since both the activator $V$ and inhibitor $U$ decay exponentially there are only exponentially weak interactions between individual spots. As a result, it suffices to consider only the linear stability of the core problem (6.1). Upon linearizing (1.1) about the core solution we obtain the eigenvalue problem

$$
(6.2) \quad \Delta_\rho \Phi - \frac{l(l + 1)}{\rho^2} \Phi - \Phi + \frac{2V}{U} \Phi - \frac{V^2}{U^2} \Psi = \lambda \Phi,
$$

for each $l \geq 0$ and for which we impose that $\Phi'(0) = \Psi'(0) = 0$ and $(\Phi, \Psi) \to 0$ exponentially as $\rho \to \infty$.

We reduce (6.2) to a single nonlocal equation by noting that the Green’s function $G_l(\rho, \rho_0)$ satisfying

$$
(6.3) \quad D_0 \Delta_\rho G_l - \frac{l(l + 1)}{\rho^2} G_l - G_l = -\frac{2}{\rho^2} \delta(\rho - \rho_0),
$$

is given explicitly by

$$
(6.4) \quad G_l(\rho, \rho_0) = \frac{1}{D_0 \sqrt{\rho_0 \rho}} \left\{ I_{l+1/2}(\rho \sqrt{D_0}) K_{l+1/2}(\rho_0 \sqrt{D_0}) \right\}, \quad \rho < \rho_0,
$$

$$
(6.5) \quad \rho > \rho_0,
$$

where $I_n(\cdot)$ and $K_n(\cdot)$ are the $n^{th}$ order modified Bessel Functions of the first and second kind, respectively.

As a result, by proceeding as in §3 we reduce (6.2) to the nonlocal spectral problem $\mathcal{M} \Phi = \lambda \Phi$ where

$$
(6.5) \quad \mathcal{M} \Phi \equiv \Delta_\rho \Phi - \frac{l(l + 1)}{\rho^2} \Phi - \Phi + \frac{2V}{U} \Phi - \frac{2V^2}{U^2} \int_0^\infty G_l(\rho, \tilde{\rho}) V(\tilde{\rho}) \Phi(\tilde{\rho}) \tilde{\rho}^2 d\tilde{\rho}.
$$

In Figure 10b we plot the real part of the largest numerically-computed eigenvalue of $\mathcal{M}_l$ as a function of $V(0)$ for $l = 0, 2, 3, 4$. From this figure, we observe that the entire lower solution branch in the $V(0)$ versus
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Figure 11: Snapshots of FlexPDE6 [6] simulation of (1.1) in the unit ball with $\varepsilon = 0.05$, $D = 16\varepsilon^2$, and $\tau = 1$ and with initial condition given by a single spot solution in the weak interaction limit calculated from (6.1) with $V(0) = 5$. The snapshots show contour plots of the activator $v(x,t)$ at different times where for each spot the outermost, middle, and innermost contours correspond to values of 0.006, 0.009, and 0.012 respectively. Note that the asymptotic theory predicts a maximum peak height of $v \sim \varepsilon^2 V(0) \approx 0.0125$.

In previous studies of singularly perturbed RD systems supporting peanut-splitting instabilities it has typically been observed that such linear instabilities trigger nonlinear spot self-replication events (cf. [16], [9], [13], and [3]). Recently, in [23] it has been shown using a hybrid analytical-numerical approach that peanut-splitting instabilities are subcritical for the 2-D Schnakenberg, Gray-Scott, and Brusselator models, although the corresponding issue in a 3-D setting is still an open problem. Our numerical computations below suggest that peanut-splitting instabilities for the 3-D GM model in the $D = \varepsilon^2 D_0$ regime are also subcritical. Moreover, due to the exponentially small interaction between spots, we also hypothesize that a peanut-splitting instability triggers a cascade of spot self-replication events that will eventually pack the domain with identical spots. To explore this proposed behaviour we use FlexPDE6 [6] to numerically solve (1.1) in the unit ball with parameters $\tau = 1$, $\varepsilon = 0.05$ and $D_0 = 16\varepsilon^2$, where the initial condition is a single spot pattern given asymptotically by the solution to (6.1) with $V(0) = 5$. From the bifurcation and stability plots of Figure 10 our parameter values and initial conditions are in the range where a peanut-splitting instability occurs. In Figure 11 we plot contours of the solution $v(x,t)$ at various times. We observe that the peanut-splitting instability triggered between $t = 20$ and $t = 60$ leads to a self-replication process resulting in two identical spots at $t = 110$. The peanut-splitting instability is triggered for each of these two spots and this process repeats, leading to a packing of the domain with $N = 8$ identical spots.

7. General Gierer-Meinhardt Exponents. Next, we briefly consider the generalized GM model

\[
\begin{align*}
    v_t &= \varepsilon^2 \nabla v - v + v^{-q} v^p, \\
    \tau u_t &= D \Delta u - u + \varepsilon^{-2} u^{-s} v^m, \\
    x &\in \Omega; \\
    \partial_n v &= \partial_n u = 0, \\
    x &\in \partial \Omega,
\end{align*}
\]

where the GM exponents $(p,q,m,s)$ satisfy the usual conditions $p > 1$, $q > 0$, $m > 1$, $s \geq 0$, and $\zeta \equiv mq/(p-1) - (s+1) > 0$ (cf. [19]). Although this general exponent set leads to some quantitative
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differences as compared to the prototypical set \((p, q, m, s) = (2, 1, 2, 0)\) considered in this paper, many of
the qualitative properties resulting from the properties of \(\mu(S)\) in Conjecture 2.1, such as the existence of
symmetric quasi-equilibrium spot patterns in the \(D = \mathcal{O}(1)\) regime, remain unchanged.

Suppose that (7.1) has an \(N\)-spot quasi-equilibrium solution with well-separated spots. Near the \(i\)th
spot we introduce the inner expansion \(v \sim D^\alpha V_i(y), u \sim D^\beta U_i(y), \) and \(y = \varepsilon^{-1}(x - x_i),\) where

\[
\Delta V_i - V_i + D^{(p-1)\alpha - q\beta} U_i^{-q} V_i^p = 0, \quad \Delta U_i - \varepsilon^2 D^{-1} U_i = -D^{m\alpha-(s+1)\beta-1} U_i^{-s} V_i^m, \quad y \in \mathbb{R}^3.
\]

Choosing \(\alpha\) and \(\beta\) such that \((p-1)\alpha - q\beta = 0\) and \(m\alpha - (s+1)\beta = 1\) we obtain

\[
\alpha = \nu/\zeta, \quad \beta = 1/\zeta, \quad \nu = q/(p-1),
\]

with which the inner expansion takes the form \(v \sim D^{\nu/\zeta} V_i(y, S)\) and \(u \sim D^{1/\zeta} U_i(y, S),\) where \(V_i(S)\)
and \(U_i(\rho; S)\) are radially-symmetric solutions to the \(D\)-independent core problem

\[
(7.2a) \quad \Delta_p V - V + U^{-q} V^p = 0, \quad \Delta_p U = -U^{-s} V^m, \quad \rho > 0,
\]

\[
(7.2b) \quad \partial_\rho V(0) = \partial_\rho U(0) = 0, \quad V \to 0 \quad \text{and} \quad U \sim \mu(S) + S/\rho, \quad \rho \to \infty.
\]

By using the divergence theorem, we obtain the identity \(S = \int_0^\infty U^{-s} V^m \rho^2 d\rho > 0.\)

By solving the core problem (7.2) numerically, we now illustrate that the function \(\mu(S)\) retains several
of the key qualitative properties of the exponent set \((p, q, m, s) = (2, 1, 2, 0)\) observed in §2.1, which were
central to the analysis in §2 and §3. To path-follow solutions, we proceed as in §2.1 by first approximating
solutions to (7.2) for \(S \ll 1.\) For \(S \ll 1,\) we use the identity \(S = \int_0^\infty U^{-s} V^m \rho^2 d\rho > 0\) to motivate a small
\(S\) scaling law, and from this we readily calculate that

\[
(7.3) \quad V(\rho; S) \sim \left(\frac{S}{b}\right)^{\nu} w_c(\rho), \quad U(\rho; S) \sim \left(\frac{S}{b}\right)^{1/(\zeta+1)}, \quad \mu(S) \sim \left(\frac{S}{b}\right)^{1/(\zeta+1)}, \quad b \equiv \int_0^\infty w_c^m \rho^2 d\rho,
\]

where \(w_c > 0\) is the radially-symmetric solution of

\[
(7.4) \quad \Delta_p w_c - w_c + w_c^p = 0, \quad \rho > 0; \quad \partial_\rho w_c(0) = 0, \quad w_c \to 0 \quad \text{as} \quad \rho \to \infty.
\]

With this approximate solution for \(S \ll 1,\) we proceed as in §2.1 to calculate \(\mu(S)\) in (7.2) for different
GM exponent sets by path-following in \(S.\) In Figure 12b we plot \(\mu(S)\) when \((p, q, m, s) = (p, 1, p, 0)\)
with \(p = 2, 3, 4,\) while a similar plot is shown in Figure 12a for other typical exponent sets in [19]. For
each set considered, we find that \(\mu(S)\) satisfies the properties in Conjecture 2.1. Finally, to obtain the
NAS for the source strengths we proceed as in §2.2 to obtain that the outer solution for the inhibitor
field is given by simply replacing \(D\) with \(D^{1/\zeta}\) in (2.8). Then, by using the matching condition \(u \sim
D^{1/\zeta} (\mu(S_j) + S_j \varepsilon|x - x_j|)\) as \(x \to x_j,\) for each \(j = 1, \ldots, N,\) we conclude that the NAS (2.14) still holds
for a general GM exponent set provided that \(\mu(S)\) is now defined by the generalized core problem (7.2).

8. Discussion. We have used the method of matched asymptotic expansions to construct and study
the linear stability of \(N\)-spot quasi-equilibrium solutions to the 3-D GM model (1.1) in the limit of an
asymptotically small activator diffusivity \(\varepsilon \ll 1.\) Our key contribution has been the identification of two
distincted regimes for the inhibitor diffusivity, the \(D = \mathcal{O}(1)\) and \(D = \mathcal{O}(\varepsilon^{-1})\) regimes, for which we
constructed \(N\)-spot quasi-equilibrium patterns, analyzed their linear stability, and derived an ODE system
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governing their slow spot dynamics. We determined that in the $D = \mathcal{O}(1)$ regime all $N$-spot patterns are, to leading order in $\varepsilon$, symmetric and linearly stable on an $\mathcal{O}(1)$ time scale. On the other hand, in the $D = \mathcal{O}(\varepsilon^{-1})$ regime we found the existence of both symmetric and asymmetric $N$-spot patterns. However, we demonstrated that all asymmetric patterns are unstable on an $\mathcal{O}(1)$ time scale, while for the symmetric patterns we calculated Hopf and competition instability thresholds. These GM results are related to those in [16] for the 3-D singularly perturbed Schnakenberg model, with one of the key new features being the emergence of two distinguished limits, and in particular the existence of localized solutions in the $D = \mathcal{O}(1)$ regime for the GM model. For $D = \mathcal{O}(1)$, concentration behavior for the Schnakenberg model as $\varepsilon \to 0$ is no longer at discrete points typical of spot patterns, but instead appears to occur on higher co-dimension structures such as thin sheets and tubes in 3-D (cf. [14]). For the GM model, we illustrated the onset of both Hopf and competition instabilities by numerically solving the full GM PDE system using the finite element software FlexPDE6 [6]. We have also considered the weak-interaction regime $D = \mathcal{O}(\varepsilon^2)$, where we used a hybrid analytical-numerical approach to calculate steady-state solutions and determine their linear stability properties. In this small $D$ regime we found that spot patterns are susceptible to peanut-splitting instabilities. Finally, using FlexPDE6 we illustrated how the weak-interaction between spots together with the peanut-splitting instability leads to a cascade of spot self-replication events.

We conclude by highlighting directions for future work and open problems. First, although we have provided numerical evidence for the properties of $\mu(S)$ highlighted in Conjecture 2.1, a rigorous proof remains to be found. In particular, we believe that it would be significant contribution to rigorously prove the existence and uniqueness of the ground state solution to the core problem (2.1), which we numerically calculated when $S = S_\star$. A broader and more ambitious future direction is to characterize the reaction kinetics $F(V,U)$ and $G(V,U)$ for which the core problem

$$\tag{8.1} \Delta_\rho V + F(V,U) = 0, \quad \Delta_\rho U + G(V,U) = 0, \quad \text{in } \rho > 0,$$

admits a radially-symmetric ground state solution for which $V \to 0$ exponentially and $U = \mathcal{O}(\rho^{-1})$ as $\rho \to \infty$. The existence of such a ground state plays a key role in determining the regimes of $D$ for which localized solutions can be constructed. For example, in the study of the 3-D singularly perturbed

Figure 12: Left panel: Plot of $\mu(S)$, computed from the generalized GM core problem (7.2), for the indicated exponent sets $(p,q,m,s)$. Right panel: $\mu(S)$ for exponent sets $(p,1,p,0)$ with $p = 2,3,4$. For each set, there is a unique $S = S_\star$ for which $\mu(S_\star) = 0$. The properties of $\mu(S)$ in Conjecture 2.1 for the prototypical set $(2,1,2,0)$ still hold.
Schnakenberg or Gray-Scott, and (c) Brusselator models. See Table 1 for the explicit form of the kinetics $F(v,u)$ and $G(v,u)$ for each model. A zero-crossing of $\mu(S)$ at some $S > 0$ occurs only for the GMS model.

Schnakenberg model it was found that the core problem does not admit such a solution and as a result localized spot solutions could not be constructed in the $D = O(1)$ regime (cf. [16]). To further motivate such an investigation of (8.1) we extend our numerical method from §2.1 to calculate and plot in Figure 13 the far-field constant $\mu(S)$ for the core problems associated with the GM model with saturation (GMS), the Schnakenberg/Gray-Scott (S/GS) model, and the Brusselator (B) model (see Table 1 for more details).

Note that for the GMS model we can find values of $S_\ast$ such that $\mu(S_\ast) = 0$, but such a zero-crossing does not appear to occur for the (S/GS) and (B) models. As a consequence, for these three specific RD systems, localized spot patterns in the $D = O(1)$ regime should only occur for the GMS model. Additionally, understanding how properties of $\mu(S)$, such as convexity and positiveness, are inherited from the reaction kinetics would be a significant contribution. In this direction, it would be interesting to try extend the rigorous numerics methodology of [1] to try to establish Conjecture 2.1.
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<table>
<thead>
<tr>
<th>RD Model</th>
<th>$F(V,U)$</th>
<th>$G(V,U)$</th>
<th>Decay behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gierer-Meinhardt with Saturation (GMS)</td>
<td>$-V + \frac{V^2}{U(1+\kappa U^2)}$</td>
<td>$V^2$</td>
<td>$U \sim \mu(S) + S/\rho$</td>
</tr>
<tr>
<td>Schnakenberg or Gray-Scott (S/GS)</td>
<td>$-V + V^2 U$</td>
<td>$-V^2 U$</td>
<td>$U \sim \mu(S) - S/\rho$</td>
</tr>
<tr>
<td>Brusselator (B)</td>
<td>$-V + fV^2 U$</td>
<td>$V - V^2 U$</td>
<td>$U \sim \mu(S) - S/\rho$</td>
</tr>
</tbody>
</table>

Table 1: Core problems and far-field inhibitor behaviour for some common RD systems.
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