Calculating the time required for a diffusing object to reach a small target within a larger domain is a feature of a large class of modeling and simulation efforts in biology. Here, we are motivated by the motion of a T cell of the immune system seeking a particular antigen-presenting-cell within a large lymph node. The precise nature of the cell motion at the outer boundary of the lymph node is not completely understood in terms of how cells choose to remain within a given lymph node, or exit. In previous work, we and others have studied diffusive motion to a small trap. We extend this previous work to analyze models where the diffusing object may exit the outer boundary of the domain (in this case, the lymph node). This is modeled by a Robin boundary condition on the surface of the lymph node. For the general problem of small traps inside a 3-D domain that has a partially sticky or absorbent domain boundary, the method of matched asymptotic expansions is used to calculate the mean and variance of the conditional first passage time for the T cell to reach a specific target trap. Our results are illustrated explicitly for the idealized situation of a spherical lymph node containing small spherically-shaped traps, and are verified for a radially symmetric geometry with one trap at the origin where exact solutions are available. Mathematically, our analysis extends previous work on the calculation of the MFPT by allowing for a sticky boundary and by calculating conditional statistics of the diffusion process. Finally, our results are interpreted and applied to the context of T cell biology.
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1 Introduction

We analyze the time it takes for a randomly diffusing particle to reach a target region within a larger three-dimensional domain. In particular, we will study the mean and variance of the time to first contact in particular geometric configurations, including the case where the target region is very small compared to the overall domain. We are inspired by a typical search scenario from cellular immunology, where a T cell must search for a particular cell within a lymph node.

T cells play a very important role in the adaptive immune response. T cells originate in the bone marrow but then migrate to the thymus to undergo maturation. Mature T cells migrate to the peripheral lymphoid organs, which include lymph nodes. These are organized tissues where immune responses are initiated and where lymphocytes are maintained. The T cells then continually recirculate through these tissues.

During an infection, molecular signatures of pathogens are carried from the site of infection to the lymphoid organs by specialized cells called antigen presenting cells. Antigen (defined as any substance that can be recognized by the adaptive immune system) is “presented” by these cells as molecules bound to specialized cell surface receptors. T cells carry complementary surface receptors that can bind to particular antigens and this molecular interaction can then lead to T cell proliferation and differentiation into effector cells that are ready to fight the pathogens (for instance, by activating B cells to produce antibodies, or by directly killing infected cells). Therefore, in order for a particular T cell to become activated, it must come into contact with an antigen-presenting cell that is carrying the antigen molecules that it
recognizes. But especially during the earliest stages of infection, or in the cases of slow-growing infections, or infections with agents that can interfere with the process of antigen presentation, we can imagine that the antigen-presenting cells are rare. Therefore, the question of how long it takes for a particular T cell to find its antigen is clearly relevant to understanding the timing of the immune response. A more complete description of the biological situation is given in [33].

Lymph nodes are roughly ellipsoidal (sometimes partly concave in a kidney-bean shape) and are on the order of millimetres in size. They have a highly organized architecture where different parts of the organ appear to have different functions and contain different proportions of the different classes of immune cells [33]. We shall focus on a single T cell zone of a lymph node, where T cells are known to interact with antigen-presenting-cells and begin the response to foreign antigen (Figure 1). We will model this as a spherical domain within which a single T cell seeks one or more antigen-presenting-cells that are small on the scale of the whole domain. The approximation of a spherical domain allows us to generate explicit formulae but is not important for the big picture of our approach.

Within the lymph node the motion of T cells has been established, via two-photon microscopy [11], to be consistent with an underlying random walk behavior when reasonably long time scales (greater than a few minutes) are considered [32, 50, 12, 31]. However, it has also been experimentally established that T cells preferentially attach to, and move on, the fibroblastic reticular network (an array of filamentous cell structures that fill the relevant parts of the lymph node) [2, 39]. For these reasons, theoretical and computational studies of T cell motion have generally been of two kinds: considering free movement in three-dimensional space [51, 5, 25, 47, 13, 46, 20] or emphasizing the importance of lattice-based motion [34, 4, 3, 9, 23, 22, 24, 48]. Many of these previous approaches depend on extensive computation with fairly complex cellular-automaton models, requiring much detailed parameter estimation.

Here, we adopt an approach based on first-passage times for a mobile T cell to reach one of a number of fixed antigen-presenting cells located within a spherical lymph node (Fig. 1) We will model the T cell as a point particle undergoing Brownian motion, and the antigen-presenting cell as a small target within the larger lymph node. We will calculate the mean and variance for the time it takes the T cell to reach one of the targets in this idealized situation. We will consider two different stylized behaviors of the T cell at the boundary of the lymph node: (i) when the cell is unable to pass through the boundary; (ii) when the cell has a finite probability of passing through the boundary (and then never returns to the lymph node in this model). In this latter situation the boundary is said to be sticky or partially absorbent. Mathematically, these conditions correspond to either a reflecting (Neumann) or partially absorbing (Robin) boundary condition on the domain boundary. We will also consider the possible effects of other antigen-presenting cells within the domain, which act as barriers to T cell motion.

Our model of the lymph node can be critiqued on the grounds that T cells are not true random walkers, but rather demonstrate persistent motion, and spatially dependent effects that are evident in tracking data. We defend our approach against this criticism on the grounds of (i) simplicity; (ii) we have very few parameters to estimate; and (iii) many random walk processes appear diffusive when viewed on long time- or space-scales. Indeed, as shown in [22], a network-based model of T cell motion reduces to Brownian motion over medium- to long- time scales. Therefore, our work should be regarded as large-scale estimates, averaging over much of the cell-scale details. At the conclusion of this paper, we describe some possible extensions that add more realism to our model, and that warrant further investigation.

In our general theoretical framework, the lymph node is modeled by a bounded 3-D domain $\Omega$ with boundary $\partial \Omega$. The target antigen-presenting cell, $\Omega_{x_1}$, is taken to be an absorbing subdomain, or trap, of small radius of $\mathcal{O}(\varepsilon)$ centered at some point $x_1 \in \Omega$. We will consider the presence of $M - 1$ additional, non-overlapping subdomains or traps $\Omega_{x_j}$, for $j = 2, \ldots, M$, each of small radius, corresponding to other antigen-presenting cells. These subdomains are centered at $x_j$. 

Figure 1. Schematic drawing of our model for T cell search. a. A single T cell (point particle) starts at \((x,y,z)\) and then executes a random walk within a large spherical domain representing a stylized piece of lymphoid tissue. Upon reaching a relevant antigen-presenting-cell (any of the grey patches), the T cell’s search is completed. Alternatively, the T cell might reach the boundary first. We consider different cases for the cell behaviour at the boundary: reflection (followed by continued search); absorption (corresponding to exiting the lymph node) and partially absorbing (where there is a fixed probability of immediately exiting the spherical domain). b. We also consider the situation where there are irrelevant antigen-presenting-cells (black patches) that act as passive barriers to motion.

for \(j = 2, \ldots, M\). The diffusing searcher (the T cell) has diffusion constant \(D\) and begins its search somewhere in \(\Omega \setminus \Omega_p\), where \(\Omega_p \equiv \cup_{i=1}^{M} \Omega_{\epsilon_j}\). The asymptotic limit that we will consider is where the diameter of each absorber is asymptotically smaller than the diameter of \(\Omega\). Primarily, we will focus our analysis on the distinguished limit where the probability of reaching the target trap is of the same asymptotic order in \(\epsilon\) of becoming absorbed by the partially sticky domain boundary. A partially absorbing (Robin) boundary condition can be thought of as a homogeneous alternative to small absorbing traps on the boundary (studied in [41]) or the use of “killing sites” for diffusion in a narrow geometry [26]. We do not take these possibilities any further in this paper.

Since the searcher is not always guaranteed to find the target, we define the Splitting Probability \(P(x)\) to be the probability that a searcher starting at \(x\) reaches the target before being absorbed by either the sticky boundary or the other traps. We then define the moments of the first passage time distribution, conditional on the searcher reaching the target, as follows: \(T\) is the mean first passage time (MFPT), and the \(N\)-th moment is written as \(T_N\). The concepts of first passage time and splitting probability for diffusive processes are described completely in the books of Redner [35] and (in more detail), in Karlin and Taylor [29].

From a purely theoretical viewpoint, our work here is an extension of the results in [17], [15], [45], and [36] on the mean first passage time (MFPT) for capture of a diffusing particle by a trap in a 3-D domain. In [17], the matched asymptotic expansion methodology of [49], which was developed to treat problems having strong localized perturbations, was extended to derive a 2-term expansion for the splitting probability and for the MFPT for the capture of a Brownian particle at any one of a collection of small traps. For a collection of small spherical traps, a 3-term expansion for the splitting probability and the MFPT was obtained in [15] using a pseudo-potential type approach. These results were carefully reviewed in the context of T cell motion in [21]. With the exception of the work in [45] and [36] for a specific 2-D and 3-D domain, respectively, we are not aware of any previous analysis determining conditional statistics, such as the conditional MFPT and variance, for narrow capture problems in arbitrary 3-D domains with a collection of small traps.
In this paper, we first extend the analysis of [17] to calculate the splitting probability and MFPT for a Robin boundary condition, which models a partially sticky or absorbent outer boundary. Under this Robin condition, we also calculate the conditional MFPT and conditional variance to a specific trap in an arbitrary 3-D domain. The results are then illustrated explicitly for a spherical domain containing a finite collection of small traps.

In §2, we review and extend previous work to provide PDE's for the MFPT, the splitting probability, and the higher moments. Explicit calculations for a spherically symmetric geometry that has exactly one absorbing target centered at the origin are given. In §3 we asymptotically calculate the splitting probability for the general situation of a 3-D domain with sticky boundary that contains one target trap and additional non-target traps. In §4 we asymptotically calculate the conditional mean first passage time MFPT and the conditional second moment for this problem. In this way, we obtain an asymptotic formula for the conditional variance for the time required to reach the target. For the special case where Ω is a sphere containing small spherically-shaped traps, explicit analytical results are obtained in §3 and §4 for the splitting probability, and the conditional MFPT and variance. In §5 we consider the related problem of calculating the MFPT, the second moment, and the variance of the time needed for a diffusing particle to become absorbed at either any one of a collection of traps in a 3-D domain or on the sticky boundary. Our results for this problem are an extension of those of [17] where the MFPT was calculated for the case of a perfectly reflecting boundary. Finally, in §6, we apply our results to T cell biology where realistic parameter values are selected and we describe some related open problems.

The problems under consideration in this paper can be collectively referred to as narrow capture problems, where the time needed for a Brownian particle to reach a small compact target in a 3-D domain is asymptotically long as the radius of the target tends to zero. More broadly, a detailed survey of the analysis of diffusive and directed motion of proteins towards small target binding sites in mathematical models of intracellular transport is given in [7] and [10]. A mathematically related class of problems, known as narrow escape problems, where a Brownian particle can exit a domain only through a small window on its boundary, have been studied by formal asymptotics in [42] and [16], and rigorously by potential-theoretic methods in [14]. A related narrow escape problem involving multiple switching gates was studied in [1]. A broad survey of narrow escape problems and their applications to biophysical modeling, together with rather comprehensive reference lists, is given in [27] and [40].

2 Splitting Probability and First-Passage Time Distributions

2.1 Reflecting Boundary Conditions

The simplest situation is where Ω contains one trap Ω_a and where there is a reflecting (Neumann) boundary condition imposed at the boundary ∂Ω. In this case, the splitting probability P is P ≡ 1, and it is well known [35, 37] that the MFPT satisfies the Poisson equation

\[ \Delta T = -\frac{1}{D}, \quad x \in \Omega \setminus \Omega_a; \quad T = 0, \quad x \in \partial \Omega_a; \quad \partial_n T = 0, \quad x \in \partial \Omega, \]

where \( \partial_n \) denotes the outward normal derivative. There is also a hierarchy of equations for \( N \geq 2 \) defining the higher moments, where we have labeled \( T_1 \equiv T \), given by

\[ \Delta T_N = -\frac{N T_{N-1}}{D}, \quad x \in \Omega \setminus \Omega_a; \quad T_N = 0, \quad x \in \partial \Omega_a; \quad \partial_n T_N = 0, \quad x \in \partial \Omega. \]

In the special case where Ω is a sphere of radius \( L \) containing a concentric target sphere \( \Omega_a \) of radius \( a \) centered at the origin, then from (2.1) we readily obtain the MFPT for a particle starting at distance \( r \) from the origin given by

\[ T(r) = \frac{(r - a)}{3D} \left( \frac{L^3}{\alpha r} - \frac{a + r}{2} \right). \]
Figure 2. Mean and variance for spherically symmetric one-trap model with Neumann boundary conditions. Space and time are rescaled so that the domain radius $L$ and the diffusion coefficient $D$ are eliminated from the expressions for $T$ and $V$. a. The mean first passage time $T(r)$ is plotted for a range of trap radii $a = 0.01, 0.02, \ldots, 0.09, 0.1$. b. The log of the variance of the first passage time $V(r)$ is plotted for the same trap radii.

By re-scaling space and introducing $\epsilon = a/L$, $x = r/L$, we can write (2.3 a) in terms of $\epsilon$ as

$$T(x) = \frac{L^2}{3D} \left( \frac{1}{\epsilon} - \frac{x^3 + 2}{2x} + \frac{1}{2}\epsilon^2 \right).$$

The second moment $T_2$ can also be obtained directly, leading to expressions for the variance of the first passage time, which we denote by $V$, in dimensional ($r$) and rescaled ($x$) coordinates:

$$V(x) = T_2 - T^2 = \frac{1}{D^2} \left( \frac{L^6}{9} \left( \frac{1}{a^2} - \frac{1}{r^2} \right) - \frac{2L^5}{5} \left( \frac{1}{a} - \frac{1}{r} \right) + \frac{2L^3}{9} (a - r) + \frac{(a^4 - r^4)}{90} \right),$$

$$V(x) = \frac{L^4}{D^2} \left( \frac{1}{9\epsilon^2} - \frac{2}{3\epsilon} - \frac{(x^6 + 20x^3 - 36x + 10)}{90x^2} \right) + \frac{2}{9} + \frac{\epsilon^4}{90}. $$

This shows that $T = \mathcal{O}(\epsilon^{-1})$ and $V = \mathcal{O}(\epsilon^{-2})$. This mean and variance are plotted in Fig. 2.

### 2.2 Perfectly- and Partially- Absorbing Boundary Conditions

In the case of perfectly absorbing (Dirichlet) or partially absorbing (Robin) conditions on $\partial\Omega$, it is possible that a particle starting at $x$ can exit the domain and so never reach the target site. Therefore, the splitting probability $P(x)$ must be calculated along with the conditional moments of the first passage time. A derivation of the relevant PDEs and boundary conditions for the splitting probability and MFPT is given by Redner [35] for the case of perfectly absorbing boundaries. However, we were not able to find the equations for the higher moments with partially absorbing boundary conditions in the literature. Fortunately, the derivations are not difficult, following the same general procedure as in Redner (see sections 1.6.3 and 3.5.2 of [35]). We summarize these results below.

To obtain $P(x)$, we sum the individual probabilities for all paths that start at $x$ and reach the absorbing target, i.e.

$$P(x) = \sum_{p \in \text{paths}} P_p(x),$$

where $P_p$ is the probability of the path $p$. Now the sum over all possible paths can be decomposed into the outcome after one step and the sum over all path remainders from the intermediate point $x'$. We follow Redner [35] by discretizing space and time and working in one dimension only. The extension to higher spatial dimensions is completely straightforward.
Upon writing the Taylor expansions of $P(x \pm \delta x)$ and taking the limit $\delta x \to 0$ we obtain that $P$ satisfies
\begin{equation}
\Delta P(x) = 0, \quad x \in \Omega \setminus \Omega_a.
\end{equation}

Now we consider the behavior of the particle at the boundary. We apply a simplified version of the jump process description of Collins and Kimball for the behaviour of a Brownian particle in the vicinity of a partially-absorbing boundary [19]. Suppose that if the particle reaches a (partially) absorbing boundary at $x = L$ then it either takes a step of size $\delta x$ back into the domain with probability $1 - \lambda(\delta x)$, or is absorbed with probability $\lambda(\delta x)$. In other words, the probability of getting to $L - \delta x$ from $L$ in a time step of size $\delta t$, i.e. $p(L - \delta x, \delta t|L)$, is $1 - \lambda(\delta x)$. Assume also that the probability function $\lambda$ satisfies $\lambda(\delta x) = \lambda_0\delta x$, where $\lambda_0$ is a constant. Therefore, we have
\begin{equation}
P(L) = (1 - \lambda) P(L - \delta x) \approx (1 - \lambda) [P(L) - \delta x P'(L)],
\end{equation}
where we have used a Taylor approximation. This yields that
\begin{equation}(1 - \lambda) \delta x P'(L) = -\lambda P(L).
\end{equation}
Dividing by $\delta x$ and letting $\delta x \to 0$ we obtain the following Robin condition for $P$ on the boundary at $x = L$:
\begin{equation}P'(L) = -\lambda_0 P(L).
\end{equation}
Note that when $\lambda_0 = 0$, this boundary condition corresponds to the perfectly reflecting boundary [35] while when $\lambda_0 \to \infty$, we find $P(L) \to 0$, correctly corresponding to a perfectly absorbing boundary.

We now derive the equations for the MFPT and higher moments by a similar procedure. By their definitions, the MFPT $T \equiv T_1$ and higher moments $T_N$ can be written as
\begin{equation}T_N(x) = \frac{\sum_{p \in \text{paths}} P_p(x) t_p^N(x)}{\sum_{p \in \text{paths}} P_p(x)}, \quad \text{for } N = 1, 2, \ldots,
\end{equation}
where $t_p(x)$ represents the time it takes for the particle to go from $x$ to the target following path $p$. Multiplying through and considering a single (discretized) step of the (one-dimensional) process, we obtain
\begin{equation}\mathcal{P}(x) T_N(x) = \sum_p \left[ \frac{1}{2} P_p(x + \delta x) t_p(x + \delta x + \delta t)^N + \frac{1}{2} P_p(x - \delta x) t_p(x - \delta x + \delta t)^N \right] .
\end{equation}
After expanding the powers of $N$ and retaining terms up to $O(\delta t)$ we find
\begin{equation}\mathcal{P}(x) T_N(x) = \frac{1}{2} \sum_p \left[ P_p(x + \delta x) \left( t_p(x + \delta x)^N + N t_p(x + \delta x)^{N-1} \delta t \right) + P_p(x - \delta x) \left( t_p(x - \delta x)^N + N t_p(x - \delta x)^{N-1} \delta t \right) \right].
\end{equation}
It is now possible to rewrite the sums using equation (2.10) to obtain
\begin{equation}\mathcal{P}(x) T_N(x) = \frac{1}{2} \left[ \mathcal{P}(x + \delta x) T_N(x + \delta x) + \mathcal{P}(x - \delta x) T_N(x - \delta x) \right] + \frac{\delta t}{2} \sum_p \left[ P_p(x + \delta x) T_{N-1}(x + \delta x) + P_p(x - \delta x) T_{N-1}(x - \delta x) \right].
\end{equation}
The last step is to Taylor expand in $\delta x$ and retain terms up to $O(\delta x^2)$. After rearranging terms, this yields
\begin{equation}0 = \frac{\delta x^2}{2\delta t} \Delta [\mathcal{P}(x) T_N(x)] + N \mathcal{P}(x) T_{N-1}(x).
\end{equation}
Conditional First Passage Times to Small Traps

Now taking the diffusion limit with \( D = \delta x^2/(2\delta t) \) fixed, we obtain the general PDE for the moments in the case of Robin or Dirichlet boundaries, given by \( \Delta [P(x)T_N(x)] = -NP(x)T_{N-1}(x) \).

We continue this derivation to determine the boundary conditions at a boundary point \( L \). From (2.10) and our Robin boundary assumption we have

\[
P(L)T_N(L) = \sum_p (1 - \lambda) P_p(L - \delta x) (t_p(L - \delta x) + \delta t)^N,
\]

\[
= \delta t (1 - \lambda) P(L - \delta x) + (1 - \lambda) P(L - \delta x) T_N(L - \delta x),
\]

\[
= \delta t P(L) + (1 - \lambda) [P(L)T_N(L) - \delta x \frac{\partial P}{\partial x} \mid_{x=L}] ,
\]

where we have used (2.8) and made a Taylor approximation of \( PT \) about \( L \) to obtain the last line. This yields

\[
(1 - \lambda) \delta x [\frac{\partial P}{\partial x} \mid_{x=L}] = \delta t P(L) - \lambda P(L)T_N(L).
\]

Upon taking the diffusion limit and using \( \lambda (\delta x) \to \lambda_0 \delta x \) we get

\[
(1 - \lambda_0 \delta x) [\frac{\partial P}{\partial x} \mid_{x=L}] = \frac{\delta x}{2D} P(L) - \lambda_0 P(L)T_N(L).
\]

Again taking the limit as \( \delta x \to 0 \) gives the desired partially absorbing boundary condition,

\[
(1 - \lambda) \delta x \frac{\partial P}{\partial x} \mid_{x=L} = \delta t P(L) - \lambda P(L)T_N(L).
\]

In this way, we obtain the following system characterizing the MFPT to an absorbing target located concentrically within a partially absorbing spherical boundary of radius \( L \), conditional on reaching the target at \( \partial \Omega \):

\[
D \Delta [P] \mid_{x=\Omega \setminus \Omega_a} = -P \mid_{x=\Omega \setminus \Omega_a} ; \quad [PT] \mid_{x=L} = -\frac{\lambda}{\lambda_0} P(L)T_N(L) ; \quad [PT] \mid_{x=0} = 0, \quad x \in \partial \Omega_a ,
\]

where the splitting probability \( P \) satisfies

\[
D \Delta P \mid_{x=\Omega \setminus \Omega_a} = 0 \quad x \in \Omega \setminus \Omega_a ; \quad [P] \mid_{x=L} = \lambda_0 P(L) ; \quad P \mid_{x=0} = 0 \quad x \in \partial \Omega_a .
\]

Ignoring any interior traps (so \( P = 1 \)), this Robin condition might be viewed as a homogenized limit of the effect of a large collection of isolated traps on the sphere boundary. This idea was discussed in approximate terms by Berg and Purcell in their classic paper, albeit in the context of diffusion to the exterior of a spherical cell [8]. The relevant limit for the case we consider here was examined in great detail in a recent paper of Cheviakov and Zawada [18].

For the special case of a perfectly absorbing outer boundary where \( \lambda_0 \to \infty \), then (2.12) and (2.13) reduce to the well-known system in Redner [35]. The PDE characterizing the higher moments is

\[
D \Delta [PT_N] \mid_{x=\Omega \setminus \Omega_a} = -NP \mid_{x=\Omega \setminus \Omega_a} T_{N-1}(x) \quad x \in \Omega \setminus \Omega_a ,
\]

\[
[PT_N] \mid_{x=L} = -\lambda_0 P(L)T_N(L) ; \quad [PT_N] \mid_{x=0} = 0 \quad x \in \partial \Omega_a .
\]

Below in \( \S 3-5 \), we will replace \( \lambda_0 \) with \( \lambda \) in (2.12), (2.13), and (2.14), for notational simplicity.

### 2.3 A Radially Symmetric Geometry

We consider the special case of an absorbing target of radius \( a \) centered within a larger sphere of radius \( L \), but now with a partially absorbing boundary on the larger sphere. For this case, we solve (2.13) and (2.12) to obtain

\[
P(r) = \frac{a \left( \lambda L^2 - \lambda Lr + r \right)}{r \left( \lambda L^2 - \lambda La + a \right)} = 1 - \frac{\lambda L^2 (r - a)}{\lambda r (L - a) + ar} ,
\]

\[
T(r) = \frac{1}{6D} \left[ (r - a)(2L - r - a) + 2L \left[ \frac{(L - a)^2}{a(1 - \lambda L) + \lambda L^2} - \frac{(L - r)^2}{r(1 - \lambda L) + \lambda L^2} \right] \right] .
\]
It is also possible to use a computer algebra system such as Mathematica or Maple to calculate the second moment and then the variance of the first passage time. However, the expressions are rather unwieldy in the general case. In the limit $\lambda \to \infty$, corresponding to perfectly absorbing boundary conditions, we can calculate $P$, $T$ and the variance $V$, as

\begin{align}
(2.16a) 
\mathcal{P}(r) &= \frac{a(r-L)}{r(a-L)} = \frac{\epsilon(x-1)}{x(\epsilon-1)} = \left(\frac{1}{x} - 1\right)(\epsilon + \epsilon^2 + \epsilon^3 + \ldots)
\end{align}

\begin{align}
(2.16b) 
\mathbb{T}(r) &= \frac{(r-a)(2L-r-a)}{6D} = \frac{L^2}{6D}\left(x(2-x) - 2\epsilon + \epsilon^2\right)
\end{align}

\begin{align}
(2.16c) 
\mathbb{V}(r) &= \frac{((a-r)^2 - (r-L)^2)((a-L)^2 + (r-L)^2)}{90D^2},
\end{align}

where again we have set $\epsilon = a/L$ and $x = r/L$. Similarly, by taking the limit $\lambda \to 0$, we can regain the expressions for the Neumann boundary case given in (2.3) and (2.4) above. Figures 3 and 4 show the splitting probability and the mean and variance of the conditional first passage times for the problem with Dirichlet and Robin boundary conditions, respectively.

Having established the relevant systems of PDE’s defining the splitting probability and first passage time moments, in the next three sections we consider the general problem of how long it takes for a T cell to find its antigen specific APC, when it is surrounded by other non-specific APCs. We will examine the following problems: (i) the probability of contacting a particular target before any others, and (ii) the MFPT to reach a particular target conditional on reaching the target site. For each problem, we analyze the effect of different boundary conditions, corresponding to different T cell behaviours at the edge of the lymph node.

### 3 Splitting Probability with a Sticky Boundary

The splitting probability $\mathcal{P}(x)$ is the probability of reaching a specific target trap $\Omega_{\varepsilon_j}$ from an initial source point $x$, before reaching either the sticky domain boundary or any of the other traps $\Omega_{\varepsilon_j}$ for $j = 2, \ldots, M$. It satisfies

\begin{align}
(3.1a) 
\Delta \mathcal{P} &= 0, \quad x \in \Omega \backslash \Omega_p \equiv \cup_{j=1}^{M} \Omega_{\varepsilon_j}; \quad \partial_n \mathcal{P} + \lambda \mathcal{P} = 0, \quad x \in \partial \Omega,
\end{align}

\begin{align}
(3.1b) 
\mathcal{P} &= 1, \quad x \in \partial \Omega_{\varepsilon_1}; \quad \mathcal{P} = 0, \quad x \in \partial \Omega_{\varepsilon_j}, \quad j = 2, \ldots, M.
\end{align}

Here $\Omega_{\varepsilon_j}$ for $j = 1, \ldots, M$ are small subdomains of $\Omega$ of radii $O(\varepsilon) \ll 1$ for which $\Omega_{\varepsilon_j} \to x_j$ as $\varepsilon \to 0$.

We will first consider the distinguished scaling regime $\lambda = O(\varepsilon)$, for which the boundary is only slightly sticky. As such, we define a boundary trapping parameter $\kappa > 0$ with $\kappa = O(1)$ by

\begin{align}
(3.2) 
\lambda &= \varepsilon \kappa.
\end{align}

We now solve (3.1) asymptotically as $\varepsilon \to 0$ by using the method of matched asymptotic expansions. In the outer region, defined away from the traps, we expand $\mathcal{P}$ as

\begin{align}
(3.3) 
\mathcal{P} &= \mathcal{P}_0 + \varepsilon \mathcal{P}_1 + \varepsilon^2 \mathcal{P}_2 + \cdots.
\end{align}

Here $\mathcal{P}_0$ is an unknown constant, and from (3.1a) we obtain that $\mathcal{P}_k$ for $k = 1, 2$ satisfies

\begin{align}
(3.4) 
\Delta \mathcal{P}_k &= 0, \quad x \in \Omega \backslash \{x_1, \ldots, x_M\}; \quad \partial_n \mathcal{P}_k = -\kappa \mathcal{P}_{k-1}, \quad x \in \partial \Omega,
\end{align}

with certain singularity conditions as $x \to x_j$ for $j = 1, \ldots, M$ that are determined upon matching to the inner solution.

In the inner region near the $j$-th trap, we expand the inner solution $w(y_j) \equiv \mathcal{P}(x_j + \varepsilon y_j)$, with $y_j \equiv \varepsilon^{-1}(x - x_j)$, as

\begin{align}
(3.5) 
w &= w_0 + \varepsilon w_1 + \cdots.
\end{align}
Upon substituting (3.5) into (3.1 b) and the PDE of (3.1 a), we obtain that \( w_0 \) and \( w_1 \) satisfy

\[
\begin{align*}
\Delta_y w_0 &= 0, \quad y_j \notin \Omega_j; \quad w_0 = \delta_{j1}, \quad y_j \in \partial \Omega_j, \\
\Delta_y w_1 &= 0, \quad y_j \notin \Omega_j; \quad w_1 = 0, \quad y_j \in \partial \Omega_j.
\end{align*}
\]

Here \( \Omega_j \equiv \varepsilon^{-1} \Omega_j^\varepsilon \), and \( \delta_{j1} \) is Kronecker’s symbol. The far-field boundary conditions for \( w_0 \) and \( w_1 \) are determined by the matching condition as \( x \to x_j \) between the the inner and outer expansions (3.5) and (3.3), respectively, written as

\[
\mathcal{P}_0 + \varepsilon \mathcal{P}_1 + \varepsilon^2 \mathcal{P}_2 + \cdots \sim w_0 + \varepsilon w_1 + \cdots.
\]

The first matching condition is that \( w_0 \sim \mathcal{P}_0 \) as \( |y_j| \to \infty \), where \( \mathcal{P}_0 \) is an unknown constant. Then, the solution for \( w_0 \) in the \( j \)-th inner region is given by

\[
\begin{align*}
w_0 &= \mathcal{P}_0 + (\delta_{j1} - \mathcal{P}_0) w_{cj}(y_j),
\end{align*}
\]

where \( w_{cj} \) is the solution to the classical capacitance problem in electrostatics given by

\[
\begin{align*}
\Delta_y w_{cj} &= 0, \quad y_j \notin \Omega_j; \quad w_{cj} = 1, \quad y_j \in \partial \Omega_j; \quad w_{cj} \to 0 \quad \text{as} \quad |y_j| \to \infty.
\end{align*}
\]

It is well-known that the far-field behavior of \( w_{cj} \) is (cf. [28])

\[
\begin{align*}
w_{cj} \sim \frac{c_j}{|y_j|} + \frac{b_j y_j}{|y_j|^3} + \cdots \quad \text{as} \quad |y_j| \to \infty,
\end{align*}
\]
Figure 4. Splitting probability, conditional MFPT and conditional VFPT for spherically symmetric one-trap model with Robin boundary conditions. Space and time are rescaled so that the domain radius $L$ and the diffusion coefficient $D$ are eliminated from all expressions. a. Equally spaced contours of the probability of reaching the target $P(r, \lambda)$ are plotted a single trap of radius 0.05 located at the sphere centre, as a function of $r$ and $\lambda$. b. Equally spaced contours of the conditional mean first passage time to the target, $T(r, \lambda)$. c. Equally spaced contours of the conditional variance of the first passage time to the target, $V(r, \lambda)$. d. Mean ± standard deviation (shaded) conditional first passage time plotted against $r$ for $\lambda = 2$, with central target size $a = 0.05$.

where $c_j$ is the capacitance of $\Omega_j$ and $b_j$ denotes the dipole vector, both determined by the shape of $\Omega_j$. These intrinsic quantities can be found explicitly for different trap shapes such as spheres, ellipsoids, etc (see Table 1 of [17]). When $\Omega_{\varepsilon_j}$ is a sphere of radius $\varepsilon a_j$, then $\Omega_j$ is a sphere of radius $a_j$, and we readily identify that $c_j = a_j$ and $b_j = 0$. Upon using
the far-field asymptotic behavior (3.9b) for \( w_{c_j} \), we obtain in terms of outer variables that

\[
(3.10) \quad w_0 \sim \mathcal{P}_0 + (\delta_{j_1} - \mathcal{P}_0) \left( \frac{\varepsilon c_j}{|x - x_j|} + \frac{\varepsilon^2 b_j(x - x_j)}{|x - x_j|^3} \right), \quad \text{as } |y_j| \to \infty.
\]

From (3.10) and (3.7), we conclude that \( \mathcal{P}_1 \) satisfies (3.4) with \( k = 1 \) with singular behavior \( \mathcal{P}_1 \sim (\delta_{j_1} - \mathcal{P}_0) c_j/|x - x_j| \) as \( x \to x_j \) for \( j = 1, \ldots, M \). Therefore, in terms of the Dirac distribution \( \delta(x - x_j) \), we have that \( \mathcal{P}_1 \) satisfies

\[
(3.11) \quad \Delta \mathcal{P}_1 = -4\pi c_1(1 - \mathcal{P}_0) \delta(x - x_1) + 4\pi \mathcal{P}_0 \sum_{i=2}^{M} c_i \delta(x - x_i), \quad x \in \Omega; \quad \partial_n \mathcal{P}_1 = -\kappa \mathcal{P}_0, \quad x \in \partial \Omega.
\]

Upon applying the divergence theorem to (3.11), we obtain in terms of the surface area \( |\partial \Omega| \) of \( \partial \Omega \) that

\[
(3.12) \quad \mathcal{P}_0 = \frac{4\pi c_1}{\gamma}, \quad \gamma \equiv \kappa |\partial \Omega| + 4\pi M \tilde{c}, \quad \tilde{c} \equiv \frac{1}{M} \sum_{i=1}^{M} c_i.
\]

To solve (3.11) we introduce the unique Neumann Green's function \( G(x; \xi) \) and its regular part \( R(\xi) \) satisfying

\[
\Delta G = \frac{1}{|\Omega|} - \delta(x - \xi), \quad x \in \Omega; \quad \partial_n G = 0, \quad x \in \partial \Omega,
\]

\[
(3.13) \quad G(x; \xi) \sim \frac{1}{4\pi |x - \xi|} + R(\xi) + o(1), \quad \text{as } x \to \xi; \quad \int_{\Omega} G(x; \xi) \, dx = 0,
\]

where \( |\Omega| \) denotes the volume of \( \Omega \). In addition, we introduce the function \( P_{1p}(x) \) defined uniquely by

\[
(3.14) \quad \Delta P_{1p} = \frac{|\Omega|}{|\Omega|}, \quad x \in \Omega; \quad \partial_n P_{1p} = 1, \quad x \in \partial \Omega; \quad \int_{\Omega} P_{1p} \, dx = 0.
\]

In terms of \( G \), we use Green's second identity to get

\[
(3.15) \quad P_{1p}(x) = \int_{\partial \Omega} G(x; \xi) \, d\xi, \quad x \in \Omega.
\]

To evaluate \( P_{1p}(x_b) \) for \( x_b \in \partial \Omega \) we can use a limiting process \( P_{1p}(x_b) = \lim_{x \to x_b} \int_{\partial \Omega} G(x; \xi) \, d\xi \).

In terms of \( G \) and \( P_{1p} \), the solution to (3.11) can be decomposed as

\[
(3.16) \quad \mathcal{P}_1(x) = -\kappa \mathcal{P}_0 P_{1p}(x) + 4\pi \sum_{i=1}^{M} c_i \left( \delta_{i1} - \mathcal{P}_0 \right) G(x; x_i) + \chi_1,
\]

where \( \chi_1 \equiv |\Omega|^{-1} \int_{\Omega} \mathcal{P}_1 \, dx \) is a constant to be found. To determine \( \chi_1 \), we must proceed to one higher order in the analysis. To do so, we expand \( \mathcal{P}_1 \) as \( x \to x_j \), to obtain

\[
(3.17 a) \quad \mathcal{P}_1 \sim -\frac{\varepsilon c_j P_0}{|x - x_j|} + \mathcal{P}_{1j} + \chi_1 + \cdots, \quad \text{as } x \to x_j,
\]

where \( \mathcal{P}_{1j} \) is defined in terms of \( R_j \equiv R(x_j) \) and \( G_{ji} \equiv G(x_j; x_i) \) by

\[
(3.17 b) \quad \mathcal{P}_{1j} \equiv -\kappa \mathcal{P}_0 P_{1p}(x_j) + 4\pi c_j \left( \delta_{j1} - \mathcal{P}_0 \right) R_j + 4\pi \sum_{i=1}^{M} c_i \left( \delta_{i1} - \mathcal{P}_0 \right) G_{ji}, \quad j = 1, \ldots, M.
\]

By substituting (3.17a) into the matching condition (3.7), we conclude that \( w_1 \sim \mathcal{P}_{1j} + \chi_1 \) as \( |y_j| \to \infty \). The solution to (3.6b) with this far-field behavior is \( w_1 = (\mathcal{P}_{1j} + \chi_1)(1 - w_{c_j}) \), where \( w_{c_j} \) satisfies (3.9a). Upon using the far-field behavior (3.9b), we calculate that

\[
(3.18) \quad w_1 \sim (\mathcal{P}_{1j} + \chi_1) \left( 1 - \frac{\varepsilon c_j}{|x - x_j|} + \cdots \right), \quad \text{as } |y_j| \to \infty.
\]
Then, upon substituting (3.18) and (3.9 b) into the matching condition (3.7), we obtain that $P_2$ satisfies (3.4) with $k = 2$ subject to the singularity behavior

\begin{equation}
(3.19) \quad P_2 \sim (\delta_{j1} - P_0) \frac{b_j (x - x_j)}{|x - x_j|^3} - \frac{c_j (P_{ij} + \chi_1)}{|x - x_j|}, \quad \text{as} \quad x \to x_j.
\end{equation}

This problem for $P_2$ is equivalent to

\begin{equation}
(3.20) \quad \Delta P_2 = 4\pi \sum_{i=1}^{M} c_i (P_{ii} + \chi_1) \delta(x - x_i) + (\delta_{i1} - P_0) b_i \nabla \delta(x - x_i), \quad x \in \Omega; \quad \partial_n P_2 = -\kappa P_1, \quad x \in \partial \Omega.
\end{equation}

The divergence theorem yields that $4\pi \sum_{i=1}^{M} c_i (P_{ii} + \chi_1) = -\kappa \int_{\partial \Omega} P_1 \, dx$, which is independent of the dipole vectors $b_i$ for $i = 1, \ldots, M$. By using (3.17 b) for $P_{1i}$ we get

\begin{equation}
(3.21) \quad \chi_1 + \frac{\kappa}{4\pi M c} \int_{\partial \Omega} P_1 \, dx = -\frac{1}{M c} \sum_{i=1}^{M} c_i P_{ii} = \frac{\kappa P_0}{M c} c^T P_{1p} - \frac{4\pi c_1}{M c} \left( (\mathcal{G} c)_1 - \frac{P_0}{c_1} c^T \mathcal{G} c \right),
\end{equation}

where we have defined the capacitance vector $c$, the vector $P_{1p}$, and the Green’s matrix $\mathcal{G}$ by

\begin{equation}
(3.22) \quad c = \begin{pmatrix} c_1 \\ \vdots \\ c_M \end{pmatrix}, \quad P_{1p} = \begin{pmatrix} P_{1p}(x_1) \\ \vdots \\ P_{1p}(x_M) \end{pmatrix}, \quad \mathcal{G} = \begin{pmatrix} R_1 & G_{1,2} & \cdots & G_{1,M} \\ G_{2,1} & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & G_{M-1,M} \\ G_{M,1} & \cdots & G_{M,M-1} & R_M \end{pmatrix}.
\end{equation}

In (3.21), $(\mathcal{G} c)_1$ denotes the first entry of the vector $\mathcal{G} c$.

To calculate the boundary integral on the left-hand side of (3.21), we use (3.16) to obtain

\[ \int_{\partial \Omega} P_1 \, dx = -\kappa P_0 \int_{\partial \Omega} P_{1p} \, dx + 4\pi \sum_{i=1}^{M} c_i (\delta_{i1} - P_0) \int_{\partial \Omega} G(x; x_i) \, dx + \chi_1 |\partial \Omega|, \]

where we identify $\int_{\partial \Omega} G(x; x_i) \, dx = P_{1p}(x_i)$ from (3.15). Upon substituting this expression into (3.21) we obtain an algebraic equation for $\chi_1$ that is readily solved. This leads to the following main result.

**Principal Result 3.1:** In the limit $\varepsilon \to 0$, the splitting probability $P$ satisfying (3.1) with $\lambda = \varepsilon \kappa$, is given asymptotically in the outer region $|x - x_j| \gg \mathcal{O}(\varepsilon)$ for $j = 1, \ldots, M$ by

\begin{equation}
(3.23 a) \quad P \sim P_0 + \epsilon P_{1p} + \cdots + \frac{4\pi c_1}{\gamma} + \epsilon \left[ -\kappa P_0 P_{1p}(x) + 4\pi \sum_{i=1}^{M} c_i (\delta_{i1} - P_0) G(x; x_i) + \chi_1 \right] + \cdots.
\end{equation}

Here $\gamma$ and $P_0$ are defined in (3.12), and $\chi_1$ is given by

\begin{equation}
(3.23 b) \quad \chi_1 = P_0 \left( \frac{2\kappa P_0}{c_1} c^T P_{1p} - \kappa P_{1p}(x_1) + \frac{\kappa^2 P_0}{4\pi c_1} \int_{\partial \Omega} P_{1p}(x) \, dx - 4\pi \left[ (\mathcal{G} c)_1 - \frac{P_0}{c_1} c^T \mathcal{G} c \right] \right).
\end{equation}

In (3.23 b) the Green’s matrix $\mathcal{G}$, the capacitance vector $c$, and the vector $P_{1p}$ are defined in (3.22). The Neumann Green’s function $G$ and the function $P_{1p}$ are defined by (3.13) and (3.14), respectively.

For a perfectly reflecting boundary where $\kappa = 0$, the result in (3.23) reduces to that obtained in Principal Result 3.2 of [17]. When the boundary is slightly sticky with $\lambda = \varepsilon \kappa > 0$, we observe (as anticipated) that the leading-order splitting probability $P_0$ is smaller than when $\kappa = 0$. For the regime $\mathcal{O}(1) \ll \kappa \ll \mathcal{O}(\varepsilon^{-1})$, we readily calculate from (3.23) that

\begin{equation}
(3.24) \quad P \sim \frac{4\pi c_1}{\kappa |\partial \Omega|} - \frac{16\pi^2 M c}{\kappa^2 |\partial \Omega|^2} + \epsilon \left[ -\frac{4\pi c_1}{|\partial \Omega|} P_{1p}(x) + 4\pi c_1 G(x; x_1) + \frac{4\pi c_1}{|\partial \Omega|^2} \int_{\partial \Omega} P_{1p} \, dx - \frac{4\pi c_1 P_{1p}(x_1)}{|\partial \Omega|} \right].
\end{equation}
This result is re-derived below in §3.1 after calculating the splitting probability for a strongly sticky boundary where \( \lambda = O(1) \).

We now apply Principal Result 3.1 to the case where \( \Omega \) is a sphere of radius \( L \). Then, as derived in Appendix A of [17], the Neumann Green’s function satisfying (3.13) is given explicitly by

\[
G(x; \xi) = \frac{1}{4\pi|x - \xi|} + \frac{L}{4\pi|x'|} + \frac{1}{4\pi L} \log \left( \frac{2L^2}{L^2 - |x||\xi|\cos \theta + |x'||\xi'| - \xi^2} \right) + \frac{|\xi|^2 - 7}{8\pi L^3} - \frac{7}{10\pi L}.
\]

Here \( x' = xL^2/|x|^2 \) is the image point to \( x \) outside the sphere, and \( \theta \) is the angle between \( \xi \) and \( x \), i.e. \( \cos \theta = x \cdot \xi / |x||\xi| \), where \( \cdot \) denotes the dot product. The regular part \( R(\xi) \) of this Green’s function is

\[
R(\xi) = \frac{L}{4\pi \left( L^2 - |\xi|^2 \right)} + \frac{1}{4\pi L} \log \left( \frac{L^2}{L^2 - |\xi|^2} \right) + \frac{|\xi|^2}{4\pi L^3} - \frac{7}{10\pi L}.
\]

For the radially symmetric case where \( \xi = 0 \), then (3.25a) and (3.25b) reduce to

\[
G(x; 0) = \frac{1}{4\pi|x|} + \frac{|x|^2}{8\pi L^3} - \frac{9}{20\pi L}, \quad R(0) = -\frac{9}{20\pi L}.
\]

In addition, when \( \Omega \) is a sphere of radius \( L \), then \( P_0 \) from (3.12) and the solution \( P_{1p} \) to (3.14) are

\[
P_0 = \frac{c_1}{\kappa L^2 + M \bar{c}}, \quad P_{1p}(x) = \frac{|x|^2}{2L} - \frac{3L}{10},
\]

while from (3.23b) we get

\[
\chi_1 = P_0 \left[ \frac{\kappa P_0}{c_1 L} \sum_{i=1}^{M} c_i |x_i|^2 - 3\kappa P_0 L M \bar{c} + \frac{\kappa^2 P_0 L^3}{5c_1} - \kappa |x|^2 + \frac{3L \kappa}{10} - 4\pi \left( (\mathcal{G}c)_1 - \frac{P_0}{c_1} e^T \mathcal{G} c \right) \right].
\]

Finally, if the \( M \) small traps \( \Omega_{\varepsilon_j} \) for \( j = 1, \ldots, M \) are non-overlapping spheres of radii \( \varepsilon a_j \) centered at \( x_j \) in \( \Omega \) for \( j = 1, \ldots, M \), then we simply set \( c_j = a_j \) in (3.28).

For the simple concentric radially symmetric case of one trap of radius \( \varepsilon \) centered at the origin of a sphere of radius \( L \), so that \( c_1 = 1 \), we have from (3.23a) that

\[
P \sim P_0 + \varepsilon \left[ -\kappa P_0 P_{1p} + 4\pi (1 - P_0) G(r; 0) + \chi_1 \right],
\]

where \( P_0 = 1/\left( \kappa L^2 + 1 \right) \). From (3.28), we get

\[
\chi_1 = P_0 \left[ -\frac{3\kappa P_0 L}{5} + \frac{\kappa^2 P_0 L^3}{5} + \frac{3L \kappa}{10} - 4\pi R(0) (1 - P_0) \right].
\]

Upon substituting (3.26) and (3.27) into (3.29) and (3.30) we obtain, after some algebra, that

\[
P \sim P_0 + \varepsilon \left[ \frac{(1 - P_0)}{|x|} - \frac{P_0^2 \kappa^2 L^3}{x} \right].
\]

We can readily recover (3.31) from the exact result given in (2.15a) for the concentric domain \( \varepsilon \leq |x| \leq L \). If we set \( a = \varepsilon \) and \( \lambda = \varepsilon \kappa \) in (2.15a) and then expand for \( \varepsilon \to 0 \), we readily obtain (3.31).

### 3.1 A Strongly Sticky Boundary

A similar matched asymptotic analysis can be done for (3.1) when \( \lambda = O(1) \). For this case, the probability of reaching the target trap \( \Omega_{\varepsilon_1} \) first is only \( O(\varepsilon) \) when \( |x - x_1| = O(1) \). In the outer region we now expand \( P \) as

\[
P = \varepsilon P_0 + \varepsilon^2 P_1 + \cdots.
\]
Upon substituting this expansion into (3.1), we obtain for $k = 0, 1$ that

$$\Delta P_k = 0, \quad x \in \Omega \backslash \{x_1, \ldots, x_M\}; \quad \partial_n P_k + \lambda P_k = 0, \quad x \in \partial \Omega,$$

with certain singularity conditions as $x \rightarrow x_j$ for $j = 1, \ldots, M$ to be determined.

In the inner region near the target trap, we write $w(y_1) \equiv P(x_1 + \varepsilon y_1)$, with $y_1 \equiv \varepsilon^{-1}(x - x_1)$, and expand

$$w = w_0 + \varepsilon w_1 + \cdots.$$

Upon substituting (3.34) into (3.1) and the PDE of (3.1), we obtain that $w_0$ and $w_1$ satisfy

$$\Delta y w_0 = 0, \quad y_1 \notin \Omega_1; \quad w_0 = 1, \quad y_1 \in \partial \Omega_1,$$

$$\Delta y w_1 = 0, \quad y_1 \notin \Omega_1; \quad w_1 = 0, \quad y_1 \in \partial \Omega_1.$$

The matching condition as $x \rightarrow x_1$ and $|y_1| \rightarrow \infty$ is that

$$\varepsilon P_0 + \varepsilon^2 P_1 + \cdots \sim w_0 + \varepsilon w_1 + \cdots.$$

The leading order matching condition is that $w_0 \rightarrow 0$ as $|y_1| \rightarrow \infty$. From (3.35a), we conclude that $w_0 = w_{c1}$, where $w_{c1}$ satisfies (3.9) with $j = 1$. Hence, by using (3.9b), and writing the result in outer variables, we obtain that

$$w_0 \sim \frac{\varepsilon c_1}{|x - x_1|} + \frac{\varepsilon^2 b_1(x - x_1)}{|x - x_1|^3} + \cdots \quad \text{as} \quad |y_1| \rightarrow \infty.$$

From the matching condition (3.36) this yields that

$$P_0 \sim \frac{c_1}{|x - x_1|}, \quad \text{as} \quad x \rightarrow x_1.$$

Since $P = O(\varepsilon)$ in the outer region, while $P = 0$ on the boundary of each of the $M - 1$ non-target traps, we have that $w = O(\varepsilon)$ in the inner region near these traps. Therefore, for the non-target traps, we pose a modified inner expansion

$$w = \varepsilon w_1 + \varepsilon^2 w_2 + \cdots,$$

so that for $j = 2, \ldots, M$, we have

$$\Delta y w_1 = 0, \quad y_1 \notin \Omega_j; \quad w_1 = 0, \quad y_1 \in \partial \Omega_j.$$

The matching condition for $j = 2, \ldots, M$ when $x \rightarrow x_j$ and $|y_j| \rightarrow \infty$ is that

$$\varepsilon P_0 + \varepsilon^2 P_1 + \cdots \sim \varepsilon w_1 + \varepsilon^2 w_2 + \cdots.$$

The leading-order matching condition is that $w_1 \rightarrow P_0(x_j)$ as $|y_j| \rightarrow \infty$ for $j = 2, \ldots, N$. The solution is $w_1 = P_0(x_j)(1 - w_{c_j})$, which yields the far-field behavior

$$\varepsilon w_1 \sim \varepsilon P_0(x_j) \left(1 - \frac{\varepsilon c_j}{|x - x_j|} + \cdots\right), \quad \text{as} \quad |y_j| \rightarrow \infty, \quad j = 2, \ldots, M,$$

when written in outer variables. From the matching condition (3.41), we conclude that

$$P_1 \sim -\frac{P_0(x_j)c_j}{|x - x_j|}, \quad \text{as} \quad x \rightarrow x_j, \quad \text{for} \quad j = 2, \ldots, M.$$

We conclude that $P_0$ satisfies (3.33) with $k = 0$, subject to the singularity behavior (3.38) as $x \rightarrow x_1$, while $P_0$ has no singularity at $x_j$ for $j = 2, \ldots, M$. The solution to this problem is

$$P_0 = 4\pi c_1 G(\lambda(x; x_1));$$
where $G_\lambda(x;\xi)$ is the Green’s function, with regular part $R_\lambda(\xi)$, satisfying

\[(3.45)\quad \Delta G_\lambda = -\delta(x - \xi), \quad x \in \Omega; \quad \partial_n G_\lambda + \lambda G_\lambda = 0, \quad x \in \partial\Omega; \quad G_\lambda(x;\xi) \sim \frac{1}{4\pi|x - \xi|} + R_\lambda(\xi), \quad \text{as } x \to \xi.\]

By expanding $P_0$ as $x \to x_1$ we obtain from the matching condition (3.36) for the target trap that

\[(3.46)\quad w_1 \sim 4\pi c_1 R_\lambda(x_1), \quad \text{as } |y_1| \to \infty.\]

The solution to (3.35 $b$) with this behavior is $w_1 = 4\pi c_1 R_\lambda(x_1)(1 - w_{c1})$. Next, we use the far-field behavior (3.9 $b$) of $w_{c1}$ to obtain in terms of outer variables that

\[(3.47)\quad \varepsilon w_1 \sim 4\pi c_1 R_\lambda(x_1) - \frac{4\pi \varepsilon^2 c_1^2}{|x - x_1|^2} R_\lambda(x_1), \quad \text{as } |y_1| \to \infty.\]

We substitute (3.47) and (3.37) into the matching condition (3.36), and then identify the $O(\varepsilon^2)$ term to obtain the following singularity behavior for $P_1$ at the target trap:

\[(3.48)\quad P_1 \sim \frac{4\pi c_1^2}{|x - x_1|^2} R_\lambda(x_1) + \frac{b_1 \cdot (x - x_1)}{|x - x_1|^3}, \quad \text{as } x \to x_1.\]

For the non-target traps, the singularity behavior of $P_1$ is (3.43) where $P_0(x_j) = 4\pi c_1 G_\lambda(x_j; x_1)$.

The problem (3.33) with $k = 1$ for $P_1$ with singularity behavior (3.48) and (3.43) at the target and non-target traps, respectively, can be written in terms of the Dirac delta function as

\[(3.49)\quad \Delta P_1 = 16\pi^2 c_1^2 R_\lambda(x_1) \delta(x - x_1) - 4\pi b_1 \cdot \nabla x_1 \delta(x - x_1) + 4\pi \sum_{i=2}^M c_i P_0(x_i) \delta(x - x_i), \quad x \in \Omega, \quad \partial_n P_1 + \lambda P_1 = 0, \quad x \in \partial\Omega.\]

The solution to (3.49) can be written in terms of $G_\lambda$. We summarize our result as follows.

**Principal Result 3.2:** In the limit $\varepsilon \to 0$, the splitting probability $P$ satisfying (3.1) with $\lambda = O(1)$ is given asymptotically in the outer region $|x - x_j| \gg O(\varepsilon)$ for $j = 1, \ldots, M$ by

\[(3.50)\quad P \sim 4\pi \varepsilon c_1 G_{\lambda}(x; x_1) + \varepsilon^2 \left[ -16\pi^2 c_1^2 R_\lambda(x_1) G_{\lambda}(x; x_1) + 4\pi b_1 \cdot \nabla x_1 G_{\lambda}(x; x_1) - 16\pi^2 c_1 \sum_{i=2}^M c_i G_{\lambda}(x_i; x_1) G_\lambda(x; x_i) \right].\]

In (3.50) the Green’s function $G_\lambda$ and its regular part $R_\lambda$ satisfy (3.45).

Finally, we let $\lambda \ll 1$ in (3.50) and we show that (3.50) makes a uniformly valid transition to the result given in (3.24) for a slightly sticky boundary when $\kappa \gg 1$. We assume that $O(\varepsilon) \ll \lambda \ll O(1)$. For $\lambda \ll 1$ we calculate $G_\lambda$ from (3.45) by expanding $G_\lambda \sim \lambda^{-1} \hat{G}_0 + \lambda \hat{G}_1 + \cdots$. We substitute this expansion into (3.45) and collect powers of $\lambda$ to get

\[(3.51)\quad \Delta \hat{G}_0 = -\delta(x - \xi), \quad x \in \Omega; \quad \partial_n \hat{G}_0 = -A, \quad x \in \partial\Omega.\]

From the $\hat{G}_1$ problem we must impose that $\int_{\partial\Omega} \hat{G}_0 \, dx = 0$. The divergence theorem then yields $A = 1/|\partial\Omega|$. The solution to (3.51) is readily calculated in terms of an arbitrary constant $\mu$ as

\[(3.52)\quad \hat{G}_0(x;\xi) = G(x;\xi) - \frac{1}{|\partial\Omega|} P_{1P}(x) + \mu,\]

where $G(x;\xi)$ is the Neumann Green’s function of (3.13) and $P_{1P}(x)$ is the solution to (3.14). The constant $\mu$ is determined from the condition $\int_{\partial\Omega} \hat{G}_0 \, dx = 0$. In this way, we obtain for $\lambda \ll 1$ that

\[(3.53)\quad G_\lambda(x;\xi) \sim \frac{1}{\lambda|\partial\Omega|} + G(x;\xi) - \frac{1}{|\partial\Omega|} P_{1P}(x) - \frac{1}{|\partial\Omega|} P_{1P}(\xi) + \frac{1}{|\partial\Omega|^2} \int_{\partial\Omega} P_{1P} \, dx.\]
Finally, upon substituting (3.53) and $R_\lambda \sim 1/(\lambda|\Omega|)$ into (3.50), we obtain for $O(\varepsilon) \ll \lambda \ll O(1)$ that

\begin{equation}
(3.54) \quad P \sim \frac{4\pi c_1\varepsilon}{\lambda|\partial\Omega|} - \frac{16\pi^2\varepsilon^2 c_1 M\varepsilon}{\lambda^2|\partial\Omega|^2} + \varepsilon \left[ -\frac{4\pi c_1}{|\partial\Omega|} P_{1p}(x) + 4\pi c_1 G(x; x_1) + \frac{4\pi c_1}{|\partial\Omega|^2} \int_{\partial\Omega} P_{1p} \, dx \right].
\end{equation}

Upon replacing $\lambda$ by $\lambda = \varepsilon \kappa$ in (3.54) we recover (3.24). Therefore, the result in Principal Result 3.2 provides a uniformly valid transition to that in Principal Result 3.1 when $\lambda$ satisfies $O(\varepsilon) \ll \lambda \ll O(1)$.

## 4 Conditional Mean First Passage Time

In this section we calculate the mean first passage time (MFPT) conditional on the diffusing particle reaching the target $\Omega_\varepsilon$. Assuming a weakly sticky boundary, this conditional MFPT satisfies

\begin{equation}
(4.1) \quad \Delta [\mathcal{P}T] = -\frac{\mathcal{P}}{D}, \quad x \in \Omega \setminus \Omega_p; \quad \partial_n [\mathcal{P}T] + \varepsilon \kappa [\mathcal{P}T] = 0, \quad x \in \partial\Omega,
\end{equation}

\begin{equation}
(4.1) \quad \mathcal{P}T = 0, \quad x \in \partial\Omega_\varepsilon, \quad \mathcal{P}T \rightarrow 0, \quad x \in \partial\Omega_j, \quad j = 2, \ldots, M.
\end{equation}

Here $\mathcal{P}$ is the splitting probability satisfying (3.1) when $\lambda = \varepsilon \kappa$, as given asymptotically in Principal Result 3.1. Since $\mathcal{P} = 0$ on $\partial\Omega_\varepsilon$ for $j = 2, \ldots, M$, the condition in (4.1 b) on the non-target traps is a boundedness condition on $T$.

To analyze (4.1), it is convenient to define a new variable $U$ by

\begin{equation}
(4.2) \quad T = U/\mathcal{P},
\end{equation}

so that from (4.1), $U$ satisfies

\begin{equation}
(4.3) \quad \Delta U = -\frac{\mathcal{P}}{D}, \quad x \in \Omega \setminus \Omega_p; \quad \partial_n U + \varepsilon \kappa U = 0, \quad x \in \partial\Omega,
\end{equation}

\begin{equation}
(4.3) \quad U = 0, \quad x \in \partial\Omega_j; \quad U \rightarrow 0, \quad x \in \partial\Omega_j, \quad j = 2, \ldots, M.
\end{equation}

As a remark, if we set $\mathcal{P} \equiv 1$ in (4.3 a) then $U$ is the MFPT for a diffusing particle to be captured at any one of the traps or on the sticky boundary. This observation is exploited below in §5.

We now solve (4.3) by the method of matched asymptotic expansions. In the outer region, defined at $O(1)$ distances away from the traps, we expand $U$ as

\begin{equation}
(4.4) \quad U = \varepsilon^{-1}U_0 + U_1 + \varepsilon U_2 + \cdots,
\end{equation}

where $U_0$ is an unknown constant. We expand $\mathcal{P} = \mathcal{P}_0 + \varepsilon \mathcal{P}_1 + \cdots$ and use (4.3 a), to obtain that $\mathcal{P}_k$ for $k = 1, 2$ satisfies

\begin{equation}
(4.5) \quad \Delta \mathcal{P}_k = -\frac{\mathcal{P}_{k-1}}{D}, \quad x \in \Omega \setminus \{x_1, \ldots, x_M\}; \quad \partial_n \mathcal{P}_k = -\kappa \mathcal{P}_{k-1}, \quad x \in \partial\Omega,
\end{equation}

subject to singularity conditions as $x \to x_j$ for $j = 1, \ldots, M$ that are to be determined.

In the inner region near the $j$-th trap, we write $u(y_j) \equiv U(x_j + \varepsilon y_j)$, with $y_j \equiv \varepsilon^{-1}(x - x_j)$, and expand

\begin{equation}
(4.6) \quad u = \varepsilon^{-1}u_0 + u_1 + \varepsilon u_2 + \cdots.
\end{equation}

Upon substituting (4.6) into (4.3 b) and the PDE of (4.3 a), we obtain that $u_k$ for $k = 0, 1$ satisfies

\begin{equation}
(4.7) \quad \Delta_y u_k = 0, \quad y_j \notin \Omega_j; \quad u_k = 0, \quad y_j \in \partial\Omega_j,
\end{equation}

for $j = 1, \ldots, M$. The matching condition between the inner and outer solutions is that

\begin{equation}
(4.8) \quad \varepsilon^{-1}U_0 + U_1 + \varepsilon U_2 + \cdots \sim \varepsilon^{-1}u_0 + u_1 + \varepsilon u_2 + \cdots,
\end{equation}

as $x \to x_j$ and $|y_j| \to \infty$, for each $j = 1, \ldots, M$. 

The leading order matching condition is $u_0 \to U_0$ as $|y_j| \to \infty$. We conclude from (4.7) that $u_0 = U_0(1 - w_{c_j})$, where $w_{c_j}$ satisfies (3.9a). From (3.9b), the far-field behavior of $u_0$, when written in outer variables, is

$$
(4.9) \quad u_0 \sim U_0 \left(1 - \frac{\varepsilon c_j}{|x - x_j|} - \frac{\varepsilon^2 b_j \cdot (x - x_j)}{|x - x_j|^3} + \cdots \right) \quad \text{as } |y_j| \to \infty.
$$

The matching condition (4.8) then yields that $U_1 \sim c_j U_0 / |x - x_j|$ as $x \to x_j$. From (4.5) with $k = 1$, we get that

$$
(4.10) \quad \Delta U_1 = -\frac{P_0}{D} + 4\pi U_0 \sum_{i=1}^{M} c_i \delta(x - x_i), \quad x \in \Omega; \quad \partial_{\nu} U_1 = -\kappa U_0, \quad x \in \partial \Omega.
$$

Upon applying the divergence theorem to (4.10), and recalling (3.12) for $P_0$, we calculate $U_0$ as

$$
(4.11) \quad U_0 = \frac{P_0 |\Omega|}{D\gamma} = \frac{4\pi c_1 |\Omega|}{D\gamma^2}, \quad \gamma = \kappa |\partial \Omega| + 4\pi M \bar{c}.
$$

The solution to (4.10) is decomposed in terms of $G$ and $P_{1p}$, satisfying (3.13) and (3.14), as

$$
(4.12) \quad U_1(x) = -4\pi U_0 \sum_{i=1}^{M} c_i G(x; x_i) - \kappa U_0 P_{1p}(x) + \bar{\mu}_1,
$$

where $\bar{\mu}_1 \equiv |\Omega|^{-1} \int_{\Omega} U_1 \, dx$ is a constant to be found. The constant $\bar{\mu}_1$ is calculated in Appendix A from a solvability condition on the problem for $U_2$. This leads to the following main result:

**Principal Result 4.1**: In the limit $\varepsilon \to 0$, the solution $U$ to (4.3) is given asymptotically in the outer region $|x - x_j| \gg \mathcal{O}(\varepsilon)$ for $j = 1, \ldots, M$ by

$$
(4.13 a) \quad U \sim \frac{U_0}{\varepsilon} + U_1 + \cdots = \frac{4\pi c_1 |\Omega|}{D\gamma^2 \varepsilon} + \left(-4\pi U_0 \sum_{i=1}^{M} c_i G(x; x_i) - \kappa U_0 P_{1p}(x) + \bar{\mu}_1 \right) + \cdots.
$$

Here $\gamma$ is defined in (4.11) and $\bar{\mu}_1$ is given by

$$
(4.13 b) \quad \bar{\mu}_1 = \frac{4\pi U_0}{\gamma} \left[ 4\pi c^T \bar{G} c + 2\kappa c^T P_{1p} + \frac{\kappa^2}{4\pi} \int_{\partial \Omega} P_{1p} \, dx + \frac{\chi_1 |\Omega|}{4\pi \gamma D M} \right].
$$

In (4.13b) the Green’s matrix $\bar{G}$, the capacitance vector $c$, and the vector $P_{1p}$ are defined in (3.22), while $\chi_1$ is defined in (3.23b). The Neumann Green’s function $G$ and the function $P_{1p}$ are defined by (3.13) and (3.14), respectively.

We now use this result together with (4.2) to calculate the conditional mean first passage time $T$ in the outer region. By expanding $T = \varepsilon^{-1} T_0 + T_1 + \cdots$, we obtain from (4.2) that

$$
(4.14) \quad T_0 = \frac{U_0}{P_0} = \frac{|\Omega|}{D\gamma}, \quad T_1 = -\frac{P_0 U_0}{P_0^2} + \frac{U_1}{P_0},
$$

with $P_0 = 4\pi c_1 / \gamma$. Upon substituting $P_j$ and $U_j$ for $j = 0, 1$ as given in (3.23) and (4.13), respectively, into (4.14), we can identify $T_1$ after some algebraic manipulations. This leads to one of our main results:

**Principal Result 4.2**: In the limit $\varepsilon \to 0$, the conditional MFPT $T$ satisfying (4.1) is given asymptotically in the outer region $|x - x_j| \gg \mathcal{O}(\varepsilon)$ for $j = 1, \ldots, M$ by

$$
(4.15 a) \quad T \sim \frac{T_0}{\varepsilon} + T_1 + o(1) = \frac{|\Omega|}{D\gamma \varepsilon} + \left(-\frac{|\Omega|}{D} G(x; x_1) + \bar{T}_1 \right) + o(1).
$$

Here, $\bar{T}_1$ defined in terms of $\chi_1$ and $\bar{\mu}_1$ of (3.23b) and (4.13b), respectively, is given by

$$
(4.15 b) \quad \bar{T}_1 = \frac{\bar{\mu}_1}{P_0} - \frac{U_0 \chi_1}{P_0} = \frac{4\pi D T_0^2}{|\Omega|} \left[ J(x_1, \ldots, x_M) + \frac{\kappa^2}{4\pi} \int_{\partial \Omega} P_{1p} \, dx \right], \quad J(x_1, \ldots, x_M) = 4\pi c^T \bar{G} c + 2\kappa c^T P_{1p}.
$$
We remark that the function $J(x_1, \ldots, x_M)$ in (4.15 b) depends on the trap locations, and their associated capacitances, and the boundary sticky parameter $\kappa$. In terms of $T_0$ and $\bar{T}_1$, the average conditional MFPT, labeled as $(\bar{T})$, is given by

\[\langle T \rangle = \frac{\int_{\Omega} \mathcal{P} T\, dx}{\int_{\Omega} \mathcal{P} \, dx} = \frac{\int_{\Omega} \mathcal{U} \, dx}{\int_{\Omega} \mathcal{P} \, dx} \sim \frac{\varepsilon^{-1} U_0|\Omega| + \mu_1|\Omega|}{\mathcal{P}_0|\Omega| + \varepsilon \chi_1|\Omega|} \sim \frac{U_0}{\mathcal{P}_0} + \left(\frac{\mu_1}{\mathcal{P}_0} - \frac{U_0 \chi_1}{\mathcal{P}_0^2}\right) + \cdots = \frac{T_0}{\varepsilon} + \bar{T}_1 + \cdots.\]

To illustrate (4.15), let $\Omega$ be a sphere of radius $L$ containing $M$ small spherical traps of radii $\varepsilon a_j$ centered at $x_j \in \Omega$ for $j = 1, \ldots, M$. Then, we set $c_j = a_j$ in (4.15 b) and use (3.27) for $P_{1p}$. In this way, (4.15) reduces to

\[\mathbb{T} \sim \frac{T_0}{\varepsilon} - \frac{4\pi L^3}{3D} G(x; x_1) + \frac{3D T_0^2}{L^3} \left[4\pi aT G a + \kappa \sum_{i=1}^{M} a_i |x_i|^2 - \frac{3\kappa LM a^2}{5} + \frac{\kappa^2 L^3}{5}\right] + o(1),\]

where $T_0 = L^3/[3D(L^2\kappa + aM)]$ and $aT = (a_1, \ldots, a_M)$. In (4.16), the Green’s matrix $G$ and $G(x; x_1)$ can be calculated explicitly from (3.25). For the radially symmetric concentric sphere case, where $\Omega = \{|x| \varepsilon < |x| < L\}$, we set $M = 1$ and $c_1 = 1$ in (4.16) and use (3.26) for $G$ and $R$. This yields,

\[\mathbb{T} \sim \frac{L^3}{3\varepsilon (1 + \kappa L^2)} + \frac{1}{6D} \left(-r^2 - \frac{2L^3}{r}\right) + \frac{\kappa L^4}{3D (1 + \kappa L^2)^2} \left(3 + 2\kappa L^2\right) + o(1).\]

As a partial validation of (4.15), we show that (4.17) can be recovered from the exact solution for $\mathbb{T}$ given in (2.15 b) for concentric spheres. To do so, we set $a = \varepsilon$ and $\lambda = \varepsilon \kappa$ in (2.15 b), and expand the resulting expression for $\varepsilon \ll 1$ to obtain

\[\mathbb{T} \sim \frac{1}{6D} \left(r^2 (2L - r)\right) - \frac{L}{3Dr} (L - r)^2 + \frac{L}{3D\varepsilon \left[(1 + \kappa L^2) - \varepsilon \kappa L\right]} \left(\frac{L^2 - 2\varepsilon L}{r}\right),\]

\[\sim \frac{L^3}{3\varepsilon (1 + \kappa L^2)} + \frac{1}{6D} \left(-r^2 - \frac{2L^3}{r} + 4L^2\right) + \frac{1}{3D (1 + \kappa L^2)} \left(-2L + \frac{\kappa L^3}{1 + \kappa L^2}\right)\]

By re-arranging this last expression we readily obtain (4.17).

Next, we briefly discuss the solution for $\mathbb{T}$ in the inner region near the $j$-th trap. In the inner region near the non-target traps $j = 2, \ldots, M$, we have $\mathcal{U} \sim \varepsilon^{-1} U_0 = \varepsilon^{-1} U_0(1 - w_{cj})$ and $\mathcal{P} \sim w_0 = \mathcal{P}_0(1 - w_{cj})$ from (3.8). Therefore, we have that $\mathbb{T} \equiv \mathcal{U}/\mathcal{P} \sim \mathcal{U}_0/(\varepsilon \mathcal{P}_0) = T_0/\varepsilon$ in the inner region near the non-target traps, where $T_0 = |\Omega|/(D \gamma \varepsilon)$ from (4.15 a). However, near the target trap $\Omega_{c_1}$, we have $\mathcal{U} \sim \varepsilon^{-1} U_0 = \varepsilon^{-1} U_0(1 - w_{cj})$ and $\mathcal{P} \sim w_0 = \mathcal{P}_0 + (1 - \mathcal{P}_0)w_{cj}$ from (3.8), so that $\mathbb{T} \equiv \varepsilon^{-1} T_0(1 - w_{c_1})/(1 + (1 - \mathcal{P}_0)w_{c_1}/\mathcal{P}_0)$. In particular, if $\Omega_{c_1}$ is a sphere of radius $\varepsilon a_1$, then we get in the inner region near the target trap $\Omega_{c_1}$ that

\[\mathbb{T} \sim \frac{T_0}{\varepsilon} \left[1 - \frac{a_1}{|y_1|}\right] \left[1 + \left(\frac{1 - \mathcal{P}_0}{\mathcal{P}_0}\right) \frac{a_1}{|y_1|}\right]^{-1},\]

where $T_0$ and $\mathcal{P}_0$ are given in (4.15 a) and (3.12), respectively.

### 4.1 Conditional Second Moment and Variance

Next, we calculate the conditional second moment $T_2$ satisfying

\[\Delta [\mathcal{P} T_2] = -\frac{2 \mathcal{P} T_2}{D}, \quad \mathbf{x} \in \Omega \setminus \Omega_p; \quad \partial_n [\mathcal{P} T_2] + \varepsilon \kappa [\mathcal{P} T_2] = 0, \quad \mathbf{x} \in \partial \Omega,\]

\[\mathcal{P} T_2 = 0, \quad \mathbf{x} \in \partial \Omega_c; \quad \mathcal{P} T_2 \rightarrow 0, \quad \mathbf{x} \in \partial \Omega_c, \quad j = 2, \ldots, M.\]

Here $\mathcal{P}$ and $\mathbb{T}$ is the splitting probability and conditional MFPT satisfying (3.1) and (4.1) when $\lambda = \varepsilon \kappa$, which were given asymptotically in Principal Results 3.1 and 4.2, respectively. To analyze (4.19), it is convenient to introduce $V$ by

\[T_2 = \mathcal{V}/\mathcal{P}.\]
Upon recalling that $\mathcal{U} = \mathcal{P} + \epsilon \mathcal{U}_1 + \cdots$ from (4.2), we get that $\mathcal{V}$ satisfies

\begin{align*}
(4.21 \ a) & \quad \Delta \mathcal{V} = -\frac{2\mathcal{U}}{D}, \quad x \in \Omega \setminus \Omega_p; \quad \partial_n \mathcal{V} + \epsilon \kappa \mathcal{V} = 0, \quad x \in \partial \Omega, \\
(4.21 \ b) & \quad \mathcal{V} = 0, \quad x \in \partial \Omega_1; \quad \mathcal{V} \to 0, \quad x \in \partial \Omega_j, \quad j = 2, \ldots, M.
\end{align*}

We now solve (4.21) by the method of matched asymptotic expansions. Since $\mathcal{U} = \epsilon^{-1}\mathcal{U}_0 + \mathcal{U}_1 + \cdots$ in the outer region, as given in Principal Result 4.1, we expand $\mathcal{V}$ in the outer region as

\begin{equation}
\mathcal{V} = \epsilon^{-2}\mathcal{V}_0 + \epsilon^{-1}\mathcal{V}_1 + \mathcal{V}_2 + \cdots,
\end{equation}

where $\mathcal{V}_0$ is an unknown constant. From (4.21 a), we obtain that $\mathcal{V}_k$ for $k = 1, 2$ satisfies

\begin{equation}
\Delta \mathcal{V}_k = -\frac{2\mathcal{U}_{k-1}}{D}, \quad x \in \Omega \setminus \{x_1, \ldots, x_M\}; \quad \partial_n \mathcal{V}_k = -\kappa \mathcal{V}_{k-1}, \quad x \in \partial \Omega,
\end{equation}

subject to singularity conditions as $x \to x_j$ for $j = 1, \ldots, M$ that are to be determined.

In the inner region near the $j$-th trap, we expand the inner solution $v(y_j) \equiv \mathcal{V}(x_j + \epsilon y_j)$, with $y_j \equiv \epsilon^{-1}(x - x_j)$, as

\begin{equation}
v = \epsilon^{-2}v_0 + \epsilon^{-1}v_1 + v_2 + \cdots.
\end{equation}

Upon substituting (4.24) into (4.21 b) and the PDE of (4.21 a), we obtain that $v_k$ for $k = 0, 1$ satisfies

\begin{equation}
\Delta_y v_k = 0, \quad y_j \not\in \Omega_j; \quad v_k = 0, \quad y_j \in \partial \Omega_j, \quad j = 1, \ldots, M.
\end{equation}

The matching condition between the inner and outer solutions is that for $x \to x_j$ and $|y_j| \to \infty$,

\begin{equation}
\epsilon^{-2}\mathcal{V}_0 + \epsilon^{-1}\mathcal{V}_1 + \mathcal{V}_2 + \cdots \sim \epsilon^{-2}v_0 + \epsilon^{-1}v_1 + v_2 + \cdots.
\end{equation}

The leading order matching condition is that $v_0 \to \mathcal{V}_0$ as $|y_j| \to \infty$. From (4.25), we conclude that $v_0 = \mathcal{V}_0(1 - w_{c,j})$, where $w_{c,j}$ satisfies (3.9 a). Upon using the far-field behavior of $w_{c,j}$ from (3.9 b), we obtain in terms of outer variables that

\begin{equation}
v_0 \sim \mathcal{V}_0 \left(1 - \frac{\epsilon c_j}{|x - x_j|} - \frac{\epsilon^2 b_j(x - x_j)}{|x - x_j|^3} + \cdots \right) \quad \text{as} \quad |y_j| \to \infty.
\end{equation}

Then, from (4.26) we obtain $\mathcal{V}_1 \sim -c_j \mathcal{V}_0/(|x - x_j|)$ as $x \to x_j$ for $j = 1, \ldots, M$. From (4.23) with $k = 1$, we conclude that

\begin{equation}
\Delta \mathcal{V}_1 = -\frac{2\mathcal{U}_0}{D} + 4\pi \mathcal{V}_0 \sum_{i=1}^M c_i \delta(x - x_i), \quad x \in \Omega; \quad \partial_n \mathcal{V}_1 = -\kappa \mathcal{V}_0, \quad x \in \partial \Omega.
\end{equation}

Upon applying the divergence theorem to (4.28), and recalling (4.11) for $\mathcal{U}_0$, we calculate $\mathcal{V}_0$ as

\begin{equation}
\mathcal{V}_0 = \frac{2\mathcal{U}_0 |\Omega|}{D \gamma} = \frac{8\pi c_1 |\Omega|^2}{D^2 \gamma^3}, \quad \gamma \equiv |\kappa| |\partial \Omega| + 4\pi M \bar{c}.
\end{equation}

The solution to (4.28) is written in terms of the Neumann Green’s function $G$ of (3.13) and $P_{1p}$ of (3.14), as

\begin{equation}
\mathcal{V}_1(x) = -4\pi \mathcal{V}_0 \sum_{i=1}^M c_i G(x; x_i) - \kappa \mathcal{V}_0 P_{1p}(x) + \bar{v}_1,
\end{equation}

where $\bar{v}_1 \equiv |\Omega|^{-1} \int_{\Omega} \mathcal{V}_1 \, dx$ is a constant to be found. The constant $\bar{v}_1$ is calculated in Appendix B from a solvability condition on the problem for $\mathcal{V}_2$. In this way, in the outer region the solution $\mathcal{V}$ to (4.21) is given asymptotically by

\begin{equation}
\mathcal{V} \sim \epsilon^{-2}\mathcal{V}_0 + \epsilon^{-1}\mathcal{V}_1 + O(1) = \frac{8\pi c_1 |\Omega|^2}{D^2 \gamma^3 \epsilon^2} + \epsilon^{-1} \left(-4\pi \mathcal{V}_0 \sum_{i=1}^M c_i G(x; x_i) - \kappa \mathcal{V}_0 P_{1p}(x) + \bar{v}_1 \right) + O(1).
\end{equation}
Here \( \gamma \) is defined in (4.29) and \( \bar{\nu}_1 \) is given in terms of \( \bar{\mu}_1 \) of (4.13 b) and \( J \) of (4.15 b) as

\[
(4.31 \text{b}) \quad \bar{\nu}_1 = \frac{4\pi \nu_0}{\gamma} \left[ J(x_1, \ldots, x_M) + \frac{\kappa^2}{4\pi} \int_{\partial \Omega} P_{1p} \, dx + \frac{\bar{\mu}_1|\Omega|}{2\pi D\nu_0} \right].
\]

We now use (4.31) to calculate the conditional second moment \( T_2 \) in the outer region from (4.20). By expanding \( T_2 = \varepsilon^{-2}T_{20} + \varepsilon^{-1}T_{21} + \cdots \), we obtain that

\[
(4.32) \quad T_{20} = \frac{\nu_0}{\mathcal{P}_0} = \frac{2|\Omega|^2}{D^2\gamma^2}, \quad T_{21} = -\frac{\mathcal{P}_1\nu_0}{\mathcal{P}_0^2} + \frac{\nu_1}{\mathcal{P}_0},
\]

with \( \mathcal{P}_0 = 4\pi\epsilon_1/\gamma \). Upon substituting \( \mathcal{P}_j \) and \( \nu_j \) for \( j = 0, 1 \) as given in (3.23 a) and (4.31), respectively, into (4.32), we can identify \( T_{21} \) after a lengthy, but straightforward, calculation. We summarize the result as follows:

**Principal Result 4.3:** In the limit \( \varepsilon \to 0 \), the conditional second moment \( T_2 \) satisfying (4.19) is given asymptotically in the outer region \( |x - x_j| \gg O(\varepsilon) \) for \( j = 1, \ldots, M \) by

\[
(4.33 \text{a}) \quad T_2 \sim \varepsilon^{-2}T_{20} + \varepsilon^{-1}T_{21} + \mathcal{O}(1) = \frac{2\varepsilon^{-2}|\Omega|^2}{D^2\gamma^2} + \varepsilon^{-1} \left( -\frac{2|\Omega|^2}{D^2\gamma} \frac{\partial}{\partial \Omega} G(x; x_1) + \bar{T}_{21} \right) + \mathcal{O}(1).
\]

Here, \( \bar{T}_{21} \), defined in terms of \( \chi_1, \bar{\nu}_1, \) and \( J \) in (3.23 b), (4.31 b), and (4.15 b), respectively, is given by

\[
(4.33 \text{b}) \quad \bar{T}_{21} = \frac{\bar{\nu}_1}{\mathcal{P}_0} - \frac{\nu_0\chi_1}{\mathcal{P}_0^2} = \frac{16\pi|\Omega|^2}{D^2\gamma^3} \left[ J(x_1, \ldots, x_M) + \frac{\kappa^2}{4\pi} \int_{\partial \Omega} P_{1p} \, dx \right].
\]

The second moment \( T_2 \) can be used to calculate the conditional variance \( \mathcal{V} \) defined by \( \mathcal{V} = T_2 - T^2 \). Since \( T_2 = \varepsilon^{-2}T_{20} + \varepsilon^{-1}T_{21} + \mathcal{O}(1) \) and \( T = \varepsilon^{-1}T_0 + \varepsilon^{-1}T_1 + \mathcal{O}(1) \), we calculate that

\[
\mathcal{V} = T_2 - T^2 \sim \varepsilon^{-2} (T_{20} - T_0^2) + \varepsilon^{-1} (T_{21} - 2T_0T_1) + \mathcal{O}(1).
\]

Upon using (4.15) and (4.33) for \( T_j \) and \( T_{2j} \), respectively, for \( j = 0, 1 \), we calculate for \( \varepsilon \to 0 \) in the outer region that

\[
(4.34) \quad \mathcal{V} \sim \varepsilon^{-2}|\Omega|^2 + \frac{8\pi\varepsilon^{-1}|\Omega|^2}{D^2\gamma^3} \left[ J(x_1, \ldots, x_M) + \frac{\kappa^2}{4\pi} \int_{\partial \Omega} P_{1p} \, dx \right] + \mathcal{O}(1).
\]

We conclude from (4.34) that the first two terms in the asymptotic expansion of \( \mathcal{V} \) are independent of the starting point \( x \) of the random walk and of the specific target trap. The first term in \( \mathcal{V} \) is independent of the locations of the traps, while the second term in \( \mathcal{V} \) depends on the trap locations through \( J \). The minimum of \( \mathcal{V} \) occurs at the trap configuration that minimizes \( J \). The objective function \( J \) depends on two terms; the inter-trap interaction term \( c^T \mathcal{G} c \) involving the Green’s matrix \( \mathcal{G} \), which is minimized when the traps are equi-distributed in the domain, and the boundary interaction term \( 2\kappa c^T \mathcal{P}_{1p} \) which is large when either \( \kappa \) is large or when the traps are close to the boundary. In Fig. 5b, for several values of the boundary stickiness parameter \( \kappa \), we plot \( J \) for the case where 20 small traps are placed at the vertices of a dodecahedron of radius \( \rho \) that is concentric with the unit sphere. The locations of the traps for \( \rho = 0.7 \) are shown in Fig. 5a. As expected, the results show that for each \( \kappa > 0 \), \( J \) versus \( \rho \) has a minimum at some \( \rho \) in \( 0 < \rho < 1 \), with the location of this minimum radius decreasing as \( \kappa \) increases.
Conditional First Passage Times to Small Traps

Figure 5. Dodecahedron calculations. Small traps are placed at the vertices of a dodecahedron inscribed on a sphere of radius $0 < \rho < 1$ that lies concentrically within the larger sphere of radius $L = 1$. a. The geometry is shown for $\rho = 0.7$. b. We plot $J(x_1, \ldots, x_M)$ as a function of the radius of the dodecahedron, for a range of boundary stickiness $\kappa = 0, 10, 20, 30, 40, 50$.

5 Mean First Passage Time, Second Moment, and Variance

In this section we calculate the MFPT, $T_g$, for a diffusing particle to get captured by any one of a collection of $M$ small traps or on the sticky boundary. This MFPT satisfies

\begin{align}
\Delta T_g &= -\frac{1}{D}, \quad x \in \Omega \setminus \Omega_p, \\
\partial_n T_g + \varepsilon \kappa T_g &= 0, \quad x \in \partial \Omega; \quad T_g = 0, \quad x \in \partial \Omega_j, \quad j = 1, \ldots, M.
\end{align}

We will also calculate the second moment $T_{g2}$ of this process, which satisfies

\begin{align}
\Delta T_{g2} &= -\frac{2T_g}{D}, \quad x \in \Omega \setminus \Omega_p, \\
\partial_n T_{g2} + \varepsilon \kappa T_{g2} &= 0, \quad x \in \partial \Omega; \quad T_{g2} = 0, \quad x \in \partial \Omega_j, \quad j = 1, \ldots, M.
\end{align}

To calculate the asymptotics of $T_g$ expediently, we observe upon comparing (5.1) with (4.3) that $T_g = U$ if we simply set $P = 1$ in (4.3 a). Similarly, to calculate $T_{g2}$, we observe upon comparing (5.2) with (4.21) that $T_{g2} = V$ if we simply replace $U$ in (4.21 a) with $T_g$. In this way, we obtain the following main result for $T_g$ and $T_{g2}$:

**Principal Result 5.1:** In the limit $\varepsilon \to 0$, the MFPT, $T_g$, satisfying (5.1) is given asymptotically in the outer region $|x - x_j| \gg O(\varepsilon)$ for $j = 1, \ldots, M$ by

\begin{align}
T_g \sim & \frac{T_{g0}}{\varepsilon} + T_{g1} + o(1) = \frac{|\Omega|}{D \gamma \varepsilon} + \left( -4\pi T_{g0} \sum_{i=1}^M c_i G(x; x_i) - \kappa T_{g0} P_1(x) + \bar{T}_{g1} \right) + o(1),
\end{align}

where $\gamma$ is defined in (4.11). Here $\bar{T}_{g1}$ is given in terms of $J$ of (4.15 b) by

\begin{align}
\bar{T}_{g1} = & \frac{4\pi T_{g0}}{\gamma} \left[ J(x_1, \ldots, x_M) + \frac{\kappa^2}{4\pi} \int P_1 d\Omega \right].
\end{align}
In addition, for \( \varepsilon \to 0 \), the second moment \( \mathbb{T}_{g2} \) satisfying (5.2) is given asymptotically in the outer region by

\[
(5.4 \, a) \quad \mathbb{T}_{g2} \sim \varepsilon^{-2} \mathbb{T}_{g20} + \varepsilon^{-1} \mathbb{T}_{g21} + \cdots = \frac{2 \varepsilon^{-2} |\Omega|^2}{D^2 \gamma^2} + \varepsilon^{-1} \left( -4 \pi \mathbb{T}_{g20} \sum_{i=1}^{M} c_i G(x; x_i) - \kappa \mathbb{T}_{g20} P_{1p}(x) + \mathbb{T}_{g21} \right) + \cdots,
\]

where \( \mathbb{T}_{g2} \) is given by

\[
(5.4 \, b) \quad \mathbb{T}_{g2i} = \frac{4 \pi \mathbb{T}_{g20}}{\gamma} \left[ J(x_1, \ldots, x_M) + \frac{\kappa^2}{4 \pi} \int_{\partial \Omega} P_{1p} \, d\mathbf{x} + \frac{\mathbb{T}_{g1} |\Omega|}{2 \pi D \mathbb{T}_{g20}} \right],
\]

A two-term expansion for the variance \( \mathbb{V}_g = \mathbb{T}_{g2} - \mathbb{T}_g^2 \) in the outer region is

\[
(5.5) \quad \mathbb{V}_g \sim \frac{\kappa^2}{D^2 |\gamma|^2} + \frac{8 \pi \varepsilon^{-1} |\Omega|^2}{D^2 \gamma^3} \left( J(x_1, \ldots, x_M) + \frac{\kappa^2}{4 \pi} \int_{\Omega} P_{1p} \, d\mathbf{x} \right) + O(1).
\]

We remark that for the special case where \( \kappa = 0 \), the result (5.3) for \( \mathbb{T}_g \) agrees with that obtained in Principal Result 3.1 of [17]. Secondly, we observe upon comparing (4.34) and (5.5) that the two term expansions for the variance and the conditional variance are identical. These two expressions, however, differ at the third \( O(1) \) term in their asymptotic expansions. The difficulty with determining this third term explicitly is that we would require an explicit calculation of the third term \( \mathcal{U}_2 \) and \( \mathcal{V}_2 \) in the asymptotic expansion of \( \mathcal{U} \) and \( \mathcal{V} \) in (4.4) and (4.22), respectively. These correction terms satisfy the PDE’s of (A.4) and (B.4) in Appendices A and B, respectively.

As a partial validation of (5.3) suppose that \( \Omega \) is a sphere of radius \( L \) that contains exactly one trap of radius \( \varepsilon \) centered at the origin. For this concentric spherical geometry, the solution to (5.1) is

\[
(5.6) \quad \mathbb{T}_g = -\frac{r^2}{6D} + A \left( \frac{1}{r} - \frac{1}{\varepsilon^2} \right) + \frac{\varepsilon^2}{6D}, \quad A = -\frac{L^3}{3D \left( 1 + \varepsilon \kappa L / 2 \right)}.
\]

For \( \varepsilon \to 0 \), this exact result reduces to

\[
(5.7) \quad \mathbb{T}_g \sim \frac{L^3}{3D \varepsilon (1 + \kappa L^2)} - \frac{L^3}{3D (1 + \kappa L^2) r} - \frac{\nu^2}{6D} + \frac{L^4 \kappa (3 + \kappa L^2)}{6D (1 + \kappa L^2)^2}.
\]

We now compare (5.7) with (5.3). We set \( M = 1, x_1 = \mathbf{0} \) in (5.3) and use (3.26) and (3.27) for \( G(x; \mathbf{0}), R(\mathbf{0}) \), and \( P_{1p} \), respectively. Since \( P_{1p}(\mathbf{0}) = -3L/10 \) and \( \int_{\Omega} P_{1p} \, d\mathbf{x} = 4 \pi L^3 / 5 \), (5.3) becomes

\[
\mathbb{T}_g \sim \frac{T_{g0}}{\varepsilon} + T_{g0} \left[ -\frac{1}{r} - \frac{r^2}{2L^2} + \frac{9}{5L} - \kappa \left( \frac{r^2}{2L} - \frac{3L}{10} \right) + \frac{1}{1 + \kappa L^2} \left( \frac{9}{5L} - \frac{3 \kappa L}{5} + \frac{\kappa^2 L^3}{5} \right) \right],
\]

where \( T_{g0} = L^3 / [3D (1 + \kappa L^2)] \). By re-arranging this result we recover (5.7). For the special case where \( \kappa = 0 \), we get

\[
(5.8) \quad \mathbb{T}_g \sim \frac{T_{g0}}{\varepsilon} - \frac{T_{g0}}{r} - \frac{r^2}{6D}, \quad T_{g0} = \frac{L^3}{3D}.
\]

For this concentric spherical geometry, and with \( \kappa = 0 \), the variance from (5.5) is

\[
(5.9) \quad \mathbb{V}_g \sim \frac{L^6}{9D^2 \varepsilon^2} - \frac{2L^5}{5D^2 \varepsilon} + O(1).
\]

The results (5.8) and (5.9) are in agreement with a two-term expansion of the exact results for \( \mathbb{T}_g \) and \( \mathbb{V}_g \) as given by setting \( a = \varepsilon \) in (2.3a) and (2.4a), respectively.

Finally, we calculate the MFPT, \( T \), to a specific cognate APC, \( \Omega_{c_1} \), when the T cell is unable to leave the lymph node and the T cell keeps its search after contacting irrelevant APCs. This is effectively done by imposing a Neumann boundary condition on the boundary \( \partial \Omega \) and on all other targets \( (j = 2, \ldots, M) \). Under this model, a contact between the T cell
and a non-cognate APC is infinitesimally short. The PDE to be solved for $T$ is

\begin{align}
(5.10\ a) \quad & \Delta T = -\frac{1}{D}, \quad x \in \Omega \setminus \Omega_p; \quad \partial_n T = 0, \quad x \in \partial \Omega, \\
(5.10\ b) \quad & T = 0, \quad x \in \partial \Omega_{\epsilon_1}; \quad \partial_n T = 0, \quad x \in \partial \Omega_{\epsilon_j}, \quad j = 2, \ldots, M.
\end{align}

Since the matched asymptotic expansion analysis needed to solve (5.10) for $\epsilon \to 0$ is similar to that already performed for the other problems we simply give the main result.

**Principal Result 5.2:** In the limit $\epsilon \to 0$, the MFPT, $T$, satisfying (5.10) is given asymptotically in the outer region $|x - x_j| \gg O(\epsilon)$ for $j = 1, \ldots, M$ by

\begin{equation}
T \sim \frac{T_0}{\epsilon} + \frac{|\Omega|}{D} |R(x_1) - G(x; x_1)| + \cdots,
\end{equation}

where $T_0 = |\Omega|/(4\pi D c_1)$ while $G(x; x_1)$ and $R(x_1)$ are the Green's function and its regular part satisfying (3.13). In the inner region near the target trap $\Omega_{\epsilon_1}$ we have

\begin{equation}
T \sim \frac{T_0}{\epsilon} (1 - w_{\epsilon_1}) + O(\epsilon),
\end{equation}

where $w_{\epsilon_1}$ satisfies (3.9 a) with $j = 1$. In contrast, in the inner region near the non-target traps $\Omega_{\epsilon_j}$ for $j = 2, \ldots, M$, we have that $T$ is asymptotically spatially constant and is given by

\begin{equation}
T \sim \frac{T_0}{\epsilon} + 4\pi c_1 T_0 |R(x_1) - G(x_j; x_i)| + O(\epsilon).
\end{equation}

### 6 Application to T cell search within a lymph node and directions for further study

We now demonstrate how to apply the asymptotic results to the motivating question. Consider a spherical region of radius $L = 0.5\text{mm}$, containing target antigen-presenting-cells (APC). The measured radius of a typical APC is around 7-15 $\mu$m but we will treat this as an underestimate of the effective interaction volume due to the finite size of the T cell (which we treat as a point particle) and the diffuse, dendritic structure of typical APCs. Therefore, we will represent each APC as a spherical trap with effective radius on the order of 20 $\mu$m. To potentially improve on this in the future, it would be useful to know the effective capacitance ($c_i$ in Eq. (3.9 b)) of a complicated structure such as a dendritic cell. It is not analytically possible to determine the capacitance of an arbitrary 3-D object (see Appendix C).

Although the 3-D shape of the target, and its associated capacitance, are not well known, in contrast it is known that the searching T cell has a fairly compact shape, with a characteristic radius of around 3 $\mu$m. Based on previous theoretical work analyzing two-photon microscopy, we estimate the large-scale effective diffusivity of T cells to be $60\mu m^2/\text{min}$ [22]. To estimate the boundary trapping parameter $\lambda$, we calculated the MFPT for a T cell to escape, averaging over all possible starting positions, as $T_{\text{esc}} = L(5 + \lambda L)/(15D \lambda)$. We then set this averaged MFPT equal to a reasonable estimate of the time of residence for a T cell in a lymph node, 720 minutes [30], to obtain the approximation $\lambda \simeq 0.01/\mu m$ and so we estimate $\kappa = 4/\mu m$ (from Eq. 3.2). Since there is a degree of uncertainty in all these parameters, we present representative results over parameter ranges around these baselines. In Fig. 6a we show the probability of reaching a unique APC before exiting through the boundary. We can see that even for fairly leaky boundaries, there is still a reasonable chance of the T cell finding the APC, and this probability is not particularly sensitive to the starting position. The conditional time taken for the T cell to find the APC is typically hundreds of hours (panels b and c). This time scale is unsurprising: the characteristic time for the T cell to explore the lymph node is roughly $L^2/D = 70$ hours, while the volume fraction of the lymph node taken by a single APC is only $(20\mu m/500\mu m)^3 = 6.4 \times 10^{-5}$. Perhaps counterintuitively, the conditional
capture time decreases with increasing boundary stickiness. This effect is observed because if the boundary is sticky, the T cell must find the APC fairly quickly if it is not to be absorbed at the boundary first.

Our results also extend to scenarios where there are multiple APCs, and with reduced capture times. In Fig. 7, we consider a scenario of T cell search for a single target located near the centre of the spherical lymph node, but this time among either 9 or 24 other randomly located (non-overlapping) competing APCs. We observe (Fig. 7ac) that the probability of reaching the target before any of the competitors declines as the start position of the T cell is moved further away from the target. This effect increases as the permeability ($\kappa$) of the boundary is increased. When the start point is far from the target, the splitting probability should on average be close to the location-independent leading-order approximation to Equation 3.23a (dashed lines). However, in Fig. 7a this is not the case. This is because, in this particular realization of placing the random competing targets, the locations are on average far from the positive $x$-axis, which is the range of starting positions we show in this figure. In Fig. 7c we are presenting a result with 24 randomly located competing targets, which brings the splitting probability for distant starting points close to the leading-order result in this realization at least. Numerical experiments with many realizations confirm this reasoning (results not shown).

In Fig. 7bd, we show outer approximations (Equation 4.16) to the conditional MFPT to reach the target. We observe
that the outer approximation is not valid for starting points that are too close to the target (small $r$ values in this plot). This is simply a result of using only the outer expansion in the plot, where this approximation becomes invalid at $O(\varepsilon)$ distances from a target. Although it is in principle possible to write a composite expansion involving both the outer and inner solutions to eliminate this behavior, such a complication to the analysis is largely unnecessary in most of the domain. We also plot the spatially-independent leading order approximation to the conditional MFPT (dashed lines) which can be interpreted as the conditional MFPT averaged over all possible start positions and target locations.

In Fig. 8, we examine the dependence of the first passage time to any of 20 targets on their spatial positions, for a T cell starting position at the origin and a Neumann (reflecting) outer boundary condition. We considered two scenarios. First, we placed the targets randomly (but not overlapping) in a hollow region of the lymph node that excluded the origin (in spherical coordinates, $0.1 < r < 0.5 = L$). A histogram of the MFPT, calculated from 5000 realizations of the
Figure 8. Influence of target distribution on conditional MFPT. a. Example of 20 randomly located targets. b. Histogram of MFPT to reach *any* of 20 randomly located non-overlapping targets from a centre starting position generated from 5000 realizations of the target configuration, with a Neumann outer boundary condition. (Eq. 5.3a is used). c. The 20 targets are now arranged onto the vertices of a regular dodecahedron. d. Conditional MFPT to reach *any* of the organized targets is plotted against the radius $\rho$ of the dodecahedron. The mean of the random configuration (panel b.) is indicated with a dashed line. $D = 50 \times 10^{-6}$mm$^2$/min, target radius is $\epsilon = 0.02$mm, outer radius 0.5mm.

target placements is plotted as Fig. 8b. The mean of this plot (41.6h) is higher than the spatially-independent leading order approximation to the MFPT (calculated to be 34.7h from equation 5.3a) since we enforce that no targets are closer than 0.1 from the start point. We emphasize that the variation in the histogram of MFPT is due to the randomly chosen positions of the 20 targets. Next, we placed the targets on the vertices of a regular dodecahedron of radius $\rho$. The computed MFPT to any of the regularly spaced targets is plotted as Fig. 8c. This plot is valid away from $\rho = 0$ and $\rho = L = 0.5$. For small radii, the targets are so close to the start point that we are outside the range of validity of the asymptotics. Similarly, the targets must be located away from the outer boundary. However, for intermediate radii of the dodecahedron, we can see that the mean first passage time is significantly less than the average for 20 randomly located targets (41.6 hours, dashed line). This result indicates that careful spatial organization of the target locations could lead to a large reduction of the mean first passage time.
Overall, we feel that our results highlight several important facets of the biological situation. First, under purely diffusive random motion, the time to encounter between a single T cell and a single target antigen-presenting-cell (APC) would be very long, and also improbable if the T cell also has some probability of leaving the lymph node when it reaches the boundary. These findings highlight the importance of having multiple targets present in the lymph node, to increase the likelihood and decrease the delay of a potential immune response. Secondly, as shown in Fig. 8, the spatial organization of the targets can significantly reduce the time to first encounter. Although APC are unlikely to form a dodecahedral net, there would be similar benefits to ensuring that targets are spaced out within the lymph node. This also speaks to an important point of previous studies: that T cell motion is mostly restricted to following the fibroblastic reticular network [23, 22, 24]. Previous work has shown that T cells approximately follow Brownian motion over sufficiently long time scales [22]. However, it is likely that the local behaviour of T cells close to APCs is rather different than pure diffusive and this is a point that we intend to take up in future work.

A final open question for further work is to extend our matched asymptotic approach to a model where the diffusing particle pauses when it reaches an irrelevant (non-target) target. This arises naturally in the context of T cell search, since a T cell would generally pause to closely examine each APC it encounters, searching for known antigens. The T cell in question would remain attached only for a short time and then it would continue its search in the LN. A model of this process in a spherically-shaped domain where the diffusing particle can become intermittently bound to a single trap on the surface has been presented in [6] and an extension to multiple surface traps is given in [38].
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Appendix A The Conditional MFPT: Calculation of $\bar{\mu}_1$

In this appendix we derive (4.13 b) for $\bar{\mu}_1$ of Principal Result 4.1. To do so, we expand the solution $U_1$ to (4.12) as $x \to x_j$, and label $R_j \equiv R(x_j)$ and $G_{ji} \equiv G(x_j;x_i)$. This yields that

$$U_1 \sim -\frac{c_j U_0}{|x-x_j|} + U_{1j} + \bar{\mu}_1 + \cdots, \quad \text{as} \quad x \to x_j; \quad U_{1j} \equiv -\pi U_0 P_1(x_j) - 4\pi U_0 c_j R_j - 4\pi U_0 \sum_{i=1}^M c_i G_{ji}. $$

Upon substituting (A.1) into the matching condition (4.8), we conclude that $u_1 \sim U_{1j} + \bar{\mu}_1$ as $|y_j| \to \infty$. The solution to (4.7) with $k = 1$ with this far-field behavior is

$$u_1 = (U_{1j} + \bar{\mu}_1) (1 - w_{cj}) ,$$

where $w_{cj}$ satisfies (3.9 a). Upon using the far-field behavior (3.9 b), we calculate in terms of outer variables that

$$u_1 \sim (U_{1j} + \bar{\mu}_1) \left(1 - \frac{\varepsilon c_j}{|x-x_j|} + \cdots \right), \quad \text{as} \quad |y_j| \to \infty. $$

Then, upon substituting (A.3) and (4.9) into the matching condition (4.8), we obtain that $U_2$ satisfies (4.5) with $k = 2$. 

Then, upon substituting (B.3) and (4.27) into the matching condition (4.26), we obtain that

\[ U_2 \sim -U_0 \frac{b_j(x - x_j)}{|x - x_j|^3} - (U_{ij} + \bar{\mu}_1) \frac{c_j}{|x - x_j|}, \quad \text{as} \quad x \to x_j. \]

This problem for \( U_2 \) is equivalent to

\[ \Delta U_2 = -\frac{P_1}{D} + 4\pi \sum_{i=1}^{M} [c_i (U_{ii} + \bar{\mu}_1) \delta(x - x_i) - U_0 b_i \nabla_x \delta(x - x_i)], \quad x \in \Omega; \quad \partial_n U_2 = -\kappa \bar{U}_1, \quad x \in \partial\Omega. \]

From the divergence theorem, and by using \( \int_{\Omega} P_1 \, dx = \chi_1|\Omega| \) from (3.23 a), we obtain that

\[ -\frac{\chi_1|\Omega|}{D} + 4\pi \bar{\mu}_1 M \bar{c} + 4\pi \sum_{i=1}^{M} c_i U_{ii} = -\kappa \int_{\partial\Omega} U_1 \, dx. \]

Upon substituting (4.12) for \( \bar{U}_1 \) into the right-hand side of (A.5), we solve for \( \bar{\mu}_1 \) to get

\[ \bar{\mu}_1 = \frac{4\pi}{\gamma} \left[ -\sum_{i=1}^{M} U_{ij} c_i + \chi_1|\Omega| + \frac{4\pi}{\kappa} \sum_{i=1}^{M} c_i \int_{\partial\Omega} G(x; x_i) \, dx + \frac{\kappa^2 U_0}{4\pi} \int_{\partial\Omega} P_{1p} \, dx \right]. \]

Finally, we simplify (A.6) by identifying that \( P_{1p}(x_i) = \int_{\bar{\Omega}} G(x; x_i) \, dx \) from (3.15) and by using (A.1) for \( U_{ii} \). After a short calculation, we obtain (4.13 b) of Principal Result 4.1.

### Appendix B The Second Moment for the Conditional MFPT: Calculation of \( \bar{\nu}_1 \)

We outline the derivation of (4.31 b) for \( \bar{\nu}_1 \). We expand the solution \( V_1 \) to (4.30) as \( x \to x_j \) to obtain

\[ V_1 \sim -\frac{c_j V_0}{|x - x_j|} + V_{1j} + \tilde{\nu}_1 + \cdots, \quad \text{as} \quad x \to x_j; \quad V_{1j} = -\kappa V_0 P_{1p}(x_j) - 4\pi V_0 c_j R_j - 4\pi \sum_{i \neq j} c_i G_{ji}. \]

Upon substituting (B.1) into the matching condition (4.26), we conclude that \( v_1 \sim V_{1j} + \tilde{\nu}_1 \) as \( |y_j| \to \infty \). The solution to (4.25) with \( k = 1 \) with this far-field behavior is

\[ v_1 = (V_{1j} + \tilde{\nu}_1) (1 - w_{cj}), \]

where \( w_{cj} \) satisfies (3.9 a). Upon using the far-field behavior (3.9 b), we calculate that

\[ v_1 \sim (V_{1j} + \tilde{\nu}_1) \left( 1 - \frac{c_j}{|x - x_j|} \right) + \cdots, \quad \text{as} \quad |y_j| \to \infty. \]

Then, upon substituting (B.3) and (4.27) into the matching condition (4.26), we obtain that \( V_2 \) satisfies (4.23) with \( k = 2 \) subject to the singularity behavior

\[ V_2 \sim -V_0 \frac{b_j(x - x_j)}{|x - x_j|^3} - (V_{1j} + \tilde{\nu}_1) \frac{c_j}{|x - x_j|}, \quad \text{as} \quad x \to x_j. \]

This problem for \( V_2 \) is equivalent to

\[ \Delta V_2 = -\frac{2M_1}{D} + 4\pi \sum_{i=1}^{M} [c_i (V_{ii} + \tilde{\nu}_1) \delta(x - x_i) - V_0 b_i \nabla_x \delta(x - x_i)], \quad x \in \Omega; \quad \partial_n V_2 = -\kappa V_1, \quad x \in \partial\Omega. \]

From the divergence theorem, and by using \( \int_{\Omega} U_1 \, dx = \mu_1 |\Omega| \) from (4.12), we obtain that

\[ -\frac{2\mu_1 |\Omega|}{D} + 4\pi \tilde{\nu}_1 M \bar{c} + 4\pi \sum_{i=1}^{M} c_i V_{1i} = -\kappa \int_{\partial\Omega} V_1 \, dx. \]
Upon substituting (4.30) for $\nu_1$ into the right-hand side of (B.5), we get
\begin{equation}
(B.6)
-\frac{2\bar{\mu}_1|\Omega|}{D} + 4\pi\bar{\nu}_1 M \bar{c} + 4\pi\sum_{i=1}^{M} c_i V_{1i} = 4\pi \kappa V_0 \sum_{i=1}^{M} c_i P_{1p}(x_i) + \kappa^2 V_0 \int_{\partial\Omega} P_{1p} \, d\chi - \kappa |\partial\Omega| \bar{\nu}_1 .
\end{equation}

Finally, we substitute (B.1) for $V_{1i}$ into (B.6) and then solve the resulting expression for $\bar{\nu}_1$. This yields (4.31 b).

**Appendix C On the capacitance of an arbitrarily shaped cell**

Our asymptotic formulae could be made more accurate using information about the effective capacitance ($c_i$ in Eq. (3.9 b)) of a complicated cell structure such as a dendritic cell. A table of formulae for the capacitances of a few simple objects other than a sphere is given in Table 1 of [17]. A key rigorous result is that of all compact objects of the same volume the sphere has the smallest capacitance (cf. [44]). Therefore, the capacitance of a complicated spiny object such as a dendritic cell is likely much larger than that of a sphere with the same volume. However, to determine an exact value for this capacitance a boundary integral numerical method would have to be employed. With such a larger more biologically realistic estimate of the capacitance than we used below, it follows since our asymptotic analysis involves the product $\varepsilon c_i$, that the time-scales reported below in our numerical computations would likely be reduced by a non-negligible factor. As a crude estimate of this factor, consider the well-known capacitance of two identical separated spheres having a common radius $\varepsilon a_c$ with $a_c = 1/2^{1/3}$ and a center-to-center distance $\varepsilon d_c$ with $d_c > 2 a_c$. The volume of this two-sphere cluster is $4\pi \varepsilon^3/3$, i.e. it is that of an equivalent sphere of radius $\varepsilon$, and its capacitance $c_c$ as defined in (3.9 b) is (cf. [43])
\begin{equation}
(C.1)
c_c = \frac{a_c}{2} \frac{\sinh(\beta)}{\sinh(\beta)} \sum_{n=1}^{\infty} \frac{1}{\sinh(n\beta)} , \quad \text{where} \quad \cosh(\beta) = \frac{d_c}{2 a_c} .
\end{equation}

In the limit for which the two spheres are almost touching, for which $d_c \to 2 a_c$ from above, we have
\begin{equation}
(C.1)
c_c \sim \frac{a_c}{2} \left[ -\frac{1}{2} \log \left( \frac{d_c}{a_c} - 2 \right) + \gamma_c + \log 2 + o(1) \right] , \quad a_c = 1/2^{1/3} ,
\end{equation}

where $\gamma_c \approx 0.577216$ is Euler's constant. Taking $d_c = 2.005a_c$, (C.1) yields $c_c \approx 1.555$, which is roughly a 55% increase over using the capacitance $c = 1$ of the equivalent sphere.
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