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1. [12pt] Consider the following linear system

\[
\begin{align*}
    x + 3y - 2z + 2w &= 1 \\
    y + z - 2w &= 2 \\
    x + 2y - 2z + aw &= 0 \\
    2x + 8y - z + w &= b
\end{align*}
\]

For which values of \(a\) and \(b\), if any, does the system have: (Justify your answers!!)

(i) No solution?  
(ii) Exactly one solution?  
(iii) Exactly two solutions?  
(iv) More than two solutions?

**Solution**  

The augmented matrix

\[
\begin{bmatrix}
    1 & 3 & -2 & 2 & 1 \\
    0 & 1 & 1 & -2 & 2 \\
    1 & 2 & -2 & a & 0 \\
    2 & 8 & -1 & 1 & b
\end{bmatrix} \sim \begin{bmatrix}
    1 & 3 & -2 & 2 & 1 \\
    0 & 1 & 1 & -2 & 2 \\
    0 & -1 & 0 & a - 2 & -1 \\
    0 & 2 & 3 & -3 & b - 2
\end{bmatrix} \sim \begin{bmatrix}
    1 & 3 & -2 & 2 & 1 \\
    0 & 1 & 1 & -2 & 2 \\
    0 & 0 & 1 & a - 4 & 1 \\
    0 & 0 & 1 & b - 6 &
\end{bmatrix} \sim \begin{bmatrix}
    1 & 3 & -2 & 2 & 1 \\
    0 & 1 & 1 & -2 & 2 \\
    0 & 0 & 0 & 5 - a & b - 7
\end{bmatrix}
\]

Since the first three rows have 3 pivot positions, the number of solutions is decided by the last row:

(i) The last row corresponds to \((5 - a)w = b - 7\). There is no solution if \(a = 5\) but \(b \neq 7\).
(ii) There is exactly one solution if there are 4 pivot positions, i.e., when \(a \neq 5\).
(iii) It never happens for a linear system to have exactly two solutions.
(iv) There are multiple solutions if the last equation is void, i.e., when \(a = 5\) and \(b = 7\).
2. [10pt] Let $S$ be the map in $\mathbb{R}^3$ which rotates points about the $x_1$-axis by an angle $\pi/2$ (the axes are oriented by the right hand rule). Let $T$ be the map in $\mathbb{R}^3$ which translates points by the formula $T(x_1, x_2, x_3)^T = (x_1 + 1, x_2 - 1, x_3)^T$. One of them is a linear transformation and the other is not.

(i) Decide and justify which one is NOT a linear transformation.

(ii) You may assume the other one is a linear transformation. Find its standard matrix.

**Solution**

(i) The translation $T$ is not a linear transformation since

$$T \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} = \begin{bmatrix} 1 \\ -1 \\ 0 \end{bmatrix} \neq \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}.$$ 

(ii) Suppose the rotation $S$ is a linear transformation. The column vectors of its standard matrix is given by the images of the standard basis. Since

$$S \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \quad S \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}, \quad S \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} = \begin{bmatrix} 0 \\ -1 \\ 0 \end{bmatrix},$$

the standard matrix of $S$ is

$$\begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & 1 & 0 \end{bmatrix}.$$
3. [10pt] For what values of \( k \) is the matrix \( A = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & k \end{bmatrix} \) invertible? When it is invertible, find its inverse.

Solution \[
\begin{align*}
\begin{bmatrix} A \mid I \end{bmatrix} &= \begin{bmatrix} 0 & 1 & 0 & 1 & 0 \\ 1 & 0 & 1 & 0 & 1 \\ 0 & 1 & k & 0 & 0 \end{bmatrix} \\
&\sim \begin{bmatrix} 1 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 \\ 0 & 0 & k & -1 & 0 \end{bmatrix} \\
&\sim \begin{bmatrix} 1 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 \\ 0 & 0 & 1 & -1/k & 1/k \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}
\end{align*}
\]

Thus \( A \) is invertible iff \( k \neq 0 \). In this case,

\[
\begin{align*}
\begin{bmatrix} A \mid I \end{bmatrix} &\sim \begin{bmatrix} 1 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 \\ 0 & 0 & 1 & -1/k & 1/k \end{bmatrix} \\
&\sim \begin{bmatrix} 1 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 \\ 0 & 0 & 1 & -1/k & 1/k \end{bmatrix} = [I \mid A^{-1}]
\end{align*}
\]

that is, when \( k \neq 0 \),

\[
A^{-1} = \begin{bmatrix} 1/k & 1 & -1/k \\ 1 & 0 & 0 \\ -1/k & 0 & 1/k \end{bmatrix}
\]
4. [12pt] Let $W = \left\{ \begin{bmatrix} b + 2c - d \\ 2b + 4c - d \\ -b - 2c + d \end{bmatrix} \bigg| b, c, d \text{ real} \right\}$. 

(i) Find a matrix $A$ such that $\text{Col } A = W$.

(ii) Find a basis for $W$.

(iii) If $B = \begin{bmatrix} 1 & 0 & 1 & 2 \\ 0 & 1 & 0 & 1 \\ 0 & 2 & 0 & k \\ 1 & 1 & 1 & 3 \end{bmatrix}$ and $\dim (\text{Row } B) = 2$, find the value of the constant $k$.

**Solution**

(i) 

\[
\begin{bmatrix} b + 2c - d \\ 2b + 4c - d \\ -b - 2c + d \end{bmatrix} = b \begin{bmatrix} 1 \\ 2 \\ -1 \end{bmatrix} + c \begin{bmatrix} 2 \\ 0 \\ -2 \end{bmatrix} + d \begin{bmatrix} -1 \\ 0 \\ 1 \end{bmatrix}
\]

Hence, if $A = \begin{bmatrix} 1 & 0 & 1 & 2 \\ 2 & 4 & -1 \\ 0 & 0 & 1 \\ -1 & -2 & 1 \end{bmatrix}$, then $\text{Col } A = W$.

(ii) 

\[
A = \begin{bmatrix} 1 & 2 & -1 \\ 2 & 4 & -1 \\ 0 & 0 & 1 \\ -1 & -2 & 1 \end{bmatrix} \sim \begin{bmatrix} 1 & 2 & -1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \sim \begin{bmatrix} 1 & 2 & -1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}
\]

Thus, \( \left\{ \begin{bmatrix} 1 \\ 2 \\ -1 \end{bmatrix}, \begin{bmatrix} -1 \\ 1 \\ 1 \end{bmatrix} \right\} \) is a basis for $W$.

(iii) Reduce the matrix $B$:

\[
B = \begin{bmatrix} 1 & 0 & 1 & 2 \\ 0 & 1 & 0 & 1 \\ 0 & 2 & 0 & k \\ 1 & 1 & 1 & 3 \end{bmatrix} \sim \begin{bmatrix} 1 & 0 & 1 & 2 \\ 0 & 1 & 0 & 1 \\ 0 & 2 & 0 & k \\ 0 & 1 & 0 & 1 \end{bmatrix} \sim \begin{bmatrix} 1 & 0 & 1 & 2 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 0 & k - 2 \\ 0 & 0 & 0 & 0 \end{bmatrix}
\]

In order to have $\dim (\text{Row } B) = 2$, $k - 2 = 0$ or $k = 2$. 

5. [10pt] Let \( A = \begin{bmatrix} x & 1 & 1 & 1 \\ 1 & x & 1 & 1 \\ 1 & 1 & x & 1 \\ 1 & 1 & 1 & x \end{bmatrix} \). Find all values of \( x \) such that \( A \) is not invertible.

**Solution**

\[
\det A = \begin{vmatrix} x & 1 & 1 & 1 \\ 1 & x & 1 & 1 \\ 1 & 1 & x & 1 \\ 1 & 1 & 1 & x \end{vmatrix} = \begin{vmatrix} x+4 & x+4 & x+4 & x+4 \\ 1 & x & 1 & 1 \\ 1 & 1 & x & 1 \\ 1 & 1 & 1 & x \end{vmatrix} = \begin{vmatrix} 1 & 1 & 1 & 1 \\ x & 1 & 1 & 1 \\ 1 & x & 1 & 1 \\ 1 & 1 & x & 1 \end{vmatrix} = (x+4)(x-1)^4.
\]

In the second equality we replaced the first row by the sum of all rows.
In the fourth equality we subtracted the first row from all other rows.
The last equality is because the matrix is upper triangular.
Hence \( A \) is not invertible iff \( \det A = 0 \) iff \( x = -4 \) or \( 1 \).
6. [12pt] Let \( P_2 \) be the vector space of polynomials of degree at most 2.

(i) The set \( B = \{1 + t, 1 + t^2, t + t^2\} \) is a basis for \( P_2 \). Find the coordinate vector \([2 + t - t^2]_B\).

(ii) The set \( C = \{1 + t^2, t + t^2, 1 + t\} \) is also a basis for \( P_2 \). Find \( \vec{p}(t) \) in \( P_2 \) such that \( \vec{p}(1) = 1 \) and \( [\vec{p}(t)]_B = [\vec{p}(t)]_C \).

(This problem is not covered.)

**Solution**

(i) Let \( [2 + t - t^2]_B = \begin{bmatrix} c_1 \\ c_2 \\ c_3 \end{bmatrix} \). Then

\[
2 + t - t^2 = c_1(1 + t) + c_2(1 + t^2) + c_3(t + t^2) = (c_1 + c_2) + (c_1 + c_3)t + (c_2 + c_3)t^2
\]

Thus \( \begin{cases} c_1 + c_2 = 2 \\ c_1 + c_3 = 1 \\ c_2 + c_3 = -1 \end{cases} \), which implies that \( \begin{cases} c_1 = 2 \\ c_2 = 0 \\ c_3 = -1 \end{cases} \).

Hence \( [2 + t - t^2]_B = \begin{bmatrix} 2 \\ 0 \\ -1 \end{bmatrix} \).

(ii) Let \( [\vec{p}(t)]_B = [\vec{p}(t)]_C = \begin{bmatrix} c_1 \\ c_2 \\ c_3 \end{bmatrix} \). Then

\[
c_1(1 + t) + c_2(1 + t^2) + c_3(t + t^2) = \vec{p}(t) = c_1(1 + t^2) + c_2(t + t^2) + c_3(1 + t),
\]

which implies that \( c_1 = c_2 = c_3 \). Hence we get

\[
\vec{p}(t) = c_1(1 + t) + c_1(1 + t^2) + c_1(t + t^2) = c_1(2 + 2t + 2t^2).
\]

Using \( \vec{p}(1) = 1 \), we get \( 1 = \vec{p}(1) = c_1(2 + 2 + 2) \), or \( c_1 = \frac{1}{6} \). Thus \( \vec{p}(t) = \frac{1}{3} + \frac{1}{3}t + \frac{1}{3}t^2 \).
7. [7pt] Suppose a $2 \times 2$ matrix $A$ has eigenvalues 1 and $1/2$ with corresponding eigenvectors $\vec{v}_1 = \begin{bmatrix} 2 \\ 5 \end{bmatrix}$ and $\vec{v}_2 = \begin{bmatrix} 1 \\ 3 \end{bmatrix}$.

What is $\lim_{k \to \infty} A^k$?

**Solution**  Since $A$ has 2 distinct eigenvalues, $A$ is diagonalizable, i.e., $A = PDP^{-1}$, where $P = \begin{bmatrix} 2 & 1 \\ 5 & 3 \end{bmatrix}$ and $D = \begin{bmatrix} 1 & 0 \\ 0 & 1/2 \end{bmatrix}$. Therefore, $\lim_{k \to \infty} A^k = \lim_{k \to \infty}(PDP^{-1})^k = \lim_{k \to \infty} PD^kP^{-1}$. Since $D^k = \begin{bmatrix} 1^k & 0 \\ 0 & (1/2)^k \end{bmatrix}$, we have $\lim_{k \to \infty} D^k = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}$. Therefore

$$\lim_{k \to \infty} A^k = P \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} P^{-1} = \begin{bmatrix} 2 & 1 \\ 5 & 3 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} 3 & -1 \\ -5 & 2 \end{bmatrix} = \begin{bmatrix} 6 & -2 \\ 15 & -5 \end{bmatrix}.$$
8. [12pt] Suppose
\[ \vec{w}_1 = \begin{bmatrix} 1 \\ 2 \end{bmatrix}, \vec{w}_2 = \begin{bmatrix} 1 \\ 1 \\ -1 \end{bmatrix}, \vec{w}_3 = \begin{bmatrix} -1 \\ 1 \\ -7 \end{bmatrix}, \vec{y} = \begin{bmatrix} 2 \\ 1 \\ 0 \end{bmatrix}. \]

Let \( W = \text{Span}\{ \vec{w}_1, \vec{w}_2, \vec{w}_3 \} \).

(i) Determine the dimension of \( W \) and find a basis for \( W \).
(ii) Find an orthogonal basis for \( W \), and the orthogonal projection of \( \vec{y} \) onto \( W \).
(iii) What is the shortest distance from \( \vec{y} \) to \( W \)?

**Solution**

(i) Form the matrix
\[ A = [ \vec{w}_1 \ \vec{w}_2 \ \vec{w}_3 ] = \begin{bmatrix} 1 & 1 & -1 \\ 1 & 1 & -1 \\ 1 & -1 & 7 \end{bmatrix}, \]
and we row reduce to determine if the columns of \( A \) are linearly dependent. Since
\[ \begin{bmatrix} 1 & 1 & -1 \\ 1 & 1 & -1 \\ 2 & -1 & 7 \end{bmatrix} \sim \begin{bmatrix} 1 & 0 & 2 \\ 0 & 1 & -3 \\ 0 & 0 & 0 \end{bmatrix}, \]
\[ \vec{w}_3 = 2\vec{w}_1 - 3\vec{w}_2. \] So \( W = \text{Span}\{ \vec{w}_1, \vec{w}_2 \} \). Since \( \vec{w}_1 \) and \( \vec{w}_2 \) are not multiples, they are linearly independent. This shows that \( \{ \vec{w}_1, \vec{w}_2 \} \) is a basis for \( W \) and \( \dim W = 2 \).

(ii) Since \( \vec{w}_1 \cdot \vec{w}_2 = 0 \), \( \{ \vec{w}_1, \vec{w}_2 \} \) is an orthogonal basis. Using this orthogonal basis, the orthogonal projection of \( \vec{y} \) onto \( W \) is
\[ \text{proj}_W \vec{y} = \frac{\vec{w}_1 \cdot \vec{y}}{\vec{w}_1 \cdot \vec{w}_1} \vec{w}_1 + \frac{\vec{w}_2 \cdot \vec{y}}{\vec{w}_2 \cdot \vec{w}_2} \vec{w}_2 = \begin{bmatrix} 3/2 \\ 3/2 \end{bmatrix}. \]

(iii) The shortest distance from \( \vec{y} \) to \( W \) is \( ||\vec{y} - \text{proj}_W \vec{y}|| \). Since
\[ \vec{y} - \text{proj}_W \vec{y} = \begin{bmatrix} 2 \\ 1 \\ 0 \end{bmatrix} - \begin{bmatrix} 3/2 \\ 3/2 \\ 0 \end{bmatrix} = \begin{bmatrix} 1/2 \\ -1/2 \\ 0 \end{bmatrix}, \]
the distance is
\[ ||\vec{y} - \text{proj}_W \vec{y}|| = \frac{\sqrt{2}}{2}. \]
9. [8/2/5pt] The matrix \( M = \begin{bmatrix} 2 & -1 & -1 \\ -1 & 2 & -1 \\ -1 & -1 & 2 \end{bmatrix} \).

(i) Verify that \( M \) has eigenvalues 0 and 3, and find the corresponding eigenspaces.

(ii) What is the rank of \( M \)?

(iii) Is \( M \) diagonalizable? Is there an orthogonal set of eigenvectors of \( M \) that forms a basis of \( \mathbb{R}^3 \)? Justify your answers.

**Solution**

(i) 
\[
M - 3I = \begin{bmatrix} -1 & -1 & -1 \\ -1 & -1 & -1 \\ -1 & -1 & -1 \end{bmatrix} \sim \begin{bmatrix} 1 & 1 & 1 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix},
\]

Therefore, there exist nonzero elements in \( \text{Nul} \ M - 3I \) and \( \lambda = 3 \) is an eigenvalue of \( M \). The set of eigenvectors corresponding to \( \lambda = 3 \) are the set of vectors in \( \text{Nul} \ M - 3I \):

\[
\vec{x} = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix} = \begin{bmatrix} -x_2 - x_3 \\ x_2 \\ x_3 \end{bmatrix} = x_2 \begin{bmatrix} -1 \\ 1 \\ 0 \end{bmatrix} + x_3 \begin{bmatrix} -1 \\ 0 \\ 1 \end{bmatrix},
\]

\( x_2, x_3 \) are free. Therefore \( \begin{bmatrix} -1 \\ 1 \\ 0 \end{bmatrix} \) and \( \begin{bmatrix} -1 \\ 0 \\ 1 \end{bmatrix} \) are a basis of eigenvectors corresponding to \( \lambda = 3 \).

\( M = M - 0I = \begin{bmatrix} 2 & -1 & -1 \\ -1 & 2 & -1 \\ -1 & -1 & 2 \end{bmatrix} \sim \begin{bmatrix} 1 & 0 & -1 \\ 0 & 1 & -1 \\ 0 & 0 & 0 \end{bmatrix} \). So \( M\vec{x} = \vec{0} \) has nontrivial solutions, and \( \lambda = 0 \) is an eigenvalue of \( M \). \( \text{Nul} \ M \) is the corresponding eigenspace. Now, \( \text{Nul} \ M \) is the set of vectors

\[
\vec{x} = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix} = x_3 \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix},
\]

where \( x_3 \) is free. So \( \begin{bmatrix} 1 \\ 1 \end{bmatrix} \) is an eigenvector corresponding to \( \lambda = 0 \).

(ii) By part (i), \( \dim \text{Nul} \ M = 1 \), and the Rank Theorem states that for an \( m \times n \) matrix \( M \), \( \text{rank} \ M + \dim \text{Nul} \ M = n \). So, \( \text{rank} \ M = 3 - 1 = 2 \).

(iii) Since \( M \) has a basis of eigenvectors of \( \mathbb{R}^3 \), \( M \) is diagonalizable. Furthermore, since \( M \) is symmetric, there is an orthogonal set of eigenvectors that forms a basis of \( \mathbb{R}^3 \).

Note: A square matrix \( M \) is symmetric if \( M^T = M \). The last sentence is a theorem in the chapter of “Symmetric matrices and quadratic forms” which we did not cover this term.

Without using it, for the matrix \( M \) we can construct an orthogonal basis explicitly by:

\[
\vec{u}_1 = \begin{bmatrix} -1 \\ 1 \\ 0 \end{bmatrix}, \quad \vec{u}_2 = \text{proj}_{\vec{u}_1} \begin{bmatrix} -1 \\ 0 \\ 1 \end{bmatrix} = \begin{bmatrix} -1/2 \\ -1/2 \\ 1 \end{bmatrix}, \quad \vec{u}_3 = \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix}.
\]

Note \( \vec{u}_2 \) is still an eigenvector. We can also normalize them to get an orthonormal basis.