Kurt Luoto, Stefan Mykytiuk and Stephanie van Willigenburg

An introduction to quasisymmetric Schur functions

– Hopf algebras, quasisymmetric functions, and Young composition tableaux –

September 26, 2012

Springer
For Niall Christie and Madge Luoto
Preface

The history of quasisymmetric functions begins in 1972 with the thesis of Richard Stanley, followed by the formal definition of the Hopf algebra of quasisymmetric functions in 1984 by Ira Gessel. From this definition a whole research area grew and a more detailed, although not exhaustive, history can be found in the introduction.

The history of quasisymmetric Schur functions is far more contemporary. They were discovered in 2007 during the semester on “Recent Advances in Combinatorics” at the Centre de Recherches Mathématiques, and further progress was made at a variety of workshops at the Banff International Research Station and during an Alexander von Humboldt Foundation Fellowship awarded to Steph. The idea for writing this book came from encouragement by Adriano Garsia who suggested we recast quasisymmetric Schur functions using tableaux analogous to Young tableaux. We followed his words of wisdom.

The aim of this monograph is twofold. The first goal is to introduce nonexperts, such as beginning graduate students, to the basic theory of Hopf algebras, in particular the Hopf algebras of symmetric, quasisymmetric and noncommutative symmetric functions and connections between them. The second goal is to give a survey of results with respect to an exciting new basis of the Hopf algebra of quasisymmetric functions, whose combinatorics is analogous to that of the renowned Schur functions.

In particular, after introducing the topic in Chapter 1, in Chapter 2 we review pertinent combinatorial concepts such as partially ordered sets, Young and reverse tableaux, and Schensted insertion. In Chapter 3 we give the basic theory of Hopf algebras, illustrating it with the Hopf algebras of symmetric, quasisymmetric and noncommutative symmetric functions, ending with a brief introduction to combinatorial Hopf algebras. The exposition is based on Stefan’s thesis, useful personal notes made by Kurt, and a talk Steph gave entitled “Everything you wanted to know about Sym, QSym and NSym but were afraid to ask”. Chapter 4 generalizes concepts from Chapter 2 such as Young tableaux and reverse tableaux indexed by partitions, to Young composition tableaux and reverse composition tableaux indexed by compositions. The final chapter then introduces two natural refinements for the Schur functions from Chapter 3 quasisymmetric Schur functions reliant on reverse
composition tableaux, and Young quasisymmetric Schur functions reliant on Young composition tableaux. This chapter concludes by discussing a number of results for these Schur function refinements and their dual bases. These results are analogous to those found in the theory of Schur functions such as Kostka numbers, and Pieri and Littlewood-Richardson rules. Throughout parallel construction is used so that analogies may easily be spotted even when browsing.
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Notation

\(\alpha\) composition
\(\bar{\alpha}\) underlying partition of \(\alpha\)
\(\alpha^*\) reversal of \(\alpha\)
\(\alpha^c\) complement of \(\alpha\)
\(\alpha'\) transpose of \(\alpha\)
\(\alpha//\beta\) skew shape
\(\alpha//\tilde{c}\beta\) skew shape

col column sequence of a tableau
comp composition corresponding to a subset, or to a descent set of a tableau
cont content of a tableau
\(\chi\) forgetful map

d descent set of a permutation
\(D\) descent set of a chain
des descent set of a tableau
\(\delta_{ij}\) 1 if \(i = j\) and 0 otherwise
\(\Delta\) coalgebra coproduct

e_\lambda elementary symmetric function
e_\alpha elementary noncommutative symmetric function

\(F_\alpha\) fundamental quasisymmetric function

\(\mathcal{H}\) Hopf algebra
\(\mathcal{H}^*\) dual Hopf algebra
\(h_\lambda\) complete homogeneous symmetric function
\(h_\alpha\) complete homogeneous noncommutative symmetric function

\(\ell\) length of a composition or partition
\(\mathcal{L}\) set of linear extensions of a poset
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_c$</td>
<td>reverse composition poset</td>
</tr>
<tr>
<td>$L_c$</td>
<td>Young composition poset</td>
</tr>
<tr>
<td>$L_Y$</td>
<td>Young’s lattice</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>partition</td>
</tr>
<tr>
<td>$\lambda'$</td>
<td>transpose of $\lambda$</td>
</tr>
<tr>
<td>$\lambda/\mu$</td>
<td>skew shape</td>
</tr>
<tr>
<td>$m_\lambda$</td>
<td>monomial symmetric function</td>
</tr>
<tr>
<td>$M_\alpha$</td>
<td>monomial quasisymmetric function</td>
</tr>
<tr>
<td>$[n]$</td>
<td>the set ${1,2,\ldots,n}$</td>
</tr>
<tr>
<td>NSym</td>
<td>Hopf algebra of noncommutative symmetric functions</td>
</tr>
<tr>
<td>$P$</td>
<td>poset</td>
</tr>
<tr>
<td>$P^*$</td>
<td>dual poset</td>
</tr>
<tr>
<td>QSym</td>
<td>Hopf algebra of quasisymmetric functions</td>
</tr>
<tr>
<td>$r_\alpha$</td>
<td>ribbon Schur function</td>
</tr>
<tr>
<td>$\mathbf{r}_\alpha$</td>
<td>noncommutative ribbon Schur function</td>
</tr>
<tr>
<td>$\text{rect}$</td>
<td>rectification of a list</td>
</tr>
<tr>
<td>$\hat{\rho}_\alpha$</td>
<td>bijection between SSRCT and SSRT</td>
</tr>
<tr>
<td>$\hat{\rho}_\alpha$</td>
<td>bijection between SSYCT and SSYT</td>
</tr>
<tr>
<td>$S$</td>
<td>antipode</td>
</tr>
<tr>
<td>$\text{set}$</td>
<td>set corresponding to a composition</td>
</tr>
<tr>
<td>$sh$</td>
<td>shape of a tableau</td>
</tr>
<tr>
<td>$s_\lambda$</td>
<td>Schur function</td>
</tr>
<tr>
<td>$\hat{S}_\alpha$</td>
<td>quasisymmetric Schur function</td>
</tr>
<tr>
<td>$\check{S}_\alpha$</td>
<td>Young quasisymmetric Schur function</td>
</tr>
<tr>
<td>$\check{s}_\alpha$</td>
<td>noncommutative Schur function</td>
</tr>
<tr>
<td>$\check{s}_\alpha$</td>
<td>Young noncommutative Schur function</td>
</tr>
<tr>
<td>SRT</td>
<td>standard reverse tableau</td>
</tr>
<tr>
<td>SRCT</td>
<td>standard reverse composition tableau</td>
</tr>
<tr>
<td>SSRT</td>
<td>semistandard reverse tableau</td>
</tr>
<tr>
<td>SSRCT</td>
<td>semistandard reverse composition tableau</td>
</tr>
<tr>
<td>Sym</td>
<td>Hopf algebra of symmetric functions</td>
</tr>
<tr>
<td>SYT</td>
<td>standard Young tableau</td>
</tr>
<tr>
<td>SYCT</td>
<td>standard Young composition tableau</td>
</tr>
<tr>
<td>SSYT</td>
<td>semistandard Young tableau</td>
</tr>
<tr>
<td>SSYCT</td>
<td>semistandard Young composition tableau</td>
</tr>
<tr>
<td>$S_n$</td>
<td>symmetric group</td>
</tr>
<tr>
<td>$\check{\tau}$</td>
<td>reverse tableau</td>
</tr>
<tr>
<td>$T$</td>
<td>Young tableau</td>
</tr>
</tbody>
</table>
Notation

\( \tau \) reverse composition tableau
\( \tau \) Young composition tableau

\( \tilde{\tau} \) canonical standard reverse composition tableau
\( \tau \) canonical standard Young composition tableau

\( \tilde{\tilde{V}}_\lambda \) canonical standard reverse tableau
\( \tilde{V}_\lambda \) canonical standard Young tableau

\( w_{col} \) column reading word of a tableau

\( x^T \) monomial of a tableau

\( \emptyset \) empty composition
\( \vdash \) is a partition of
\( \models \) is a composition of
\( || \) weight of a composition or partition, or size of a skew shape
\( \cdot \) concatenation of compositions
\( \odot \) near concatenation of compositions
\( \shuffle \) shuffle of permutations
\( + \) disjoint union of posets
\( \prec \) cover relation in a poset
\( \preceq \) relation in a poset
\( \triangleleft \) refines
\( \subseteq \) subset of, or containment
\( [ , ] \) closed interval in a poset
\( ( , ) \) open interval in a poset
\( \langle , \rangle \) bilinear form, or inner product
Chapter 1
Introduction

Abstract A brief history of the Hopf algebra of quasisymmetric functions is given, along with their appearance in discrete geometry, representation theory and algebra. A discussion on how quasisymmetric functions simplify other algebraic functions is undertaken, and their appearance in areas such as probability, topology, and graph theory is also covered. Research on the dual algebra of noncommutative symmetric functions is touched on, as is a variety of extensions to quasisymmetric functions. What is known about the basis of quasisymmetric Schur functions is also addressed.

1.1 A brief history of quasisymmetric functions

We begin with a brief history of quasisymmetric functions ending with the recent discovery of quasisymmetric Schur functions, which will give an indication of the depth and breadth of this fascinating subject.

The history starts with plane partitions that were discovered by MacMahon [61] and later connected to the theory of symmetric functions by Bender and Knuth [9]. MacMahon’s work anticipated the theory of $P$-partitions, which was first studied by Stanley [77] in 1972, and laid out the basic theory of quasisymmetric functions in this context, but not in the language of quasisymmetric functions. The definition of quasisymmetric functions was given in 1984 by Gessel [35] who also described many of the fundamental properties of the Hopf algebra of quasisymmetric functions, QSym. Ehrenborg [27] developed further Hopf algebraic properties of quasisymmetric functions, and employed them to encode the flag $f$-vector of a poset, meanwhile proving that QSym is dual to Solomon’s descent algebra of type $A$ was determined by Malvenuto and Reutenauer [62] in 1995. It was at this point in time that the study of QSym and related algebras fully began to blossom.

The theory of descent algebras [76] was already a rich subject in type $A$, for example [32], and in [34] Solomon’s descent algebra of type $A$ was shown to be isomorphic to the Hopf algebra of noncommutative symmetric functions NSym. This latter algebra is isomorphic [41] to the universal enveloping algebra of the
free Lie algebra with countably many generators [71] and founded another fruitful avenue of research, for example, [26, 34, 51]. This avenue led to extending to more than one parameter [54], coloured trees [85] and noncommutative character theory [21].

With the strong connection to discrete geometry [27, 35] quasisymmetric functions also arise frequently in the study of posets [53, 66, 80, 83], combinatorial polytopes [22], matroids [19, 24, 59] and the cd-index [17]. Plus there is a natural strong connection to algebra, and quasisymmetric functions are isomorphic to the Hopf algebra of ladders [30], are free over the Hopf algebra of symmetric functions [33], and can have their polynomial generators computed [44]. Further algebraic properties can be found in [42, 43]. QSym is also the terminal object in the category of combinatorial Hopf algebras [4], and facilitates the computation of their characters [67]. Meanwhile, in the context of representation theory, quasisymmetric functions arise in the study of Hecke algebras [46], Lie representations [36], crystal graphs for general linear Lie superalgebras [52], and explicit formulas for the odd and even parts of the universal character on QSym are given in [2]. However, it is arguable that quasisymmetric functions have had the greatest impact in simplifying the computation of many well-known functions. Examples include Macdonald polynomials [38, 40], skew Hall-Littlewood polynomials [58], Kazhdan-Lusztig polynomials [16], Stanley symmetric functions [78], shifted quasisymmetric functions [13, 20] and the plethysm of Schur functions [57]. Many other examples arise through the theory of Pieri operators on posets [12].

Quasisymmetric functions also arise in the study of Tchebyshev transforms where the second kind is a Hopf algebra endomorphism on QSym [28] and are a tool in establishing Schur positivity [5]. With respect to ribbon Schur functions, the sum of fundamental quasisymmetric functions over a forgotten class is a multiplicity free sum of ribbon Schur functions [70], while fundamental quasisymmetric functions are key to determining when two ribbon Schur functions are equal [18]. In graph theory, quasisymmetric functions can be used to express the chromatic symmetric function [23, 79] and recently quasisymmetric refinements of the chromatic symmetric function have been introduced [50, 75]. In enumerative combinatorics, quasisymmetric functions are combined with the statistics of major index and excedence to create Eulerian quasisymmetric functions [74] although these functions are, in fact, symmetric. The topology of QSym has been studied in [17, 47] and its impact on probability comes via the study of riffle shuffles [82] and random walks [45]. Quasisymmetric functions also play a role in the study of trees [47, 87], and KP hierarchy [25].

Generalizations and extensions of QSym are also numerous and include the Malvenuto-Reutenauer Hopf algebra of permutations, denoted by Sym or FQSym, for example [3, 26, 62], quasisymmetric functions in noncommuting variables, for example [10]; higher level quasisymmetric functions, for example [48]; coloured quasisymmetric functions, for example [49]; Type B quasisymmetric functions, for example [8]; and the space $R_n$ constructed as a quotient by the ideal of quasisymmetric polynomials with no constant term, for example [6].
1.1 A brief history of quasisymmetric functions

Recently, a new basis of $QSym$ has been discovered: the basis of quasisymmetric Schur functions $[40]$. Schur functions are a basis for the Hopf algebra of symmetric functions, $Sym$ and are a central object of study due to their omnipresent nature: from being the irreducible characters of the symmetric group, to being generating functions for tableaux. Their ubiquity is well documented in classic texts such as $[31, 60, 72, 81]$. Quasisymmetric Schur functions refine Schur functions in a natural way and, moreover, exhibit many of the elegant properties of Schur functions. Properties include exhibiting quasisymmetric Kostka numbers $[40]$ and Littlewood-Richardson rules $[15, 39]$, while their image under the involution $\omega$ yields row-strict quasisymmetric Schur functions $[29, 65]$. Additionally quasisymmetric Schur functions have had certain multiplicity free expansions computed $[14]$, and were pivotal in resolving a conjecture of F. Bergeron and Reutenauer that $QSym$ over $Sym$ has a stable basis $[55]$.

While much has been done, there is still, without doubt, a plethora of theorems to discover for quasisymmetric Schur functions.
Chapter 2
Classical combinatorial concepts

Abstract In this chapter we begin by defining partially ordered sets, linear extensions, the dual of a poset, and the disjoint union of two posets. We then define further combinatorial objects we will need including compositions, partitions, diagrams and Young tableaux, reverse tableaux, Young’s lattice and Schensted insertion.

2.1 Partially ordered sets

A useful notion for us throughout this book will be that of a partially ordered set.

Definition 2.1.1. A partially ordered set, or simply poset, is a pair \((P, \leq)\) consisting of a set \(P\) and a binary relation \(\leq\) on \(P\) that is reflexive, antisymmetric and transitive, that is, for all \(p, q, r \in P\),

1. \(p \leq p\)
2. \(p \leq q\) and \(q \leq p\) implies \(p = q\)
3. \(p \leq q\) and \(q \leq r\) implies \(p \leq r\).

The relation \(\leq\) is called a partial order on or partial ordering of \(P\).

We write \(p < q\) if \(p \leq q\) and \(p \neq q\), \(p \geq q\) if \(q \leq p\), and \(p > q\) if \(q < p\). Elements \(p, q \in P\) are called comparable if \(p \leq q\) or \(q \leq p\).

If \(p \leq q\), then we define the closed interval

\([p, q] = \{r \in P \mid p \leq r \leq q\}\)

and the open interval

\((p, q) = \{r \in P \mid p < r < q\}\).

An element \(q\) covers an element \(p\) if \(p < q\) and \((p, q) = 0\). If \(q\) covers \(p\), then we write \(p \lessdot q\).

A chain is a poset in which any two elements are comparable. The order here is called a total or linear order. A saturated chain in a poset is a finite sequence of
consecutive cover relations, the number of which is the length. For our purposes we say a poset is graded if it has a unique minimal element 0 and every saturated chain between 0 and a poset element x has the same length, called the rank of x.

**Example 2.1.2.** Familiar posets include \((\mathbb{Z}, \leq)\) where \(\leq\) is the usual relation less than or equal to on the integers, and \((\mathcal{P}(A), \subseteq)\) where \(\mathcal{P}(A)\) is the collection of all subsets of a set \(A\). In addition, the poset \((\mathbb{Z}, \leq)\) is a chain.

We shall often abuse notation and give both a poset and its underlying set the same name. Thus a poset \(P\) shall mean, unless otherwise specified, a set \(P\) together with a partial order \(\leq\) on \(P\). The partial order will usually be denoted by the symbol \(\leq\), with the words ‘in \(P\)’, or subscript \(P\), added if necessary to distinguish it from the partial order of a different poset.

We will be interested in chains that contain a given poset in the following sense.

**Definition 2.1.3.** A linear extension of a poset \(P\) is a chain \(w\) consisting of the set \(P\) with a total order that satisfies
\[
p < q \text{ in } P \implies p < q \text{ in } w.
\]

When \(P\) is finite, we can let this total order be \(w_1 < w_2 < \cdots\) and restate the last condition as
\[
w_i < w_j \text{ in } P \implies i < j.
\]

The set of all linear extensions of \(P\) is denoted by \(\mathcal{L}(P)\).

**Example 2.1.4.** There are two linear extensions of \((\mathcal{P}(\{1, 2\}), \subseteq)\), namely
\[
\emptyset < \{1\} < \{2\} < \{1, 2\}
\]
and
\[
\emptyset < \{2\} < \{1\} < \{1, 2\}.
\]

Finally, we introduce two operations on posets. The dual of a poset \(P\) is the poset \(P^*\) consisting of the set \(P\) with partial order defined by
\[
p \leq q \text{ in } P^* \text{ if } q \leq p \text{ in } P.
\]

If \(P\) and \(Q\) are posets with disjoint underlying sets \(P\) and \(Q\), then the disjoint union \(P + Q\) is the poset consisting of the set \(P \cup Q\) with partial order defined by
\[
p \leq q \text{ in } P + Q \text{ if } p \leq q \text{ in } P \text{ or } p \leq q \text{ in } Q.
\]

Since \(P\) and \(Q\) are disjoint, \(p \leq q \text{ in } P + Q\) is possible only if \(p, q \in P\) or \(p, q \in Q\).
2.2 Compositions and partitions

Compositions and partitions will be the foundation for the indexing sets of the functions we will be studying.

**Definition 2.2.1.** A composition is a finite ordered list of positive integers. A partition is a finite unordered list of positive integers that we write in weakly decreasing order when read from left to right. In both cases we call the integers the parts of the composition or partition.

The underlying partition of a composition \( \alpha \), denoted by \( \tilde{\alpha} \), is the partition obtained by sorting the parts of \( \alpha \) into weakly decreasing order.

Given a composition or partition \( \alpha = (\alpha_1, \ldots, \alpha_k) \), we define its weight or size to be \( |\alpha| = \alpha_1 + \cdots + \alpha_k \) and its length to be \( \ell(\alpha) = k \). When \( \alpha_{i+1} = \cdots = \alpha_{i+m} = i \) we often abbreviate this sublist to \( i^m \). If \( \alpha \) is a composition with \( |\alpha| = n \), then we write \( \alpha \vdash n \) and say \( \alpha \) is a composition of \( n \). If \( \lambda \) is a partition with \( |\lambda| = n \), then we write \( \lambda \vdash n \) and say \( \lambda \) is a partition of \( n \). For convenience we denote by \( / 0 \) the unique composition or partition of weight and length 0, called the empty composition or partition.

**Example 2.2.2.** The compositions of 4 are

\[(4), (3, 1), (1, 3), (2, 2), (2, 1, 1), (1, 2, 1), (1, 1, 2), (1, 1, 1, 1)\]

The partitions of 4 are

\[(4), (3, 1), (2, 2), (2, 1, 1), (1, 1, 1, 1)\]

If \( \alpha = (1, 4, 1, 2) \), then \( \tilde{\alpha} = (4, 2, 1, 1) \).

There is a natural one-to-one correspondence between compositions of \( n \) and subsets of \( [n-1] = \{1, 2, \ldots, n-1\} \), given by the following.

**Definition 2.2.3.** Let \( n \) be a nonnegative integer.

1. If \( \alpha = (\alpha_1, \ldots, \alpha_k) \vdash n \), then we define
   \[\text{set}(\alpha) = \{\alpha_1, \alpha_1 + \alpha_2, \ldots, \alpha_1 + \cdots + \alpha_{k-1}\} \subseteq [n-1].\]

2. If \( A = \{a_1, \ldots, a_t\} \subseteq [n-1] \) where \( a_1 < \cdots < a_t \), then we define
   \[\text{comp}(A) = (a_1 - 1, a_2 - a_1, \ldots, a_t - a_{t-1}, n - a_t) \vdash n.\]

In particular, the empty set corresponds to the composition \( \emptyset \) if \( n = 0 \), and to \( (n) \) if \( n > 0 \).

**Example 2.2.4.** Let \( \alpha = (1, 1, 3, 1, 2) \vdash 8 \). Then

\[\text{set}(\alpha) = \{1, 1 + 1, 1 + 1 + 3, 1 + 1 + 3 + 1\} = \{1, 2, 5, 6\} \subseteq [7].\]
Conversely, if $A = \{1, 2, 5, 6\} \subseteq [7]$, then

$$\text{comp}(A) = (1, 2 - 1, 5 - 2, 6 - 5, 8 - 6) = (1, 1, 3, 1, 2).$$

For every composition $\alpha \vDash n$ there exist three closely related compositions: its reversal, its complement, and its transpose. Firstly, the reversal of $\alpha$, denoted by $\alpha^\ast$, is obtained by writing the parts of $\alpha$ in the reverse order. Secondly, the complement of $\alpha$, denoted by $\alpha^c$, is given by

$$\alpha^c = \text{comp}(\text{set}(\alpha)^c).$$

Lastly, the transpose (also known as the conjugate) of $\alpha$, denoted by $\alpha^t$, is defined to be $\alpha^t = (\alpha^\ast)^c = (\alpha^c)^\ast$.

**Example 2.2.5.** If $\alpha = (1, 4, 1, 2) \vDash 8$, then $\text{set}(\alpha) = \{1, 5, 6\} \subseteq [7]$, and hence $\alpha^\ast = (2, 1, 4, 1)$, $\alpha^c = (2, 1, 1, 3, 1)$, $\alpha^t = (1, 3, 1, 1, 2)$.

Given a pair of compositions, there are also two operations that can be performed. The concatenation of $\alpha = (\alpha_1, \ldots, \alpha_k)$ and $\beta = (\beta_1, \ldots, \beta_\ell)$ is

$$\alpha \cdot \beta = (\alpha_1, \ldots, \alpha_k, \beta_1, \ldots, \beta_\ell)$$

while the near concatenation is

$$\alpha \odot \beta = (\alpha_1, \ldots, \alpha_k, \beta_1, \ldots, \beta_\ell).$$

For example, $(1, 4, 1, 2) \cdot (3, 1, 1) = (1, 4, 1, 2, 3, 1, 1)$ while $(1, 4, 1, 2) \odot (3, 1, 1) = (1, 4, 1, 5, 1, 1)$.

Given compositions $\alpha, \beta$, we say that $\alpha$ is a coarsening of $\beta$ (or equivalently $\beta$ is a refinement of $\alpha$), denoted by $\alpha \succcurlyeq \beta$, if we can obtain the parts of $\alpha$ in order by adding together adjacent parts of $\beta$ in order. For example, $(1, 4, 1, 2) \succcurlyeq (1, 1, 3, 1, 2)$.

We end this section with the following result on refinement, which is straightforward to verify, and is illustrated by Examples 2.2.4 and 2.2.5 and the definition of refinement.

**Proposition 2.2.6.** Let $\alpha$ and $\beta$ be compositions of the same weight. Then

$$\alpha \preccurlyeq \beta \text{ if and only if } \text{set}(\beta) \subseteq \text{set}(\alpha).$$

### 2.3 Partition diagrams

We now associate compositions and partitions with diagrams.

**Definition 2.3.1.** Given a partition $\lambda = (\lambda_1, \ldots, \lambda_{\ell(\lambda)}) \vdash n$, we say the Young diagram of $\lambda$, also denoted by $\lambda$, is the left-justified array of $n$ cells with $\lambda_i$ cells in the $i$-th row. We follow the Cartesian or French convention, which means that we
number the rows from bottom to top, and the columns from left to right. The cell in
the \(i\)-th row and \(j\)-th column is denoted by the pair \((i, j)\).

**Example 2.3.2.**

\[ \lambda = (4, 4, 2, 1, 1) \]

Let \(\lambda, \mu\) be two Young diagrams. We say \(\mu\) is contained in \(\lambda\), denoted by \(\mu \subseteq \lambda\), if \(\ell(\mu) \leq \ell(\lambda)\) and \(\mu_i \leq \lambda_i\) for \(1 \leq i \leq \mu_\ell(\mu)\). If \(\mu \subseteq \lambda\), then we define the skew shape \(\lambda / \mu\) to be the array of cells

\[ \lambda / \mu = \{(i, j) \mid (i, j) \in \lambda \text{ and } (i, j) \notin \mu\} \]

For convenience, we refer to \(\mu\) as the base shape and to \(\lambda\) as the outer shape. The size of \(\lambda / \mu\) is \(|\lambda / \mu| = |\lambda| - |\mu|\). Note that the skew shape \(\lambda / \emptyset\) is the same as the Young diagram \(\lambda\). Consequently, we write \(\lambda\) instead of \(\lambda / \emptyset\). Such a skew shape is said to be of straight shape.

**Example 2.3.3.** In this example the base shape is denoted by cells filled with a •, although often these cells are not drawn.

\[ \lambda / \mu = (4, 4, 3, 2, 1)/(3, 2, 1) \]

The transpose of a Young diagram \(\lambda\), denoted by \(\lambda^t\), is the array of cells

\[ \lambda^t = \{(j, i) \mid (i, j) \in \lambda\} \]

**Example 2.3.4.**
10 2 Classical combinatorial concepts

\[ \lambda = (4, 4, 2, 1, 1) \quad \lambda' = (5, 3, 2, 2) \]

We extend the definition of transpose to skew shapes by

\[
(\lambda / \mu)' = \{(j, i) \mid (i, j) \in \lambda \text{ and } (i, j) \not\in \mu \} = \lambda^t / \mu^t.
\]

Three skew shapes of particular note are horizontal strips, vertical strips and ribbons. We say a skew shape is a horizontal strip if no two cells lie in the same column, and a vertical strip if no two cells lie in the same row. A skew shape is connected if for all if for every cell \(d\) with another cell strictly below or to the right of it, there exists a cell adjacent to \(d\) either below or to the right. We say a connected skew shape is a ribbon if the following subarray of four cells does not occur in it.

\[
\begin{array}{ccc}
\hline
& & \\
\hline
& & \\
\hline
\end{array}
\]

It follows that a ribbon is an array of cells in which, if we number rows from top to bottom, the leftmost cell of row \(i + 1\) lies immediately below the rightmost cell of row \(i\). Consequently, a ribbon can be efficiently indexed by the composition \(\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_\ell)\), where \(\alpha_i\) is the number of cells in row \(i\). This indexing, which follows \([34]\) and involves a deviation from the Cartesian convention for numbering rows, will simplify our discussion of duality later. It also ensures that the definitions of transpose of a ribbon and transpose of a composition agree, as illustrated in Examples 2.2.5 and 2.3.5.

**Example 2.3.5.**

\[
\begin{array}{c}
\begin{array}{c}
\hline
& & \\
\hline
& & \\
\hline
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\hline
& & \\
\hline
& & \\
\hline
\end{array}
\end{array}
\]

\[ \alpha = (1, 4, 1, 2) \quad \alpha' = (1, 3, 1, 1, 2) \]
2.4 Young tableaux and Young’s lattice

We now take the diagrams of the previous section and fill their cells with positive integers to form tableaux.

**Definition 2.4.1.** Given a skew shape $\lambda / \mu$, we define a *semistandard Young tableau* (abbreviated to SSYT) $T$ of shape $\text{sh}(T) = \lambda / \mu$ to be a filling

$$T : \lambda / \mu \rightarrow \mathbb{Z}^+$$

of the cells of $\lambda / \mu$ such that

1. the entries in each row are weakly increasing when read from left to right
2. the entries in each column are strictly increasing when read from bottom to top.

A *standard Young tableau* (abbreviated to SYT) is an SSYT in which the filling is a bijection $T : \lambda / \mu \rightarrow [\lambda / \mu]$, that is, each of the numbers $1, 2, \ldots, |\lambda / \mu|$ appears exactly once. Sometimes we will abuse notation and use SSYTs and SYTs to denote the set of all such tableaux.

**Example 2.4.2.** An SSYT and SYT, respectively.

```
<table>
<thead>
<tr>
<th>7</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>
```

```
<table>
<thead>
<tr>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
</tr>
<tr>
<td>2</td>
</tr>
</tbody>
</table>
```

Given an SSYT $T$, we define the *content* of $T$, denoted by $\text{cont}(T)$, to be the list of nonnegative integers

$$\text{cont}(T) = (c_1, c_2, \ldots, c_{\text{max}})$$

where $c_i$ is the number of times $i$ appears in $T$, and max is the largest integer appearing in $T$. Furthermore, given variables $x_1, x_2, \ldots$, we define the *monomial of T* to be

$$x^T = x_1^{c_1} x_2^{c_2} \cdots x_{\text{max}}^{c_{\text{max}}}.$$  

Given an SYT $T$, its *column reading word*, denoted by $w_{\text{col}}(T)$, is obtained by listing the entries from the leftmost column in decreasing order, followed by the entries from the second leftmost column, again in decreasing order, and so on.

The *descent set* of an SYT $T$ of size $n$, denoted by $\text{des}(T)$, is the subset of $[n-1]$ consisting of all entries $i$ of $T$ such that $i + 1$ appears in the same column or a column to the left, that is,

$$\text{des}(T) = \{ i \mid i + 1 \text{ appears weakly left of } i \} \subseteq [n-1]$$
and the corresponding descent composition of $T$ is

$$\text{comp}(T) = \text{comp}(\text{des}(T)).$$

Given a partition $\lambda = (\lambda_1, \ldots, \lambda_k)$, the canonical SYT $V_\lambda$ is the unique SYT satisfying $sh(V_\lambda) = \lambda$ and $\text{comp}(V_\lambda) = (\lambda_1, \ldots, \lambda_k)$. In $V_\lambda$ the first row is filled with $1, 2, \ldots, \lambda_1$ and row $i$ for $2 \leq i \leq \ell(\lambda)$ is filled with $x + 1, x + 2, \ldots, x + \lambda_i$

where $x = \lambda_1 + \cdots + \lambda_{i-1} - 1$.

Example 2.4.3.

$$T = \begin{bmatrix} 7 \\ 6 & 9 \\ 2 & 5 \\ 1 & 3 & 4 & 8 \end{bmatrix}$$

$$V_{(4,2,2,1)} = \begin{bmatrix} 9 \\ 7 & 8 \\ 5 & 6 \\ 1 & 2 & 3 & 4 \end{bmatrix}$$

$$\text{des}(T) = \{1, 4, 5, 6, 8\}$$

$$\text{comp}(T) = (1, 3, 1, 1, 2, 1)$$

$$w_{\text{col}}(T) = 762195348$$

Definition 2.4.4. Young’s lattice $\mathcal{L}_Y$ is the poset consisting of all partitions with the partial order $\subseteq$ of containment of the corresponding diagrams or, equivalently, the partial order in which $\lambda = (\lambda_1, \ldots, \lambda_k)$ is covered by

1. $(\lambda_1, \ldots, \lambda_k, 1)$, that is, the partition obtained by suffixing a part of size 1 to $\lambda$.
2. $(\lambda_1, \ldots, \lambda_k + 1, \ldots, \lambda_k)$, provided that $\lambda_i \neq \lambda_k$ for all $i < k$, that is, the partition obtained by adding 1 to a part of $\lambda$ as long as that part is the leftmost part of that size.

Example 2.4.5. A saturated chain in $\mathcal{L}_Y$ is

$$(3, 1, 1) \lessdot_Y (3, 2, 1) \lessdot_Y (4, 2, 1) \lessdot_Y (4, 2, 1, 1).$$

To any cover relation $\mu \lessdot_Y \lambda$ in $\mathcal{L}_Y$ we can associate the column number $\text{col}(\mu \lessdot_Y \lambda)$ of the cell that is in the diagram $\lambda$ but not $\mu$. For example, $\text{col}((3, 1, 1) \lessdot_Y (3, 2, 1)) = 2$ and $\text{col}((4, 3) \lessdot_Y (4, 3, 1)) = 1$. We extend this notion to the column sequence of a saturated chain, which is the sequence of column numbers of the successive cover relations in the chain, that is,

$$\text{col}(\lambda^1 \lessdot_Y \cdots \lessdot_Y \lambda^k) = \text{col}(\lambda^1 \lessdot_Y \lambda^2), \text{col}(\lambda^2 \lessdot_Y \lambda^3), \ldots, \text{col}(\lambda^{k-1} \lessdot_Y \lambda^k).$$

For example,

$$\text{col}( (3, 1, 1) \lessdot_Y (3, 2, 1) \lessdot_Y (4, 2, 1) \lessdot_Y (4, 2, 1, 1) ) = 2, 4, 1.$$
Staying with saturated chains, we end this subsection with a well-known bijection between SYTs and saturated chains in $\mathcal{L}_Y$ implicit in [81] 7.10.3 Proposition.

**Proposition 2.4.6.** A one-to-one correspondence between saturated chains in $\mathcal{L}_Y$ and SYTs is given by

$$\lambda^0 \preceq_Y \lambda^1 \preceq_Y \lambda^2 \cdots \preceq_Y \lambda^n \leftrightarrow T$$

where $T$ is the SYT of shape $\lambda^n/\lambda^0$ such that the number $i$ appears in the cell in $T$ that exists in $\lambda^i$ but not $\lambda^{i-1}$.

**Example 2.4.7.** The saturated chain in $\mathcal{L}_Y$

$$\emptyset \preceq_Y (1) \preceq_Y (1,1) \preceq_Y (2,1) \preceq_Y (3,1) \preceq_Y (3,2) \preceq_Y (4,2,1,1) \preceq_Y (4,2,2,1)$$

corresponds to the following SYT.

```
  7
  6 9
 2 5
1 3 4 8
```

2.5 Reverse tableaux

Closely related to the tableaux of the previous section are reverse tableaux, which we introduce now.

**Definition 2.5.1.** Given a skew shape $\lambda / \mu$, we define a semistandard reverse tableau (abbreviated to SSRT) $\tilde{T}$ of shape $\text{sh}(\tilde{T}) = \lambda / \mu$ to be a filling $\tilde{T} : \lambda / \mu \to \mathbb{Z}^+$ of the cells of $\lambda / \mu$ such that

1. the entries in each row are weakly decreasing when read from left to right
2. the entries in each column are strictly decreasing when read from bottom to top.

A standard reverse tableau (abbreviated to SRT) is an SSRT in which the filling is a bijection $\tilde{T} : \lambda / \mu \to [\lambda / \mu]$, that is, each of the numbers $1, 2, \ldots, |\lambda / \mu|$ appears exactly once. Sometimes we will abuse notation and use SSRTs and SRTs to denote the set of all such tableaux.

**Example 2.5.2.** An SSRT and SRT, respectively.
Exactly as with SSYTs, given an SSRT $\tilde{T}$, we define the **content** of $\tilde{T}$, denoted by $\text{cont}(\tilde{T})$, to be the list of nonnegative integers

$$\text{cont}(\tilde{T}) = (c_1, c_2, \ldots, c_{\text{max}})$$

where $c_i$ is the number of times $i$ appears in $\tilde{T}$, and $\text{max}$ is the largest integer appearing in $\tilde{T}$. Given variables $x_1, x_2, \ldots$, we define the **monomial** of $\tilde{T}$ to be

$$x^{\tilde{T}} = x_1^{c_1} x_2^{c_2} \cdots x_{\text{max}}^{c_{\text{max}}}.$$

Given an SRT $\tilde{T}$, its **column reading word**, denoted by $w_{\text{col}}(\tilde{T})$, is obtained by listing the entries from the leftmost column in increasing order, followed by the entries from the second leftmost column, again in increasing order, and so on.

The **descent set** of an SRT $\tilde{T}$ of size $n$, denoted by $\text{des}(\tilde{T})$, is the subset of $[n-1]$ consisting of all entries $i$ of $\tilde{T}$ such that $i+1$ appears in the same column or a column to the right, that is,

$$\text{des}(\tilde{T}) = \{ i \mid i + 1 \text{ appears weakly right of } i \} \subseteq [n - 1]$$

and the corresponding **descent composition** of $\tilde{T}$ is

$$\text{comp}(\tilde{T}) = \text{comp}(\text{des}(\tilde{T})).$$

Given a partition $\lambda = (\lambda_1, \ldots, \lambda_k) \vdash n$, the **canonical** SRT $\hat{V}_\lambda$ is the unique SRT satisfying $\text{sh}(\hat{V}_\lambda) = \lambda$ and $\text{comp}(\hat{V}_\lambda) = (\lambda_k, \ldots, \lambda_1)$. In $\hat{V}_\lambda$ the first row is filled with $n, n - 1, \ldots, n - \lambda_1 + 1$ and row $i$ for $2 \leq i \leq \ell(\lambda)$ is filled with

$$x, x - 1, \ldots, x - \lambda_i + 1$$

where $x = n - (\lambda_1 + \cdots + \lambda_{i-1})$.

**Example 2.5.3.**

\begin{center}
\begin{array}{ccc}
1 & 3 & 3 \\
3 & \bullet & 6 \\
\bullet & 6 & \bullet \\
\bullet & \bullet & 7 \\
\end{array}
\begin{array}{ccc}
3 & 4 & 1 \\
4 & 8 & 5 \\
9 & 7 & 6 \\
\end{array}
\end{center}
There is a natural shape-preserving bijection
\[ \tilde{T} : SYTs \rightarrow SRTs \]
where for an SYT \( T \) with \( n \) cells we replace each entry \( i \) by the entry \( n - i + 1 \),
obtaining an SRT \( \tilde{T} = \tilde{T}(T) \) of the same skew shape.
Therefore, we have an analogue to Proposition 2.4.6 for SRTs.

**Proposition 2.5.4.** A one-to-one correspondence between saturated chains in \( \mathcal{L}_Y \) and SRTs is given by
\[ \lambda^0 \preceq_Y \lambda^1 \preceq_Y \lambda^2 \preceq_Y \cdots \preceq_Y \lambda^n \leftrightarrow \tilde{T} \]
where \( \tilde{T} \) is the SRT of shape \( \lambda^n/\lambda^0 \) such that the number \( n - i + 1 \) appears in the cell in \( \tilde{T} \) that exists in \( \lambda^i \) but not \( \lambda^{i-1} \).

**Example 2.5.5.** The saturated chain in \( \mathcal{L}_Y \)
\[ \emptyset \preceq_Y (1) \preceq_Y (1,1) \preceq_Y (2,1) \preceq_Y (3,1) \preceq_Y (3,2) \preceq_Y (3,2,1) \preceq_Y (3,2,1,1) \preceq_Y (4,2,1,1) \preceq_Y (4,2,2,1) \]
corresponds to the following SRT.

\[
\begin{array}{cccc}
3 & 4 & 1 & 8 \\
5 & 9 & 7 & 6 \\
2 &   &   & \\
\end{array}
\]

Additionally, there is a simple relationship between descent compositions of SYTs and SRTs.

**Proposition 2.5.6.** Given an SYT \( T \), we have \( \text{comp}(\tilde{T}(T))) = \text{comp}(T)^\ast \).

**Proof.** Suppose \( T \) is an SYT with \( n \) cells. The following statements are equivalent.
1. \( i \in \text{des}(T) \).
2. \( i + 1 \) is weakly to the left of \( i \) in \( T \).
3. $n - i$ is weakly to the left of $n - i + 1$ in $\tilde{\Gamma}(T)$.
4. $n - i + 1$ is weakly to the right of $n - i$ in $\tilde{\Gamma}(T)$.
5. $n - i \in \text{des}(\tilde{\Gamma}(T))$.

This establishes the claim. $\square$

2.6 Schensted insertion

We now describe Schensted insertion, which inserts a positive integer $k_1$ into a semi-standard or standard Young tableau $T$ and is denoted by $T \leftarrow k_1$.

1. If $k_1$ is greater than or equal to the last entry in row 1, place it at the end of the row, else
2. find the leftmost entry in that row strictly larger than $k_1$, say $k_2$, then
3. replace $k_2$ by $k_1$, that is, $k_1$ bumps $k_2$.
4. Repeat the previous steps with $k_2$ and row 2, $k_3$ and row 3, etc.

The set of cells whose values are modified by the insertion, including the final cell added, is called the insertion path, and the final cell is called the new cell.

Example 2.6.1. If we insert 5, then we have

$$
\begin{array}{ccc}
7 & 7 \\
5 & 6 & 6 \\
2 & 4 & 5 \\
1 & 3 & 4 & 6 \\
\end{array}
\leftarrow 5
= 
\begin{array}{ccc}
7 & 7 \\
5 & 6 & 6 \\
2 & 4 & 5 & 6 \\
1 & 3 & 4 & 5 \\
\end{array}
$$

where the bold cells indicate the insertion path. Meanwhile, if we insert 3, then we have

$$
\begin{array}{ccc}
7 & 7 \\
5 & 6 & 6 \\
2 & 4 & 5 \\
1 & 3 & 4 & 6 \\
\end{array}
\leftarrow 3
= 
\begin{array}{ccc}
7 & 7 \\
5 & 6 & 6 \\
2 & 4 & 4 \\
1 & 3 & 3 & 6 \\
\end{array}
$$

where the bold cells again indicate the insertion path.

Similarly we have Schensted insertion for reverse tableau, which inserts a positive integer $k_1$ into a semistandard or standard reverse tableau $\tilde{T}$ and is denoted by $\tilde{T} \leftarrow k_1$.

1. If $k_1$ is less than or equal to the last entry in row 1, place it at the end of the row, else
2. find the leftmost entry in that row strictly smaller than $k_1$, say $k_2$, then
3. replace $k_2$ by $k_1$, that is, $k_1$ bumps $k_2$. 

4. Repeat the previous steps with $k_2$ and row 2, $k_3$ and row 3, etc.

As before, the set of cells whose values are modified by the insertion, including the final cell added, is called the *insertion path*, and the final cell is called the *new cell*.

**Example 2.6.2.** If we insert 5, then we have

\[
\begin{array}{cccc}
1 & 1 & & \\
3 & 2 & 2 & 5 \\
6 & 4 & 3 & \\
7 & 5 & 4 & 2 \\
\end{array}
\begin{array}{c}
\leftarrow 5 \\
\end{array}
= \begin{array}{cccc}
1 & & & \\
2 & 1 & & \\
3 & 3 & 2 & \\
6 & 4 & 4 & \\
7 & 5 & 5 & 2 \\
\end{array}
\]

where the bold cells indicate the insertion path.

Given a type of insertion and list of positive integers $\sigma = \sigma_1 \cdots \sigma_n$, we define the *rectification* of $\sigma$, denoted by rect($\sigma$), to be

\[
(\cdots ((\emptyset \leftarrow \sigma_1) \leftarrow \sigma_2) \cdots ) \leftarrow \sigma_n.
\]
Chapter 3
Hopf algebras

Abstract We give the basic theory of graded Hopf algebras, and then illustrate the
theory in detail with three examples: the Hopf algebra of symmetric functions, Sym,
the Hopf algebra of quasisymmetric functions, QSym, and the Hopf algebra of non-
commutative symmetric functions, NSym. In each case we describe pertinent bases,
the product, the coproduct and the antipode. Once defined we see how Sym is a
subalgebra of QSym, and a quotient of NSym. We also discuss the duality of QSym
and NSym and a variety of automorphisms on each. We end by defining combina-
torial Hopf algebras and discussing the role QSym plays as the terminal object in
the category of all combinatorial Hopf algebras.

3.1 Hopf algebra basic theory

Here we present all the definitions and results concerning Hopf algebras that we
shall need. The reader may wish to use this section as a reference, to be consulted
after seeing three examples of a Hopf algebra in Sections 3.2, 3.3 and 3.4. Our
presentation is based on that in [69]. Other references are [68] and [84].

Throughout this section, let $R$ be a commutative ring with identity element. We
remind the reader that an $R$-module is defined in the same way as a vector space,
except that the field of scalars is replaced by the ring $R$.

Definition 3.1.1. An algebra over $R$ is an $R$-module $\mathcal{A}$ together with $R$-linear maps
product or multiplication $m: \mathcal{A} \otimes \mathcal{A} \rightarrow \mathcal{A}$ and unit $u: R \rightarrow \mathcal{A}$, such that the fol-
lowing diagrams commute.
i. **Associative property**

\[
\begin{array}{ccc}
A \otimes A \otimes A & \xrightarrow{m \otimes id} & A \otimes A \\
\downarrow id \otimes m & & \downarrow m \\
A \otimes A & \xrightarrow{m} & A
\end{array}
\]

ii. **Unitary property**

\[
\begin{array}{ccc}
A \otimes A & \xrightarrow{u \otimes id} & R \otimes A \\
\downarrow id \otimes u & & \downarrow m \\
R \otimes A & \xrightarrow{m} & A \otimes R \\
\downarrow & & \downarrow \\
A & & A
\end{array}
\]

In both diagrams, \(id\) is the identity map on \(A\). The two lower maps in the diagram ii. are given by scalar multiplication.

A map \(f : A \rightarrow A'\), where \((A', m', u')\) is another algebra over \(R\), is an algebra morphism if

\[f \circ m = m' \circ (f \otimes f) \quad \text{and} \quad f \circ u = u'.\]

We shall frequently write \(ab\) instead of \(m(a \otimes b)\).

The algebra \(A\) has identity element \(1_A = u(1_R)\), where \(1_R\) is the identity element of \(R\). The unit \(u\) is always given by \(u(r) = r1_A\) for all \(r \in R\).

A coalgebra is defined by reversing the arrows in the diagrams that define an algebra.

**Definition 3.1.2.** A coalgebra over \(R\) is an \(R\)-module \(C\) together with \(R\)-linear maps coproduct or comultiplication \(\Delta : C \rightarrow C \otimes C\) and counit or augmentation \(\varepsilon : C \rightarrow R\), such that the following diagrams commute.
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i. Coassociativity property

\[ \begin{array}{c}
\mathcal{C} \\
\downarrow \Delta \\
\mathcal{C} \otimes \mathcal{C} \\
\downarrow \Delta \otimes \text{id} \\
\mathcal{C} \otimes \mathcal{C} \otimes \mathcal{C} \\
\downarrow \text{id} \otimes \Delta \\
\mathcal{C} \otimes \mathcal{C} \otimes \mathcal{C} \\
\end{array} \]

In both diagrams, \( \text{id} \) is the identity map on \( \mathcal{C} \). The two upper maps in the diagram ii. are given by \((1 \otimes)(c) = 1 \otimes c \) and \((\otimes 1)(c) = c \otimes 1 \) for \( c \in \mathcal{C} \). We may omit the indexing required to express a coproduct \( \Delta(c) \) as an element of \( \mathcal{C} \otimes \mathcal{C} \) and use Sweedler notation to write \( \Delta(c) = \sum c_1 \otimes c_2 \). Thus, in Sweedler notation, the diagrams i. and ii. state that, for all \( c \in \mathcal{C} \),

\[ \sum c_1 \otimes (c_2)_1 \otimes (c_2)_2 = \sum (c_1)_1 \otimes (c_1)_2 \otimes c_2 \]  \( \quad \text{(3.1)} \)

and

\[ \sum \varepsilon(c_1)c_2 = c = \sum \varepsilon(c_2)c_1. \]  \( \quad \text{(3.2)} \)

We say the coproduct \( \Delta \) is coassociative if \( c'' \otimes c' \) is a term of \( \Delta(c) \) whenever \( c' \otimes c'' \) is.

A submodule \( \mathscr{I} \subseteq \mathcal{C} \) is a coideal if

\[ \Delta(\mathscr{I}) \subseteq \mathscr{I} \otimes \mathcal{C} + \mathcal{C} \otimes \mathscr{I} \quad \text{and} \quad \varepsilon(\mathscr{I}) = \{0\}. \]

A map \( f : \mathcal{C} \to \mathcal{C}' \), where \( (\mathcal{C}', \Delta', \varepsilon') \) is another coalgebra over \( R \), is a coalgebra morphism if

\[ \sum \varepsilon(c_1)c_2 = c = \sum \varepsilon(c_2)c_1. \]  \( \quad \text{(3.2)} \)
\[ \Delta' \circ f = (f \otimes f) \circ \Delta \quad \text{and} \quad \varepsilon = \varepsilon' \circ f. \]

In the remainder of this section we assume that all modules, algebras and coalgebras are over the ring \( R \).

A bialgebra combines the notions of algebra and coalgebra.

**Definition 3.1.3.** Let \( (B, m, u) \) be an algebra and \( (B, \Delta, \varepsilon) \) a coalgebra. Then \( B \) is a bialgebra if
1. \( \Delta \) and \( \varepsilon \) are algebra morphisms
or equivalently,
2. \( m \) and \( u \) are coalgebra morphisms.

We are now ready to define a Hopf algebra.

**Definition 3.1.4.** Let \( (H, m, u, \Delta, \varepsilon) \) be a bialgebra. Then \( H \) is a Hopf algebra if there is a linear map \( S : H \rightarrow H \) such that
\[ m \circ (S \otimes id) \circ \Delta = u \circ \varepsilon = m \circ (id \otimes S) \circ \Delta. \]

Thus, in Sweedler notation, \( S \) satisfies
\[ \sum S(h_1)h_2 = \varepsilon(h)1 = \sum h_1S(h_2) \]
for all \( h \in H \), where \( 1 \) is the identity element of \( H \). The map \( S \) is called the antipode of \( H \).

A subset \( \mathcal{I} \subseteq H \) is a Hopf ideal if it is both an ideal and coideal, and \( S(\mathcal{I}) \subseteq \mathcal{I} \).

A map \( f : H \rightarrow H' \) between Hopf algebras is a Hopf morphism if it is both an algebra and coalgebra morphism, and
\[ f \circ S_H = S_{H'} \circ f \]
where \( S_H \) and \( S_{H'} \) are respectively the antipodes of \( H \) and \( H' \).

We note that the antipode of a Hopf algebra is unique. The following result is useful in proving that algebras are Hopf.

**Proposition 3.1.5.** Let \( \mathcal{I} \) be a submodule of a Hopf algebra \( H \). Then \( \mathcal{I} \) is a Hopf ideal if and only if \( H / \mathcal{I} \) is a Hopf algebra with structure induced by \( H \).

The existence of an antipode is guaranteed in the following type of bialgebra.

**Definition 3.1.6.** A bialgebra \( B \) with coproduct \( \Delta \) is graded if
1. \( B = \bigoplus_{n \geq 0} B^n \), where \( B^n \) is the submodule of elements of \( B \) that are homogeneous of degree \( n \),
2. \( B^i B^j \subseteq B^{i+j} \),
3. \( \Delta(B^n) \subseteq \bigoplus_{i+j=n} B^i \otimes B^j \).

If the submodule \( B^0 \) has dimension 1, we say \( B \) is connected.
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The following result is a consequence of [68, Proposition 8.2].

**Proposition 3.1.7.** [27, Lemma 2.1] Let \( B \) be a connected graded bialgebra. Then \( B \) is a Hopf algebra with unique antipode \( S \) defined recursively by \( S(1) = 1 \), and for \( x \) of degree \( n \geq 1 \),

\[
S(x) = - \sum_{i=0}^{n-1} S(y_i)z_{n-i},
\]

where

\[
\Delta(x) = x \otimes 1 + \sum_{i=0}^{n-1} y_i \otimes z_{n-i}
\]

(3.3)

and \( y_i, z_i \) have degree \( i \).

The counitary property ensures that the coproduct of an element \( x \) of degree \( n \) in a connected graded bialgebra has the expansion shown in Equation (3.3).

The Hopf algebras that we shall study are infinite-dimensional, graded and connected, with each component of the direct sum having finite dimension. Associated with each such Hopf algebra is another Hopf algebra of interest to us. This other Hopf algebra is described in the following, which is a consequence of [69, Theorem 9.1.3].

**Proposition 3.1.8.** Let \( \mathcal{H} = \bigoplus_{n \geq 0} \mathcal{H}^n \) be a connected, graded Hopf algebra over \( R \), such that each homogeneous component \( \mathcal{H}^n \) is finite-dimensional. Define the module \( \mathcal{H}^* \) by

\[
\mathcal{H}^* = \bigoplus_{n \geq 0} (\mathcal{H}^n)^*,
\]

where \( (\mathcal{H}^n)^* \) denotes the set of all linear maps \( f : \mathcal{H}^n \to R \).

Then \( \mathcal{H}^* \) is a Hopf algebra with

1. product \( m : \mathcal{H}^* \otimes \mathcal{H}^* \to \mathcal{H}^* \) induced by the convolution product

\[
f \ast g = m_R \circ (f \otimes g) \circ \Delta_{\mathcal{H}},
\]

where \( m_R \) is the product of \( R \), and \( \Delta_{\mathcal{H}} \) is the coproduct of \( \mathcal{H} \). Thus, in Sweedler notation, the convolution product is given by

\[
(f \ast g)(h) = \sum f(h_1)g(h_2)
\]

for all \( h \in \mathcal{H} \),

2. identity element \( \varepsilon_{\mathcal{H}} \), the counit of \( \mathcal{H} \),

3. coproduct \( \Delta : \mathcal{H}^* \to \mathcal{H}^* \otimes \mathcal{H}^* \) given by

\[
\Delta(f) = f \circ m_{\mathcal{H}},
\]

where \( m_{\mathcal{H}} \) is the product of \( \mathcal{H} \),

4. counit \( \varepsilon : \mathcal{H}^* \to R \) given by

\[
\varepsilon(f) = f(1_{\mathcal{H}}),
\]
where 1 is the identity element of $H$.

5. antipode $S : H^* \rightarrow H^*$ given by

$$S(f) = f \circ S_H,$$

where $S_H$ is the antipode of $H$.

The Hopf algebra $H^*$ is called the graded Hopf dual of $H$.

Accordingly, there is a nondegenerate bilinear form $(\cdot, \cdot) : H \otimes H^* \rightarrow R$ that pairs the elements of any basis $\{B_i\}_{i \in I}$ of $H^n$ for some index set $I$, and its dual basis $\{D_i\}_{i \in I}$ of $(H^n)^*$, given by $\langle B_i, D_j \rangle = \delta_{ij}$, where the Kronecker delta $\delta_{ij} = 1$ if $i = j$ and 0 otherwise. Duality is exhibited in that the product coefficients of one basis are the coproduct coefficients of its dual basis and vice versa, that is,

$$B_i B_j = \sum_h a_{ij}^h B_h \quad \iff \quad \Delta D_h = \sum_{i,j} a_{ij}^h D_i \otimes D_j,$$

$$D_i D_j = \sum_h b_{ij}^h D_h \quad \iff \quad \Delta B_h = \sum_{i,j} b_{ij}^h B_i \otimes B_j.$$

### 3.2 The Hopf algebra of symmetric functions

We now introduce the Hopf algebra of symmetric functions. A more extensive treatment can be found in the books [60, 72, 81] but here we restrict ourselves in order to illuminate certain parallels with quasisymmetric functions and noncommutative symmetric functions later.

Let $\mathbb{Q}[x_1, x_2, \ldots]$ be the Hopf algebra of formal power series in infinitely many variables $x_1, x_2, \ldots$ over $\mathbb{Q}$. Given a monomial $x_1^{\alpha_1} \cdots x_k^{\alpha_k}$, we say it has degree $n$ if $(\alpha_1, \ldots, \alpha_k) \models n$. Furthermore we say a formal power series has finite degree if each monomial has degree at most $m$ for some nonnegative integer $m$, and is homogeneous of degree $n$ if each monomial has degree $n$.

**Definition 3.2.1.** A symmetric function is a formal power series $f \in \mathbb{Q}[x_1, x_2, \ldots]$ such that

1. The degree of $f$ is finite.
2. For every composition $(\alpha_1, \ldots, \alpha_k)$, all monomials $x_1^{\alpha_1} \cdots x_k^{\alpha_k}$ in $f$ with distinct indices $i_1, \ldots, i_k$ have the same coefficient.

Let $n$ be a nonnegative integer, then recall that a permutation of $[n]$ is a bijection $\sigma : [n] \rightarrow [n]$, which we may write as an $n$-tuple $\sigma(1) \cdots \sigma(n)$. The set of all permutations of $[n]$ is denoted by $S_n$, and the union $\bigcup_{n \geq 0} S_n$ by $S_\infty$. We identify a permutation $\sigma \in S_n$ with a bijection of the positive integers by defining $\sigma(i) = i$ if $i > n$. Then $S_0 \subset S_1 \subset \cdots$ and $S_\infty$ becomes a group, known as a symmetric group, with the operation of map composition. The identity element is the unique permutation of $\emptyset$. Given $\sigma = \sigma_1 \cdots \sigma_n \in S_n$, we define its descent set, denoted by $d(\sigma)$, to be
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\[ d(\sigma) = \{ i \mid \sigma(i) > \sigma(i + 1) \} \subseteq [n - 1]. \]

Equivalently we can think of a symmetric function as follows.

**Definition 3.2.2.** A symmetric function is a formal power series \( f \in \mathbb{Q}[[x_1, x_2, \ldots]] \) such that

1. \( f \) has finite degree,
2. \( f \) is invariant under the action of \( \mathfrak{S}_\infty \) on \( \mathbb{Q}[[x_1, x_2, \ldots]] \) given by
   \[
   \sigma.(x_{i_1}^{\alpha_1} \cdots x_{i_k}^{\alpha_k}) = x_{\sigma(i_1)}^{\alpha_1} \cdots x_{\sigma(i_k)}^{\alpha_k}.
   \]
   That is, \( \sigma.f = f \) when the action of \( \sigma \) is extended by linearity.

**Example 3.2.3.** If \( f = x_1^2 + x_2^2 + x_1x_2 \) and \( \sigma \in \mathfrak{S}_2 \), then
\[
\sigma.f = x_1^2 + x_2^2 + x_1x_2 = f.
\]

The set of all symmetric functions with the operations of the next subsection forms a graded Hopf algebra
\[
\text{Sym} = \bigoplus_{n \geq 0} \text{Sym}^n
\]
spanned by the following functions, strongly suggested by the definition of \( \text{Sym} \).

**Definition 3.2.4.** Let \( \lambda = (\lambda_1, \ldots, \lambda_k) \) be a partition. Then the monomial symmetric function \( m_\lambda \) is defined by
\[
m_\lambda = \sum x_{i_1}^{\lambda_1} \cdots x_{i_k}^{\lambda_k},
\]
where the sum is over all \( k \)-tuples \((i_1, \ldots, i_k)\) of distinct indices. We define \( m_\emptyset = 1 \).

**Example 3.2.5.** We have
\[
m_{(2,1)} = x_1^2x_2 + x_2x_1^2 + x_1^2x_3 + x_3x_1^2 + x_2^2x_4 + x_4x_2^2 + x_3^2x_2 + \cdots.
\]

Moreover, since the \( m_\lambda \) are independent we have
\[
\text{Sym}^n = \text{span}\{m_\lambda \mid \lambda \vdash n\}.
\]

The basis of monomial symmetric functions is not the only basis.

**Definition 3.2.6.** Let \( n \) be a nonnegative integer. Then the \( n \)-th elementary symmetric function, denoted by \( e_n \), is defined by
\[
e_n = m_{(1^n)} = \sum_{i_1 < \cdots < i_n} x_{i_1} \cdots x_{i_n}
\]
and the \( n \)-th complete homogeneous symmetric function, denoted by \( h_n \), is defined by
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\[ h_n = \sum_{\lambda \vdash n} m_{\lambda} = \sum_{i_1 \leq \cdots \leq i_n} x_{i_1} \cdots x_{i_n} \]

with \( e_0 = h_0 = 1 \), and \( e_n = h_n = 0 \) if \( n < 0 \).

Let \( \lambda = (\lambda_1, \ldots , \lambda_k) \) be a partition. Then the **elementary symmetric function** \( e_\lambda \) is defined by

\[ e_\lambda = e_{\lambda_1} \cdots e_{\lambda_k} = \prod e_{\lambda_i} \]

and the **complete homogeneous symmetric function** \( h_\lambda \) is defined by

\[ h_\lambda = h_{\lambda_1} \cdots h_{\lambda_k} = \prod h_{\lambda_i} = \sum_{\lambda \vdash \beta} (-1)^{\ell(\beta) - |\lambda|} e_{\beta}. \]

In particular,

\[ h_n = \sum_{\beta \vdash n} (-1)^{\ell(\beta) - n} e_{\beta}. \]

**Example 3.2.7.** Note that \( h_1 = e_1 = m_{(1)} = x_1 + x_2 + x_3 + \cdots \) while

\[ h_2 = m_{(2)} + m_{(1,1)} = x_1^2 + x_2^2 + x_3^2 + \cdots + x_1 x_2 + x_1 x_3 + x_2 x_3 + \cdots \]

and

\[ e_2 = m_{(1,1)} = x_1 x_2 + x_1 x_3 + x_2 x_3 + \cdots . \]

Hence

\[ h_{(2,1)} = h_2 h_1 = (x_1^2 + x_2^2 + x_3^2 + \cdots + x_1 x_2 + x_1 x_3 + x_2 x_3 + \cdots)(x_1 + x_2 + x_3 + \cdots) \]

\[ e_{(2,1)} = e_2 e_1 = (x_1 x_2 + x_1 x_3 + x_2 x_3 + \cdots)(x_1 + x_2 + x_3 + \cdots). \]

These bases are also of interest. For example, the **fundamental theorem of symmetric functions** states that \( \text{Sym} \) is a polynomial algebra in the elementary symmetric functions, that is

\[ \text{Sym} = \mathbb{Q}[e_1, e_2, \ldots]. \]

However, the most important basis of \( \text{Sym} \) is considered to be the basis of Schur functions, due to its connections to other areas of mathematics such as representation theory and algebraic geometry.

**Definition 3.2.8.** Let \( \lambda \) be a partition. Then the **Schur function** \( s_\lambda \) is defined to be \( s_\emptyset = 1 \) and

\[ s_\lambda = \sum T \]

where the sum is over all SSYTs (or equivalently SSRTs) \( T \) of shape \( \lambda \).

**Example 3.2.9.** We have \( s_{(2,1)} = x_1^2 x_2 + x_2^2 x_1 + \cdots + 2 x_1 x_2 x_3 + \cdots \) from the SSYTs

\[
\begin{array}{cccc}
2 & 2 & 3 & 2 \\
1 & 1 & 2 & 1 \\
1 & 2 & 1 & 3
\end{array}
\]
or equivalently from the following SSRTs.

```
1 2 1
2 1 2 2
3 2
3 1
```

Schur functions can also be expressed in terms of SSYTs or SSRTs when expanded in the basis of monomial symmetric functions.

**Proposition 3.2.10.** Let \( \lambda \vdash n \). Then

\[
s_\lambda = \sum_{\mu \vdash n} K_{\lambda \mu} m_\mu
\]

where \( s_\emptyset = 1 \) and \( K_{\lambda \mu} \) is the number of SSYTs (or equivalently SSRTs) \( T \) satisfying \( s h(T) = \lambda \) and \( \text{cont}(T) = \mu \). The \( K_{\lambda \mu} \) are known as Kostka numbers.

**Example 3.2.11.** We have \( s_{(2,1)} = m_{(2,1)} + 2m_{(1,1,1)} \) from the SSYTs

```
2 1 1
1 2
```

or equivalently from the following SSRTs.

```
1 1
2 1
```

Note that if in Definition 3.2.8 the straight shape \( \lambda \) was replaced by a skew shape \( \lambda / \mu \), then a function would still be defined. These functions also play a role in the theory of symmetric functions.

**Definition 3.2.12.** Let \( \lambda / \mu \) be a skew shape. Then the skew Schur function \( s_{\lambda / \mu} \) is defined to be \( s_\emptyset = 1 \) and

\[
s_{\lambda / \mu} = \sum_T x^T
\]

where the sum is over all SSYTs (or equivalently SSRTs) \( T \) of shape \( \lambda / \mu \).

The expansion of a skew Schur function as a linear combination of Schur functions is the celebrated Littlewood-Richardson rule, first conjectured in [56] and proved much later in [73, 86]. Many versions of it exist, and a number of these can be found in [81, Appendix A1.3] or [31, Chapter 5], one of which we now give.

**Theorem 3.2.13 (Littlewood-Richardson rule).** Let \( \mu, \nu \) be partitions. Then

\[
s_{\nu / \mu} = \sum c_{\lambda / \mu}^{\nu} s_{\lambda}
\]

where the sum is over all partitions \( \lambda \), and the Littlewood-Richardson coefficient \( c_{\lambda / \mu}^{\nu} \) counts the number of SYTs (respectively SRTs) \( T \) of shape \( \nu / \mu \) such that
ing Schensted (respectively reverse Schensted) insertion $\text{rect}(w_{\text{col}}(T)) = V_\lambda$ (respectively $\tilde{V}_\lambda$).

**Example 3.2.14.** We have $s_{(2,2,1)/(1)} = s_{(2,2)} + s_{(2,1,1)}$ from the SYTs

\[
\begin{array}{ccc}
3 & 2 & 4 \\
1 & 4 & 2 \\
\end{array}
\quad \begin{array}{ccc}
4 & 2 & 1 \\
1 & 3 & 2 \\
\end{array}
\]

with respective column reading words 3142 and 4132 whose respective rectifications are the following canonical SYTs.

\[
\begin{array}{ccc}
3 & 4 & 2 \\
1 & 2 & \ \\
\end{array}
\quad \begin{array}{ccc}
4 & 3 & 2 \\
1 & 2 & \ \\
\end{array}
\]

When a skew Schur function is indexed by a ribbon we call it a **ribbon Schur function**, denoted by $r_\alpha$ where $\alpha$ is the composition corresponding the the ribbon. Ribbon Schur functions have a particularly appealing expansion in terms of the complete homogeneous symmetric functions, which goes back to MacMahon [61].

**Proposition 3.2.15.** For any composition $\alpha$

\[
 r_\alpha = (-1)^{f(\alpha)} \sum_{\beta \succ \alpha} (-1)^{f(\beta)} h_{\tilde{\beta}}.
\]

As an example $r_{(1,2,1)} = h_{(2,1,1)} - 2h_{(3,1)} + h_{(4)}$. In fact, another basis for $\text{Sym}^n$ is given by $\{r_\lambda \mid \lambda \vdash n\}$ [18] Proposition 2.2. To summarize our bases we have

\[
\text{Sym}^n = \text{span}\{m_\lambda \mid \lambda \vdash n\} = \text{span}\{e_\lambda \mid \lambda \vdash n\} = \text{span}\{h_\lambda \mid \lambda \vdash n\}
\]

\[
= \text{span}\{s_\lambda \mid \lambda \vdash n\} = \text{span}\{r_\lambda \mid \lambda \vdash n\}.
\]

### 3.2.1 Products and coproducts

For most of the bases introduced, the product of two such functions is easy to describe. For example, considering the basis of monomial symmetric functions, the product $m_\lambda m_\mu$ is induced by multiplication of formal power series. Meanwhile, from the definitions it is immediate that

\[
e_\lambda e_\mu = e_{\lambda \cdot \mu},
\]

\[
h_\lambda h_\mu = h_{\lambda \cdot \mu}.
\]
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For example, $h_{(4,2,1,1)}h_{(3,1,1)} = h_{(4,3,2,1,1,1)}$. Concerning the spanning set of all ribbon Schur functions we have that for compositions $\alpha$ and $\beta$,

$$r_{\alpha\beta} = r_{\alpha} + r_{\alpha\circ\beta}.$$  \hspace{1cm} (3.6)

For example,

$$r_{(1,4,1,2)}r_{(3,1,1)} = r_{(1,4,1,2,3,1,1)} + r_{(1,4,1,5,1,1)}.$$

However, the product of two Schur functions expanded as a linear combination of Schur functions is another incarnation of the Littlewood-Richardson rule in Theorem 3.2.13.

**Theorem 3.2.16 (Littlewood-Richardson rule).** Let $\lambda, \mu$ be partitions. Then

$$s_{\lambda}s_{\mu} = \sum c_{\lambda,\mu}^{\nu}s_{\nu}$$

where the sum is over all partitions $\nu$, and the Littlewood-Richardson coefficient $c_{\lambda,\mu}^{\nu}$ counts the number of SYTs (respectively SRTs) $T$ of shape $\nu/\mu$ such that using Schensted (respectively reverse Schensted) insertion rect$(w_{col}(T)) = V_{\lambda}$ (respectively $V_{\lambda}$).

Special cases of this rule when $s_{\lambda} = s_{(n)} = h_{n}$ and $s_{\lambda} = s_{(1^n)} = e_{n}$ have simpler descriptions, and are known as the Pieri rules.

**Theorem 3.2.17 (Pieri rules).** Let $\mu$ be a partition and $n$ a nonnegative integer. Then

$$s_{(n)}s_{\mu} = h_{n}s_{\mu} = \sum s_{\lambda}$$

where the sum is over all partitions $\lambda$, such that $\lambda/\mu$ is a horizontal strip with $n$ cells. Similarly,

$$s_{(1^n)}s_{\mu} = e_{n}s_{\mu} = \sum s_{\lambda}$$

where the sum is over all partitions $\lambda$, such that $\lambda/\mu$ is a vertical strip with $n$ cells.

**Example 3.2.18.** If $\mu = (2,2,1)$ and $n = 2$, then

$$h_2s_{(2,2,1)} = s_{(4,2,1)} + s_{(3,2,2)} + s_{(3,2,1,1)} + s_{(2,2,2,1)}$$

from the following additions of two cells to $(2,2,1)$ that form a row strip.

```
• •
• •
• •
```

Meanwhile,

$$e_2s_{(2,2,1)} = s_{(3,2,2)} + s_{(3,2,1,1)} + s_{(2,2,2,1)} + s_{(3,3,1)} + s_{(2,2,1,1,1)}$$
from the last three diagrams above and the two below.

\[
\Delta(m_\lambda) = \sum_{\mu \in \nu} m_\mu \otimes m_\nu \\
\Delta(e_n) = \sum_{i=0}^{n} e_i \otimes e_{n-i} \\
\Delta(h_n) = \sum_{i=0}^{n} h_i \otimes h_{n-i}
\]

The coproduct can also be described easily for most of our bases of \( Sym \).

\[
\Delta(s_\lambda) = \sum_{\mu \subseteq \lambda} s_{\lambda/\mu} \otimes s_\mu = \sum_{\mu} \sum_{V} c^\lambda_{\mu V} s_V \otimes s_\mu.
\]

**Example 3.2.19.** For the monomial symmetric function \( m_{(2,2,1)} \) we have

\[
\Delta(m_{(2,2,1)}) = m_{(2,2,1)} \otimes 1 + m_{(2,1)} \otimes m_{(2)} + m_{(2,2)} \otimes m_{(1)} + m_{(2)} \otimes m_{(2,1)} + m_{(1)} \otimes m_{(2,2)} + 1 \otimes m_{(2,2,1)}
\]

while for \( n = 3 \) we have

\[
\Delta(e_3) = 1 \otimes e_3 + e_1 \otimes e_2 + e_2 \otimes e_1 + e_3 \otimes 1 \\
\Delta(h_3) = 1 \otimes h_3 + h_1 \otimes h_2 + h_2 \otimes h_1 + h_3 \otimes 1
\]

and the coproduct of the Schur functions \( s_{(2,1)} \) is

\[
\Delta(s_{(2,1)}) = s_{(2,1)} \otimes 1 + s_{(2,1)/(1)} \otimes s_{(1)} + s_{(2,1)/(2)} \otimes s_{(2)} + s_{(2,1)/(1,1)} \otimes s_{(1,1)} + 1 \otimes s_{(2,1)}.
\]

The counit and antipode of \( Sym \) can be described most easily using monomial symmetric functions and Schur functions, respectively. The counit is given by

\[
\varepsilon(m_\lambda) = \begin{cases} 1 & \text{if } \lambda = \emptyset \\ 0 & \text{otherwise} \end{cases}
\]

and an explicit formula for the antipode of a Schur function indexed by a partition \( \lambda \) of \( n \) is given by

\[
S(s_\lambda) = (-1)^n s_{\lambda^t}. \tag{3.7}
\]
3.2.2 Duality

We have noted that \( \text{Sym} \) is a Hopf algebra, and in fact it is self-dual, that is \( \text{Sym} \) and \( \text{Sym}^* \) are isomorphic as Hopf algebras. The bilinear form that pairs the elements of any basis of \( \text{Sym} \) with its dual basis is called the Hall inner product. Since the bases of monomial symmetric functions and complete homogeneous symmetric functions are dual bases, the Hall inner product satisfies

\[
\langle m_\lambda, h_\mu \rangle = \delta_{\lambda \mu}.
\] (3.8)

It transpires that the basis of Schur functions is self-dual and orthonormal, that is,

\[
\langle s_\lambda, s_\mu \rangle = \delta_{\lambda \mu}
\] (3.9)

and hence by the Littlewood-Richardson rule and duality we have for partitions \( \lambda, \mu, \nu \) that

\[
\langle s_{\nu/\mu}, s_\lambda \rangle = \langle s_\nu, s_\lambda s_\mu \rangle = c_{\lambda \mu}^\nu.
\] (3.10)

3.3 The Hopf algebra of quasisymmetric functions

We now introduce quasisymmetric functions, originally defined by Gessel [35], before connecting them to symmetric functions.

**Definition 3.3.1.** We say a quasisymmetric function is a formal power series \( f \in \mathbb{Q}[ [ x_1, x_2, \ldots ] ] \) such that

1. The degree of \( f \) is finite.
2. For every composition \( (\alpha_1, \ldots, \alpha_k) \), all monomials \( x_{i_1}^{\alpha_1} \cdots x_{i_k}^{\alpha_k} \) in \( f \) with indices \( i_1 < \cdots < i_k \) have the same coefficient.

We denote the set of all quasisymmetric functions by \( \text{QSym} \).

This definition is analogous to Definition [3.2.1] for symmetric functions. Therefore, one might hope that quasisymmetric functions can be defined as the invariants under some action of the group \( \mathfrak{S}_\infty \) of permutations on formal power series, analogous to Definition [3.2.2] for symmetric functions. Such a definition is due to Hivert [46].

**Definition 3.3.2.** We shall use the following notation. Given a composition \( \alpha = (\alpha_1, \ldots, \alpha_k) \) and a \( k \)-tuple \( I = (i_1, \ldots, i_k) \) of positive integers \( i_1 < \cdots < i_k \), let \( x_I^{\alpha} \) denote the monomial \( x_{i_1}^{\alpha_1} \cdots x_{i_k}^{\alpha_k} \).

A quasisymmetric function is a formal power series \( f \in \mathbb{Q}[ [ x_1, x_2, \ldots ] ] \) such that

1. \( f \) has finite degree,
2. $f$ is invariant under the action of $\mathfrak{S}_\infty$ on $\mathbb{Q}[\mathbb{Q}[x_1, x_2, \ldots]]$ given by

$$\sigma x_i^\alpha = x_{\sigma i}^\alpha,$$

where $\sigma i$ is defined to be the $k$-tuple obtained by arranging the numbers $\sigma(i_1), \ldots, \sigma(i_k)$ in increasing order. That is, $\sigma f = f$ where the action of $\sigma$ is extended by linearity.

**Example 3.3.3.** If $f = x_1^2 x_2 + x_1^2 x_3 + x_2^2 x_3$ and $\sigma \in \mathfrak{S}_2$, then

$$\sigma f = x_1^2 x_2 + x_1^2 x_3 + x_2^2 x_3 = f.$$

Unlike the earlier action, the action just described extends to an action $\phi$ of the algebra $\mathbb{Q}[\mathfrak{S}_\infty]$ on $\mathbb{Q}[\mathbb{Q}[x_1, x_2, \ldots]]$ that is not faithful. Hivert showed that the quotient $\mathbb{Q}[\mathfrak{S}_\infty]/\ker \phi$ is isomorphic to the Temperley-Lieb algebra $TL_\infty$. Thus $TL_\infty$ acts faithfully on $\mathbb{Q}[\mathbb{Q}[x_1, x_2, \ldots]]$ and the set of invariants under this action is $QSym$.

The set of all quasisymmetric functions with the operations of the next subsection forms a graded Hopf algebra

$$QSym = \bigoplus_{n \geq 0} QSym^n$$

spanned by the following functions, suggested by the definition of $QSym$.

**Definition 3.3.4.** Let $\alpha = (\alpha_1, \ldots, \alpha_k)$ be a composition. Then the monomial quasisymmetric function $M_\alpha$ is defined by

$$M_\alpha = \sum x_{i_1}^{\alpha_1} \cdots x_{i_k}^{\alpha_k},$$

where the sum is over all $k$-tuples $(i_1, \ldots, i_k)$ of indices $i_1 < \cdots < i_k$. We define $M_0 = 1$.

**Example 3.3.5.** We have

$$M_{(2,1)} = x_1^2 x_2^1 + x_1^2 x_3^1 + x_2^2 x_3^1 + \cdots$$

while

$$M_{(1,2)} = x_1^1 x_2^2 + x_1^1 x_3^2 + x_2^1 x_3^2 + \cdots.$$

Since the $M_\alpha$ are independent we have

$$QSym^n = \text{span}\{M_\alpha \mid \alpha \vdash n\}.$$

A closely related basis is the basis of fundamental quasisymmetric functions.

**Definition 3.3.6.** Let $\alpha$ be a composition. Then the fundamental quasisymmetric function $F_\alpha$ is defined by

$$F_\alpha = \sum_{\beta \vdash \alpha} M_\beta.$$
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If \( \alpha \models n \), then in terms of the variables \( x_1, x_2, \ldots \) we have

\[
F_\alpha = \sum x_{i_1} \cdots x_{i_n},
\]

where the sum is over all \( n \)-tuples \((i_1, \ldots, i_n)\) of indices satisfying

\( i_1 \leq \cdots \leq i_n \) and \( i_j < i_{j+1} \) if \( j \in \text{set}(\alpha) \).

For example, \( F_{(2,1)} = M_{(2,1)} + M_{(1,1,1)} \) while \( F_{(1,2)} = M_{(1,2)} + M_{(1,1,1)} \).

3.3.1 Products and coproducts

As with symmetric functions, the product of two quasisymmetric functions when expressed in either of the bases introduced has a combinatorial description.

Given compositions \( \alpha = (\alpha_1, \ldots, \alpha_k) \) and \( \beta = (\beta_1, \ldots, \beta_\ell) \), consider all paths \( P \) in the \((x, y)\) plane from \((0, 0)\) to \((k, \ell)\) with steps \((1, 0)\), \((0, 1)\) and \((1, 1)\). Let \( P_i \) be the pointwise sum of the first \( i \) steps of \( P \) where \( P_0 = (0, 0) \). Then we define the composition corresponding to a path \( P \) with \( m \) steps, denoted by \( \gamma_P \), to be

\[
\gamma_P = (\gamma_1, \ldots, \gamma_m)
\]

where

\[
\gamma_i = \begin{cases} 
\alpha_q & \text{if the } i\text{-th step is } (1, 0) \text{ and } P_{i-1} = (q, r) \\
\beta_r & \text{if the } i\text{-th step is } (0, 1) \text{ and } P_{i-1} = (q, r - 1) \\
\alpha_q + \beta_r & \text{if the } i\text{-th step is } (1, 1) \text{ and } P_{i-1} = (q - 1, r - 1).
\end{cases}
\]

Equivalently, we define the composition \( \gamma_P = (\gamma_1, \ldots, \gamma_m) \) corresponding to a path \( P \) with \( m \) steps recursively as follows. If the \( i\)-th step of \( P \) is \((0, 1)\) or \((1, 0)\), we let \( \gamma_i \) be the leftmost part of \( \alpha \) or \( \beta \), respectively, that has not been used previously to define a part of \( \gamma_P \); and if the \( i\)-th step is \((1, 1)\), we let \( \gamma_i \) be the sum of the leftmost parts of \( \alpha \) and \( \beta \) that have not been used previously.

Example 3.3.7. If \( \alpha = (4, 5, 1) \) and \( \beta = (3, 1) \) and \( P \) is

\[
\begin{array}{ccc}
1 & & \\
& 3 & \\
4 & 5 & 1
\end{array}
\]

then

\[
P_0 = (0, 0), P_1 = (1, 0), P_2 = (1, 1), P_3 = (2, 1), P_4 = (3, 2), \text{ and } \gamma_P = (4, 3, 5, 2).
\]
The product of two monomial quasisymmetric functions is given by

\[ M_\alpha M_\beta = \sum_P M_{\sigma(P)} \]  

(3.12)

where the sum is over all paths \( P \) in the \((x, y)\) plane from \((0, 0)\) to \((\ell(\alpha), \ell(\beta))\) with steps \((1, 0), (0, 1)\) and \((1, 1)\).

Given two permutations \( \sigma = \sigma(1) \cdots \sigma(n) \in S_n \) and \( \tau = \tau(1) \cdots \tau(m) \in S_m \), we say a shuffle of \( \sigma \) and \( \tau \) is a permutation in \( S_{n+m} \) such that \( \sigma(i) \) appears to the right of \( \sigma(i-1) \) and to the left of \( \sigma(i+1) \) for all \( 2 \leq i \leq n-1 \) and similarly, \( \tau(i) + m \) appears to the right of \( \tau(i-1) + n \) and to the left of \( \tau(i+1) + n \) for all \( 2 \leq i \leq m-1 \). We denote by \( \sigma \sqcup \tau \) the set of all shuffles of \( \sigma \) and \( \tau \).

**Example 3.3.8.**

\[ 12 \sqcup \{ 21 \} = \{ 1243, 1423, 1432, 4123, 4132, 4312 \} \]

Let \( \alpha \vdash n, \beta \vdash m \) and \( \sigma \in S_n, \tau \in S_m \), such that \( d(\sigma) = \text{set}(\alpha) \) and \( d(\tau) = \text{set}(\beta) \). Then

\[ F_\alpha F_\beta = \sum_{\pi \in \sigma \sqcup \tau} F_{\text{comp}(d(\pi))} \]  

(3.13)

**Example 3.3.9.**

\[ F_{(1,2)} F_{(1)} = F_{(1,3)} + F_{(1,2,1)} + F_{(2,2)} + F_{(1,1,2)} \]

since

\[ 213 \in S_3 \]  

with \( d(213) = \{1\} = \text{set}((1, 2)) \]

\[ 1 \in S_1 \]  

with \( d(1) = \emptyset = \text{set}((1)) \)

and

\[ 213 \sqcup 1 = \{ 2134, 2143, 2413, 4213 \} \]

The coproduct on each of these bases is even more straightforward to describe

\[ \Delta(M_\alpha) = \sum_{\alpha = \beta \gamma} M_\beta \otimes M_\gamma \quad \Delta(F_\alpha) = \sum_{\alpha = \beta \gamma \text{ or } \alpha = \beta \otimes \gamma} F_\beta \otimes F_\gamma \]  

(3.14)

**Example 3.3.10.**

\[ \Delta(M_{(2,1,3)}) = 1 \otimes M_{(2,1,3)} + M_{(2)} \otimes M_{(1,3)} + M_{(2,1)} \otimes M_{(3)} + M_{(2,1,3)} \otimes 1. \]

\[ \Delta(F_{(2,1,3)}) = 1 \otimes F_{(2,1,3)} + F_{(1)} \otimes F_{(1,1,3)} + F_{(2)} \otimes F_{(1,3)} + F_{(2,1)} \otimes F_{(3)} \]

\[ + F_{(2,1,1)} \otimes F_{(2)} + F_{(2,1,2)} \otimes F_{(1)} + F_{(2,1,3)} \otimes 1. \]

The counit is given by

\[ \varepsilon(M_\alpha) = \delta(\alpha) \]

and

\[ \varepsilon(F_\alpha) = \delta(\alpha) \]
3.3 The Hopf algebra of quasisymmetric functions

\[ \varepsilon(M_\alpha) = \begin{cases} 1 & \text{if } \alpha = \emptyset \\ 0 & \text{otherwise} \end{cases} \]  
(3.15)

while a formula for the antipode of the fundamental quasisymmetric function indexed by \( \alpha \vdash n \) is given by

\[ S(F_\alpha) = (-1)^n F_{\alpha^t}. \]  
(3.16)

This latter formula was obtained independently by Malvenuto and Reutenauer \([62, \text{Corollary 2.3}]\) and Ehrenborg \([27, \text{Proposition 3.4}]\). Furthermore, Sym is a Hopf subalgebra of QSym, and it is easily seen that for a partition \( \lambda \)

\[ m_\lambda = \sum_{\alpha=\lambda} M_\alpha. \]  
(3.17)

For example, returning to Examples 3.2.5 and 3.3.5 we see that

\[ m_{(2,1)} = M_{(2,1)} + M_{(1,2)}. \]

We can also write any skew Schur function as a linear combination of fundamental quasisymmetric functions \([35, \text{Theorem 3}]\)

\[ s_{\lambda/\mu} = \sum_{\beta} d_{(\lambda/\mu)\beta} F_\beta \]  
(3.18)

where the sum is over all compositions \( \beta \vdash |\lambda/\mu| \) and \( d_{(\lambda/\mu)\beta} \) = the number of SYTs \( T \) of shape \( \lambda/\mu \) such that \( \text{des}(T) = \text{set}(\beta) \). Equivalently,

\[ s_{\lambda/\mu} = \sum_{\beta} d_{(\lambda/\mu)\beta} F_\beta \]  
(3.19)

where the sum is over all compositions \( \beta \vdash |\lambda/\mu| \) and \( d_{(\lambda/\mu)\beta} \) = the number of SRTs \( \tilde{T} \) of shape \( \lambda/\mu \) such that \( \text{des}(\tilde{T}) = \text{set}(\beta) \).

Example 3.3.11. We have \( s_{(3,2)} = F_{(3,2)} + F_{(2,2,1)} + F_{(2,3)} + F_{(1,3,1)} + F_{(1,2,2)} \) from the following SYTs.

\[
\begin{align*}
4 & 5 \\
1 & 2 & 3
\end{align*}
\quad \begin{align*}
3 & 5 \\
1 & 2 & 4
\end{align*}
\quad \begin{align*}
3 & 4 \\
1 & 2 & 5
\end{align*}
\quad \begin{align*}
2 & 5 \\
1 & 3 & 4
\end{align*}
\quad \begin{align*}
2 & 4 \\
1 & 3 & 5
\end{align*}
\]

3.3.2 \( P \)-partitions

We now use the theory of \( P \)-partitions to describe the product of quasisymmetric functions. Ordinary \( P \)-partitions are a generalization of integer partitions and compositions. Our presentation is based on the summary provided in \([83]\).

Definition 3.3.12. Let \( P \) be a finite poset. A labelling of \( P \) is an injective map \( \gamma \) from \( P \) to a chain. We call the pair \((P, \gamma)\) a labelled poset.

Definition 3.3.13. Let \((P, \gamma)\) be a labelled poset. A \((P, \gamma)\)-partition is a map \( f \) from \( P \) to the positive integers satisfying, for all \( p < q \) in \( P \),
1. \( f(p) \leq f(q) \), that is, \( f \) is order-preserving.
2. \( f(p) = f(q) \) implies \( \gamma(p) < \gamma(q) \).

We denote by \( \mathcal{O}(P, \gamma) \) the set of all \((P, \gamma)\)-partitions.

By a \( P \)-partition we shall mean a \((P', \gamma')\)-partition for an arbitrary labelled poset \((P', \gamma)\).

We note that the conditions of Definition 3.3.13 are satisfied for all \( p < q \) as soon as they are satisfied for all coverings \( p \preceq q \), since \( p < q \) in the finite poset \( P \) implies that there are elements \( p_1, \ldots, p_k \in P \) such that

\[
p \preceq p_1 \preceq \cdots \preceq p_k \preceq q.
\]

Then the first condition implies

\[
f(p) \leq f(p_1) \leq \cdots \leq f(p_k) \leq f(q).
\]

In particular, if \( f(p) = f(q) \), then

\[
f(p) = f(p_1) = \cdots = f(p_k) = f(q),
\]

hence the second condition implies

\[
\gamma(p) < \gamma(p_1) < \cdots < \gamma(p_k) < \gamma(q).
\]

Stanley’s definition of \( P \)-partitions in \[77\] differs from the one given here by requiring them to be order-reversing rather than order-preserving, but the theories obtained from the two definitions are equivalent: To obtain one from the other, one need only replace a poset \( P \) by its dual \( P^* \).

We shall give an example of a \((P, \gamma)\)-partition where \( P \) is a chain, since these are the posets that will most interest us. In our example, the labelled chain will be represented by the following type of diagram.

**Definition 3.3.14.** Let \((w, \gamma)\) be a labelled chain with order \( w_1 < w_2 < \cdots \). The zigzag diagram of \((w, \gamma)\) is the graph with vertices \( w_i \) and edges \((w_i, w_{i+1})\), drawn so that the vertex \( w_{i+1} \) is

1. to the right of and above the vertex \( w_i \) if \( \gamma(w_i) < \gamma(w_{i+1}) \),
2. to the right of and below the vertex \( w_i \) if \( \gamma(w_i) > \gamma(w_{i+1}) \).

**Example 3.3.15.** Let \((w, \gamma)\) be the labelled chain with order \( w_1 < \cdots < w_4 \) and labelling \( \gamma \) that maps \( w_1 \mapsto 5, w_2 \mapsto 2, w_3 \mapsto 7 \) and \( w_4 \mapsto 8 \). Below each vertex \( w_i \) of the zigzag diagram of \((w, \gamma)\), we have written the value \( f(w_i) \) of a \((w, \gamma)\)-partition \( f \).
The appearance of a zigzag diagram suggests the following terminology.

**Definition 3.3.16.** Let \((w, \gamma)\) be a labelled chain with order \(w_1 < w_2 < \cdots\). We say the number \(i\) is a *descent* of \((w, \gamma)\) if \(\gamma(w_i) > \gamma(w_{i+1})\), and an *ascent* if \(\gamma(w_i) < \gamma(w_{i+1})\).

The set of all descents of \((w, \gamma)\) is denoted by \(D(w, \gamma)\).

**Example 3.3.17.** The labelled chain \((w, \gamma)\) of Example 3.3.15 has descent 1 and ascents 2 and 3.

Using the terminology just introduced and taking into account the remark about coverings in the paragraph following Definition 3.3.13, we can describe a \((w, \gamma)\)-partition as a map \(f\) from \(w\) to the positive integers satisfying

1. \(f(w_i) \leq f(w_{i+1})\),
2. \(f(w_i) = f(w_{i+1})\) implies \(i\) is an ascent of \((w, \gamma)\) or equivalently, \(i\) is a descent of \((w, \gamma)\) implies \(f(w_i) < f(w_{i+1})\).

We now introduce generating functions for \(P\)-partitions.

**Definition 3.3.18.** Let \((P, \gamma)\) be a labelled poset. For any \((P, \gamma)\)-partition \(f\), denote by \(x^f\) the monomial

\[
x^f = \prod_{p \in P} x_{f(p)}.
\]

Then the *weight enumerator* of \((P, \gamma)\) is the formal power series \(F(P, \gamma)\) defined by

\[
F(P, \gamma) = \sum x^f,
\]

where the sum is over all \((P, \gamma)\)-partitions \(f\).

The generating functions just introduced are quasisymmetric.

**Proposition 3.3.19.** The weight enumerator \(F(P, \gamma)\) of a labelled poset \((P, \gamma)\) is a quasisymmetric function.

**Proof.** Let \((\alpha_1, \ldots, \alpha_m)\) be a composition of \(|P|\) and \((k_1, \ldots, k_m)\) a sequence of positive integers \(k_1 < \cdots < k_m\). The coefficient of the monomial \(x^f = x_{k_1}^{\alpha_1} \cdots x_{k_m}^{\alpha_m}\) in \(F(P, \gamma)\) is the number of \((P, \gamma)\)-partitions that map \(\alpha_i\) elements of \(P\) to \(k_i\).
Let \( f \) be such a \((P, \gamma)\)-partition and suppose that \((l_1, \ldots, l_m)\) is another sequence of positive integers \(l_1 < \cdots < l_m\). It is easy to see that the map \( \phi(f) \), defined by setting \((\phi(f))(p) = l_i \) if \( f(p) = k_i \), is a \((P, \gamma)\)-partition that maps \(\alpha_i\) elements of \(P\) to \(l_i\).

In this way, we establish a one-to-one correspondence \(\phi\) between \((P, \gamma)\)-partitions that map \(\alpha_i\) elements to \(k_i\) and those that map \(\alpha_i\) elements to \(l_i\). It follows that the coefficients of the monomials \(x^{\alpha_1}_{k_1} \cdots x^{\alpha_m}_{k_m}\) and \(x^{\alpha_1}_{i_1} \cdots x^{\alpha_m}_{i_m}\) are equal. \(\square\)

Of particular interest is the weight enumerator of a labelled chain.

**Proposition 3.3.20.** If \((w, \gamma)\) is a labelled chain, then its weight enumerator

\[
F(w, \gamma) = F_\alpha,
\]

the fundamental quasisymmetric function indexed by the composition \(\alpha \vdash |w|\) with \(\text{set}(\alpha) = D(w, \gamma)\).

**Proof.** Recall from Definitions [3.3.6] and [3.3.4] that

\[
F_\alpha = \sum_{\beta \leq \alpha} M_\beta \quad \text{and} \quad M_\beta = \sum_{i_1 < i_2 < \cdots} x_{i_1}^{\beta_1} x_{i_2}^{\beta_2} \cdots.
\]

Letting \(n = |w|\), we can rewrite

\[
M_\beta = \sum x_{i_1} \cdots x_{i_n},
\]

where the sum is over all sequences \((i_1, \ldots, i_n)\) of positive integers satisfying

\[
i_j < i_{j+1} \quad \text{if} \quad j \in \text{set}(\beta) \quad \text{and} \quad i_j = i_{j+1} \quad \text{otherwise}.
\]

However, \(\beta \not\leq \alpha\) implies \(D(w, \gamma) = \text{set}(\alpha) \subseteq \text{set}(\beta)\). Consequently, we have

\[
F_\alpha = \sum x_{i_1} \cdots x_{i_n},
\]

where the sum is over all sequences \((i_1, \ldots, i_n)\) of positive integers satisfying

\[
i_1 \leq \cdots \leq i_n \quad \text{and} \quad i_j < i_{j+1} \quad \text{if} \quad j \in D(w, \gamma).
\]

Now

\[
F(w, \gamma) = \sum_{f \in \mathcal{O}(w, \gamma)} x_{f(w_1)} \cdots x_{f(w_n)}.
\]

By the remarks in the paragraph following Example [3.3.17] we have \(f \in \mathcal{O}(w, \gamma)\) if and only if

\[
f(w_1) \leq \cdots \leq f(w_n) \quad \text{and} \quad f(w_j) < f(w_{j+1}) \quad \text{if} \quad j \in D(w, \gamma).
\]

Since the values in the range of a \((w, \gamma)\)-partition can be any positive integers, the result follows. \(\square\)
We have just shown that every weight enumerator of a labelled chain is a fundamental quasisymmetric function. The converse is also true: Given a fundamental quasisymmetric function $F_\alpha$, we can always find a labelled chain $(w, \gamma)$ such that $F_\alpha = F(w, \gamma)$.

Indeed, let $w$ be the chain with order $w_1 < \cdots < w_n$, where $n = |\alpha|$. If $i_1 < i_2 < \cdots$ are the elements of set$(\alpha)$ and $j_1 < j_2 < \cdots$ are the elements of $[n] - \text{set}(\alpha)$, let $\gamma$ respectively map

$$w_{i_1}, w_{i_2}, \ldots \mapsto n, n - 1, \ldots$$

and

$$w_{j_1}, w_{j_2}, \ldots \mapsto 1, 2, \ldots.$$ 

Then $D(w, \gamma) = \text{set}(\alpha)$, since

1. $i, i + 1 \in \text{set}(\alpha)$ implies $\gamma(w_i) > \gamma(w_{i+1})$,
2. $j, j + 1 \in [n] - \text{set}(\alpha)$ implies $\gamma(w_j) < \gamma(w_{j+1})$,
3. $i \in \text{set}(\alpha)$ and $j \in [n] - \text{set}(\alpha)$ implies $\gamma(w_i) > \gamma(w_j)$.

**Example 3.3.21.** If $\alpha$ is the composition $(3, 2, 4) \vDash 9$, then

$$\text{set}(\alpha) = \{3, 5\} \quad \text{and} \quad [n] - \text{set}(\alpha) = \{1, 2, 4, 6, 7, 8, 9\}.$$ 

Let $w$ be the chain with order $w_1 < \cdots < w_9$ and labelling $\gamma$ that respectively maps

$$w_3, w_5 \mapsto 9, 8 \quad \text{and} \quad w_1, w_2, w_4, w_6, w_7, w_8, w_9 \mapsto 1, 2, 3, 4, 5, 6, 7.$$ 

Then $\gamma$ respectively maps

$$w_1, \ldots, w_9 \mapsto 1, 2, 9, 3, 8, 4, 5, 6, 7,$$

hence $D(w, \gamma) = \{3, 5\}$.

Thus the fundamental basis of $QSym$ consists of generating functions for $P$-partitions. Observe that the Schur basis of $Sym$ can be viewed as generating functions for semistandard Young tableaux. In fact, $P$-partitions are a generalization of SSYTs: An SSYT of shape $\lambda$ is just a $P$-partition of the labelled poset $(P_\lambda, \gamma_\lambda)$ defined as follows.

Let $P_\lambda$ be the poset whose elements are the pairs $(i, j)$ of row and column coordinates for cells in the Young diagram of $\lambda$, with order defined by

$$(i, j) \leq (k, l) \quad \text{if} \quad i \leq k \quad \text{and} \quad j \leq l.$$ 

In particular, $(i, j) < (i, j + 1)$ and $(i, j) < (i + 1, j)$, so elements of $P_\lambda$ increase in order as we move from left to right in rows and bottom to top in columns.

Let $\gamma_\lambda$ be the labelling that assigns the numbers $1, 2, \ldots$ to the elements of $P_\lambda$ in the following order: first the coordinates of the cells in the first column, from top to bottom; then the coordinates of the cells in the second column, from top to bottom; and so on.

**Example 3.3.22.** Let $\lambda = (5, 4, 2, 2)$. Below is the Young diagram of $\lambda$, with the label $\gamma_\lambda(i, j)$ written in the cell with coordinate pair $(i, j)$. 

---
Let $T$ be an SSYT of shape $\lambda$. If we regard $T$ as the map from $P_\lambda$ to the positive integers that sends the pair $(i, j)$ to the entry of the cell with coordinate pair $(i, j)$, then $T$ is a $(P_\lambda, \gamma_\lambda)$-partition.

We now resume our development of the theory of $P$-partitions. The next lemma will allow us to write any weight enumerator as a sum of weight enumerators of chains.

**Lemma 3.3.23 (Fundamental lemma of $P$-Partitions).** If $(P, \gamma)$ is a labelled poset, then the set of all $(P, \gamma)$-partitions

$$O(P, \gamma) = \bigcup O(w, \gamma),$$

where the disjoint union is over all linear extensions $w$ of $P$.

**Proof.** First note that a labelling of $P$ is also a labelling of any linear extension of $P$.

Now suppose that $f$ is a $(P, \gamma)$-partition. Let $w$ be the chain with underlying set $P$ and order defined by: $p < q$ in $w$ if

1. $f(p) < f(q)$ or
2. $f(p) = f(q)$ and $\gamma(p) < \gamma(q)$.

If $p < q$ in $P$, then Definition 3.3.13 ensures that one of the two conditions is satisfied. Thus $w$ is a linear extension of $P$, and it is clearly the only one for which $f$ is a $(w, \gamma)$-partition.

The converse is trivial: If $w$ is a linear extension of $P$, then every $(w, \gamma)$-partition is also a $(P, \gamma)$-partition. \qed

The following result is an immediate consequence of Lemma 3.3.23.

**Corollary 3.3.24.** If $(P, \gamma)$ is a labelled poset, then its weight enumerator

$$F(P, \gamma) = \sum F(w, \gamma),$$

where the sum is over all linear extensions $w$ of $P$.

We can now use the theory of $P$-partitions to derive a multiplication rule for quasisymmetric functions. Given fundamental quasisymmetric functions $F_\alpha$ and $F_\beta$, choose labelled chains $(u, \gamma)$ and $(v, \delta)$ such that

1. $u$ and $v$ are disjoint sets,
2. \(|u| = |\alpha|\) and \(|v| = |\beta|\),
3. \(\gamma(u)\) and \(\delta(v)\) are disjoint subsets of the same chain,
4. \(D(u, \gamma) = \set(\alpha)\) and \(D(v, \delta) = \set(\beta)\).

We can construct such labelled chains using the procedure described in the paragraph preceding Example 3.3.21 then adding \(|\alpha|\) to each label of the second chain.

From Definition 3.3.18, it is clear that
\[
F(u, \gamma)F(v, \delta) = F(u + v, \gamma + \delta),
\]
where \(\gamma + \delta\) is the labelling of the disjoint union \(u + v\) that maps \(u_i \mapsto \gamma(u_i)\) and \(v_j \mapsto \delta(v_j)\). Thus
\[
F_{\alpha}F_{\beta} = F(u, \gamma)F(v, \delta)
= F(u + v, \gamma + \delta)
= \sum_{w \in \mathcal{P}(u + v)} F(w, \gamma + \delta)
= \sum_{w \in \mathcal{P}(u + v)} F_{\alpha(w)},
\]
where \(\alpha(w) \vdash |w|\) satisfies \(\set(\alpha(w)) = D(w, \gamma + \delta)\). Observe this is equivalent to Equation (3.13).

We have just seen that the product of quasisymmetric functions corresponds to operations on labelled posets. We shall now see that the same is true for coproduct and the antipode.

From (3.14) we obtain the formula
\[
\Delta(F_{\alpha}) = F_{\alpha} \otimes 1 + \sum \xi \otimes F_{\beta} \eta,
\]
where the sum is over all ways of writing \(\alpha = \zeta \cdot (a + b) \cdot \eta\), a concatenation of compositions where \(a \geq 0\) and \(b > 0\) are integers adding up to a part of \(\alpha\), and we set \((a) = 0\) if \(a = 0\).

Let \((w, \gamma)\) be a labelled chain with \(|w| = |\alpha|\) and descent set \(D(w, \gamma) = \set(\alpha)\). Then every tensor \(F_{\mu} \otimes F_{\nu}\) appearing in the expansion of the coproduct \(\Delta(F_{\alpha})\) corresponds to cutting the labelled chain \((w, \gamma)\) into two labelled chains with descent sets respectively set(\(\mu\)) and set(\(\nu\)).

Example 3.3.25. We have
\[
\Delta(F_{(3,2,4)}) = F_{(3,2,4)} \otimes 1 + F_{(3,2,3)} \otimes F_{(1)} + F_{(3,2,2)} \otimes F_{(2)} + F_{(3,2,1)} \otimes F_{(3)}
+ F_{(3,2)} \otimes F_{(4)} + F_{(3,1)} \otimes F_{(1,4)} + F_{(3)} \otimes F_{(2,4)} + F_{(2)} \otimes F_{(1,2,4)}
+ F_{(1)} \otimes F_{(2,2,4)} + 1 \otimes F_{(3,2,4)}.
\]

A labelled chain \((w, \gamma)\) with
\(|w| = |(3,2,4)| = 9\) and \(D(w, \gamma) = \set((3,2,4)) = \{3,5\}\)
has the following zigzag diagram.

Consider the tensor $F_{(3,1)} \otimes F_{(1,4)}$ in the expansion of $\Delta(F_{(3,2,4)})$. Below are the zigzag diagrams of a labelled chain $(u, \delta)$ with

$$|u| = |(3, 1)| = 4 \text{ and } D(u, \delta) = \text{set}((3, 1)) = \{3\},$$

and a labelled chain $(v, \zeta)$ with

$$|v| = |(1, 4)| = 5 \text{ and } D(v, \zeta) = \text{set}((1, 4)) = \{1\}.$$

As for the antipode, recall that formula (3.16) gives the antipode of the fundamental quasisymmetric function indexed by $\alpha = (\alpha_1, \ldots, \alpha_k) \vDash n$ as

$$S(F_\alpha) = (-1)^n F_{\alpha'},$$

where we recall $\alpha' \vdash n$ satisfies

$$\text{set}(\alpha') = [n - 1] - \text{set}(\alpha_k, \ldots, \alpha_1).$$
If \((w, \gamma)\) is a labelled chain with \(|w| = |\alpha|\) and descent set \(D(w, \gamma) = \text{set}(\alpha)\), then \(\text{set}(\alpha') = D(w^*, \gamma)\), where \(w^*\) is the dual of the chain \(w\).

**Example 3.3.26.** Let \(\alpha\) be the composition \((3, 2, 4) \vdash 9\) of the previous example. Then the composition \(\alpha'\) appearing in formula (3.16) satisfies

\[
\text{set}(\alpha') = [8] - \text{set}((4, 2, 3)) = [8] - \{4, 6\} = \{1, 2, 3, 5, 7, 8\}.
\]

The zigzag diagram of a labelled chain \((w, \gamma)\) with \(|w| = |\alpha|\) and descent set \(D(w, \gamma) = \text{set}(\alpha)\) is shown in the previous example. By reversing this diagram we obtain the zigzag diagram of the labelled chain \((w^*, \gamma)\)

![Zigzag diagram](image)

where \(w_i^* = w_{10-i}\). We see that \((w^*, \gamma)\) has descent set

\[
D(w^*, \gamma) = \{1, 2, 3, 5, 7, 8\} = \text{set}(\alpha').
\]

### 3.4 The Hopf algebra of noncommutative symmetric functions

Our third and final Hopf algebra involves noncommutative symmetric functions, defined by Gelfand et al. in [34]. As we will see, they are closely connected to both quasisymmetric and symmetric functions. Throughout we use the notation used in [11], which evokes the relationship with symmetric functions.

**Definition 3.4.1.** The Hopf algebra of *noncommutative symmetric functions*, denoted by \(\text{NSym}\), is

\[
\mathbb{Q}\langle e_1, e_2, \ldots \rangle
\]

generated by noncommuting indeterminates \(e_n\) of degree \(n\) with the operations of the next subsection.
This definition is analogous to the earlier fundamental theorem of symmetric functions, which showed that we can regard $\text{Sym}$ as the algebra

$$\mathbb{Q}[e_1, e_2, \ldots]$$

generated by commuting indeterminates $e_n$ of degree $n$. The set of all noncommutative symmetric functions forms a graded Hopf algebra

$$\text{NSym} = \bigoplus_{n \geq 0} \text{NSym}^n$$

where $\text{NSym}$ is spanned by the following functions $e_\alpha$.

**Definition 3.4.2.** Let $n$ be a nonnegative integer. Then the $n$-th elementary noncommutative symmetric function, denoted by $e_n$, is the indeterminate $e_n$ where we set $e_0 = 1$. The $n$-th complete homogeneous noncommutative symmetric function, denoted by $h_n$, is defined by

$$h_n = \sum_{(y_1, y_2, \ldots, y_m) \in n} (-1)^{m-n} e_{y_1} e_{y_2} \cdots e_{y_m}.$$  

Let $\alpha = (\alpha_1, \ldots, \alpha_k)$ be a composition. The elementary noncommutative symmetric function $e_\alpha$ is defined by

$$e_\alpha = e_{\alpha_1} \cdots e_{\alpha_k}$$

and the complete homogeneous noncommutative symmetric function $h_\alpha$ is defined by

$$h_\alpha = h_{\alpha_1} \cdots h_{\alpha_k} = \sum_{\alpha > \beta} (-1)^{\ell(\beta) - |\alpha|} e_\beta.$$  

The noncommutative ribbon Schur function is defined by

$$r_\alpha = (-1)^{\ell(\alpha)} \sum_{\beta > \alpha} (-1)^{\ell(\beta)} h_\beta.$$  

**Example 3.4.3.** We have $h_{(2,1)} = -e_{(2,1)} + e_{(1,1,1)}$ and $h_{(1,2)} = -e_{(1,2)} + e_{(1,1,1)}$ while $r_{(1,2,1)} = h_{(1,2,1)} - h_{(1,1,1)} - h_{(1,3)} + h_{(3,1)}$.

Since the $e_\alpha$ are clearly independent we have

$$\text{NSym}^n = \text{span}\{e_\alpha \mid \alpha \vdash n\} = \text{span}\{h_\alpha \mid \alpha \vdash n\} = \text{span}\{r_\alpha \mid \alpha \vdash n\}.$$  

### 3.4.1 Products and coproducts

With each of the bases introduced the product of two such functions is not hard to describe. For compositions $\alpha$ and $\beta$ we have
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\[ e_\alpha e_\beta = e_{\alpha \cdot \beta} \]  \hspace{1cm} (3.20) \\
\[ h_\alpha h_\beta = h_{\alpha \cdot \beta} \]  \hspace{1cm} (3.21) \\
and
\[ r_\alpha r_\beta = r_{\alpha \cdot \beta} + r_{\alpha \odot \beta}. \]  \hspace{1cm} (3.22)

For example,
\[ h_{(1,4,1,2)} h_{(3,1,1)} = h_{(1,4,1,2,3,1,1)} \] and
\[ r_{(1,4,1,2)} r_{(3,1,1)} = r_{(1,4,1,2,3,1,1)} + r_{(1,4,1,5,1,1)}. \]

Meanwhile, the coproduct is easy to describe for the elementary and complete homogeneous noncommutative symmetric functions

\[ \Delta(e_n) = \sum_{i=0}^{n} e_i \otimes e_{n-i} \]
\[ \Delta(h_n) = \sum_{i=0}^{n} h_i \otimes h_{n-i}. \]

The counit is given by
\[ \varepsilon(e_\alpha) = \begin{cases} 1 & \text{if } \alpha = \emptyset \\ 0 & \text{otherwise} \end{cases} \]  \hspace{1cm} (3.23) 

while a formula for the antipode of the \( n \)-th complete homogeneous noncommutative symmetric function is given by
\[ S(h_n) = (-1)^n e_n. \]  \hspace{1cm} (3.24)

3.4.2 Duality

The work of [34] combined with that of Gessel [35] and Malvenuto and Reutenauer [62] showed that \( \text{NSym} \) is the graded Hopf dual of \( \text{QSym} \). In [34] a pairing was introduced that pairs the elements of any basis of \( \text{QSym} \) with its dual basis in \( \text{NSym} \) and satisfies
\[ \langle M_\alpha, h_\beta \rangle = \delta_{\alpha \beta} \]  \hspace{1cm} (3.25) \\
and
\[ \langle F_\alpha, r_\beta \rangle = \delta_{\alpha \beta}. \]  \hspace{1cm} (3.26)

By duality, the inclusion \( \text{Sym} \hookrightarrow \text{QSym} \) induces a quotient map
\[ \chi : \text{NSym} \to \text{Sym} \]  \hspace{1cm} (3.27) 

satisfying \( \chi(e_n) = e_n \). The map \( \chi \) is often called the forgetful map and can be thought of as allowing the natural indeterminates in the image to commute. Under the forgetful map we have for a composition \( \alpha \) that
\[ \chi(h_\alpha) = h_{\tilde{\alpha}} \]  \hspace{1cm} (3.28) \\
\[ \chi(r_\alpha) = r_{\alpha}. \]  \hspace{1cm} (3.29)
3.5 Relationship between Sym, QSym, and NSym

We summarize the relationship between Sym, QSym, and NSym with the following diagram.

\[ \chi(h_\alpha) = h_\alpha \]
\[ m_\lambda = \sum_{\alpha \vdash \lambda} M_\alpha \]
\[ \langle M_\alpha, h_\beta \rangle = \delta_{\alpha \beta} \]

3.6 Automorphisms

The notions of complement, reversal, and transpose of compositions correspond to well-known involutive automorphisms of QSym, which can be defined in terms of the fundamental basis as follows.

\[ \psi : QSym \to QSym, \quad \psi(F_\alpha) = F_{\overline{\alpha}} \] (3.30)
\[ \rho : QSym \to QSym, \quad \rho(F_\alpha) = F_{\alpha^*} \] (3.31)
\[ \omega : QSym \to QSym, \quad \omega(F_\alpha) = F_{\overline{\alpha^*}} \] (3.32)

Note that these automorphisms commute, and that \( \omega = \rho \circ \psi = \psi \circ \rho \). Moreover, considering QSym as a Hopf algebra, the antipode \( S \) is also given by \( S(F_\alpha) = (-1)^{|\alpha|} \omega(F_\alpha) \). The automorphism \( \rho \) restricts to the identity on Sym, and hence both \( \omega \) and \( \psi \) restrict to the well-known “conjugating” automorphism of Sym, which is usually denoted by \( \omega \) and satisfies \( \omega(h_r) = e_r \).

Remark 3.6.1. Ehrenborg in [27, p. 6] refers to the automorphism we here refer to as \( \rho \), there using the notation \( f \mapsto f^* \). The automorphism of QSym here referred to as \( \omega \) is the same as that also referred to as \( \omega \) in the papers of Malvenuto and Reutenauer [62, p. 975] and [63, Section 3]. Ehrenborg [27, Section 5] also defines an involution of QSym which he calls \( \omega \), but Ehrenborg’s \( \omega \) is what we call \( \psi \). This can be confusing since the papers [27] and [62] refer to each other regarding “\( \omega \)” but do not mention this distinction. Stanley in [81, Exercise 7.94] also refers to the involution \( \psi \), there referred to as \( \hat{\omega} \).

There are corresponding involutions of NSym, defined in terms of the noncommutative ribbon Schur basis [34]. However, since NSym is noncommutative, we take
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care to note that \( \psi \) is an automorphism whereas \( \rho \) and \( \omega \) are anti-automorphisms.

\[
\begin{align*}
\psi : \text{NSym} &\to \text{NSym}, & \psi(r_\alpha) &= r_{\alpha^*}, & \psi(r_\alpha r_\beta) &= \psi(r_\alpha) \psi(r_\beta) \quad (3.33) \\
\rho : \text{NSym} &\to \text{NSym}, & \rho(r_\alpha) &= r_{\alpha^*}, & \rho(r_\alpha r_\beta) &= \rho(r_\beta) \rho(r_\alpha) \quad (3.34) \\
\omega : \text{NSym} &\to \text{NSym}, & \omega(r_\alpha) &= r_{\alpha^t}, & \omega(r_\alpha r_\beta) &= \omega(r_\beta) \omega(r_\alpha) \quad (3.35)
\end{align*}
\]

Remark 3.6.2. The anti-automorphism of \( \text{NSym} \) here referred to as \( \rho \) is denoted by \( f \mapsto f^* \) in [34, p. 15]. It is also referred to as the “star involution” in [51, Section 2.3]. The anti-automorphism of \( \text{NSym} \) here referred to as \( \omega \) is the same as that in [34, p. 18], where it is also referred to as \( \omega \); [34, Corollary 3.16] is our formula (3.35). Moreover, [34, Proposition 3.9] shows that for \( \text{NSym} \) the antipode, which they denote \( \tilde{\omega} \), is an anti-automorphism. The automorphism of \( \text{NSym} \) here referred to as \( \psi \) is implicitly used at the beginning of [34, Section 4] to give an abbreviated description of some of the transition matrices between bases of \( \text{NSym} \), for example, \( \psi(h_\alpha) = e_\alpha \).

For each of these involutions it is worth noting what are the images of bases of interest. For example, on \( \text{Sym} \) we have \( \omega(h_\lambda) = e_\lambda \) and \( \omega(m_\lambda) = f_\lambda \), where \( \{f_\lambda\} \) is the basis of forgotten symmetric functions. On \( \text{NSym} \), we have \( \rho(h_\alpha) = h_{\alpha^*} \), \( \omega(h_\alpha) = e_\alpha \) [34, Equation (44)], and \( \psi(h_\alpha) = e_\alpha \). Similarly, on \( \text{QSym} \), \( \rho(M_\alpha) = M_{\alpha^*} \). On \( \text{QSym} \), the image of the monomial basis under \( \omega \) does not have a standard name, but would be the dual of the \( \{e_\alpha\} \) basis of \( \text{NSym} \).

In summary, under all these involutions, the fundamental basis of \( \text{QSym} \) is preserved (though permuted), in the sense that, say, \( \{\omega(F_\alpha)\}_\alpha = \{F_\alpha\}_\alpha \), and likewise the noncommutative ribbon Schur basis is preserved. We see that the monomial basis of \( \text{QSym} \) and the complete homogeneous noncommutative basis of \( \text{NSym} \) are preserved under \( \rho \), but not under the other involutions. For example,

\[
\begin{align*}
\rho(h_{21}) &= \rho(h_2 h_1) = \rho(h_1) \rho(h_2) = h_1 h_2 = h_{12} \\
\omega(h_{21}) &= \omega(h_2 h_1) = \omega(h_1) \omega(h_2) = e_1 e_2 = e_{12} = h_{111} - h_{12} \\
\psi(h_{21}) &= \psi(h_2 h_1) = \psi(h_2) \psi(h_1) = e_2 e_1 = e_{21} = h_{111} - h_{21}.
\end{align*}
\]

3.7 Combinatorial Hopf algebras

The idea that certain Hopf algebras provide a natural setting for the study of combinatorial problems was formalized by Aguiar, Bergeron and Sottile [4]. They defined a combinatorial Hopf algebra (abbreviated to \( \text{CH-algebra} \)) to be a pair \( (\mathcal{H}, \zeta) \) consisting of a connected, graded Hopf algebra

\[
\mathcal{H} = \bigoplus_{n \geq 0} \mathcal{H}_n
\]
over a field $K$ with finite-dimensional components $\mathcal{H}_n$, and a multiplicative functional $\zeta : \mathcal{H} \to K$. The functional $\zeta$ may be considered as a generalization of the classical zeta function defined on the intervals of a poset, which can be used to count chains in the poset.

A CH-morphism between CH-algebras $(\mathcal{H}, \zeta)$ and $(\mathcal{H}', \zeta')$ is a Hopf morphism $\psi : \mathcal{H} \to \mathcal{H}'$ such that $\psi(\mathcal{H}_n) \subseteq \mathcal{H}'_n$ for all $n$, and the following diagram commutes.

\[
\begin{array}{ccc}
\mathcal{H} & \xrightarrow{\psi} & \mathcal{H}' \\
\downarrow{\zeta} & & \downarrow{\zeta'} \\
K & & K
\end{array}
\]

The algebra $QSym$ plays a special role in the theory of CH-algebras. By allowing the coefficients of quasisymmetric functions to be elements of the field $K$, we obtain the Hopf algebra $K \otimes QSym$ over $K$. A multiplicative functional $\eta : K \otimes QSym \to K$ is given by

$$\eta(M_\alpha) = \begin{cases} 1 & \text{if } \alpha = \emptyset \text{ or } (n) \\ 0 & \text{otherwise.} \end{cases}$$

Aguiar, Bergeron and Sottile adapted a result by Aguiar [1] concerning infinitesimal Hopf algebras to prove the following.

**Theorem 3.7.1.** [4] Let $\eta : K \otimes QSym \to K$ be the functional given in the previous paragraph. Then for any CH-algebra $(\mathcal{H}, \zeta)$, there exists a unique CH-morphism $\psi : \mathcal{H} \to K \otimes QSym$, that is, a Hopf morphism $\psi$ such that $\psi(\mathcal{H}_n) \subseteq (K \otimes QSym)_n$ for all $n$, and the following diagram commutes.

\[
\begin{array}{ccc}
\mathcal{H} & \xrightarrow{\psi} & K \otimes QSym \\
\downarrow{\zeta} & & \downarrow{\eta} \\
K & & K
\end{array}
\]

In the language of category theory, this theorem asserts that the CH-algebra $(K \otimes QSym, \eta)$ is the terminal object in the category of CH-algebras over $K$ and their CH-morphisms.
Chapter 4
Composition tableaux and further combinatorial concepts

Abstract In order to state results in the next chapter, we extend many definitions from Chapter 2 to form composition diagrams, Young composition tableaux that correspond to Young tableaux, and the Young composition poset. We additionally define reverse composition diagrams, reverse composition tableaux that correspond to reverse tableaux, and the reverse composition poset. Finally, useful bijections between Young tableaux, Young composition tableaux, reverse tableaux and reverse composition tableaux are described.

4.1 Young composition tableaux and the Young composition poset

It is important to note that the combinatorial concepts introduced in Section 4.2 are those used in [15, 40]. However the analogous combinatorial concepts introduced here are related to Young tableaux and hence will enable stronger parallels to be drawn with classical results in the final chapter.

Definition 4.1.1. Given a composition \( \alpha = (\alpha_1, \ldots, \alpha_{(\alpha)}) \upharpoonright n \), we say the Young composition diagram of \( \alpha \), also denoted by \( \alpha \), is the left-justified array of \( n \) cells with \( \alpha_i \) cells in the \( i \)-th row. We follow the Cartesian or French convention, which means that we number the rows from bottom to top, and the columns from left to right. The cell in the \( j \)-th row and \( k \)-th column is denoted by the pair \( (i, j) \).

Example 4.1.2.
We now define a poset to enable us to define skew versions of Young composition diagrams.

**Definition 4.1.3.** The Young composition poset $L_{\hat{c}}$ is the poset consisting of all compositions in which $\alpha = (\alpha_1, \ldots, \alpha_\ell)$ is covered by

1. $(\alpha_1, \ldots, \alpha_\ell, 1)$, that is, the composition obtained by suffixing a part of size 1 to $\alpha$.
2. $(\alpha_1, \ldots, \alpha_k + 1, \ldots, \alpha_\ell)$, provided that $\alpha_i \neq \alpha_k$ for all $i > k$, that is, the composition obtained by adding 1 to a part of $\alpha$ as long as that part is the rightmost part of that size.

As with Young’s lattice, we can note the column sequence of a saturated chain in $L_{\hat{c}}$.

**Example 4.1.4.** A saturated chain in $L_{\hat{c}}$ is

\[
(1) \preceq (1, 1) \preceq (1, 2) \preceq (2, 2) \preceq (2, 3) \preceq (2, 3, 1)
\]

and

\[
\text{col}( (1) \preceq (1, 1) \preceq (1, 2) \preceq (2, 2) \preceq (2, 3) \preceq (2, 3, 1) ) = 1, 2, 2, 3, 1.
\]

Let $\alpha, \beta$ be two Young composition diagrams such that $\beta \prec_{\hat{c}} \alpha$. Then we define the skew Young composition shape $\alpha/\beta$ to be the array of cells

\[
\alpha/\beta = \{(i, j) \mid (i, j) \in \alpha \text{ and } (i, j) \notin \beta\}.
\]

Following the vocabulary regarding skew shapes, we refer to $\beta$ as the base shape and to $\alpha$ as the outer shape. The size of $\alpha/\beta$ is $|\alpha/\beta| = |\alpha| - |\beta|$. The skew shape $\alpha/\emptyset$ is the same as the Young composition diagram $\alpha$. Consequently, we write $\alpha/\emptyset$ as $\alpha$ and say it is of straight shape.

**Example 4.1.5.** In this example the base shape is denoted by cells filled with a $\bullet$.  

\[
\alpha = (2, 1, 4, 3, 1)
\]
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•

\( \alpha \hat{c} \beta = (4, 4, 1, 2, 3)/\hat{c}(2, 3, 1) \)

Now we will define tableaux analogous to Young tableaux.

**Definition 4.1.6.** Given a skew Young composition shape \( \alpha \hat{c} \beta \), we define a **semi-standard Young composition tableau** (abbreviated to **SSYCT**) \( \tau \) of shape \( \text{sh}(\tau) = \alpha \hat{c} \beta \) to be a filling

\[ \tau : \alpha \hat{c} \beta \rightarrow \mathbb{Z}^+ \]

of the cells of \( \alpha \hat{c} \beta \) such that

1. the entries in each row are weakly increasing when read from left to right
2. the entries in the first column are strictly increasing when read from the row with the smallest index to the largest index
3. if \( i > j \) and \( (j, k + 1) \in \alpha \hat{c} \beta \) and either \( (i, k) \in \beta \) or \( \tau(i, k) \leq \tau(j, k + 1) \), then either \( (i, k + 1) \in \beta \) or both \( (i, k + 1) \in \alpha \hat{c} \beta \) and \( \tau(i, k + 1) < \tau(j, k + 1) \).

A **standard Young composition tableau** (abbreviated to **SYCT**) is an SSYCT in which the filling is a bijection \( \tau : \alpha \hat{c} \beta \rightarrow | \alpha \hat{c} \beta | \), that is, each of the numbers \( 1, 2, \ldots, | \alpha \hat{c} \beta | \) appears exactly once. Sometimes we will abuse notation and use SSYCTs and SYCTs to denote the set of all such tableaux.

It is not hard to check that the entries within each column of either type of tableaux are distinct.

**Example 4.1.7.** An SSYCT and SYCT, respectively.

\[
\begin{array}{cccc}
7 & 6 & 1 \\
5 & 5 & 3 & 4 & 8 \\
\cdot & \cdot & 2 & 2 \\
\cdot & 2 & 3 \\
\cdot & \cdot & \cdot & 1 \\
\end{array}
\]

Given an SSYCT \( \tau \), we define the **content** of \( \tau \), denoted by \( \text{cont}(\tau) \), to be the list of nonnegative integers

\[ \text{cont}(\tau) = (c_1, c_2, \ldots, c_{\max}) \]

where \( c_i \) is the number of times \( i \) appears in \( \tau \), and \( \max \) is the largest integer appearing in \( \tau \). Furthermore, given variables \( x_1, x_2, \ldots \), we define the **monomial** of \( \tau \) to be
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\[ x^T = x_1^{c_1} x_2^{c_2} \ldots x_{\text{max}}^{c_{\text{max}}}. \]

Given an SYCT \( \tau \), its column reading word, denoted by \( w_{\text{col}}(\tau) \), is obtained by listing the entries from the leftmost column in decreasing order, followed by the entries from the second leftmost column, again in decreasing order, and so on.

The descent set of an SYCT \( \tau \) of size \( n \), denoted by \( \text{des}(\tau) \), is the subset of \([n-1]\) consisting of all entries \( i \) of \( T \) such that \( i+1 \) appears in the same column or a column to the left, that is,

\[ \text{des}(\tau) = \{ i \mid i+1 \text{ appears weakly left of } i \} \subseteq [n-1] \]

and the corresponding descent composition of \( T \) is

\[ \text{comp}(\tau) = \text{comp}(\text{des}(\tau)). \]

Given a composition \( \alpha = (\alpha_1, \ldots, \alpha_k) \), the canonical SYCT \( U_\alpha \) is the unique SYCT satisfying \( \text{sh}(U_\alpha) = \alpha \) and \( \text{comp}(U_\alpha) = (\alpha_1, \ldots, \alpha_k) \). In \( U_\alpha \) the first row is filled with \( 1, 2, \ldots, \alpha_1 \) and row \( i \) for \( 2 \leq i \leq \ell(\alpha) \) is filled with \( x+1, x+2, \ldots, x+\alpha_i \) where \( x = \alpha_1 + \cdots + \alpha_{i-1} \).

**Example 4.1.8.**

\[ T = \begin{array}{cccc}
7 & 9 \\
6 \\
2 & 3 & 4 & 8 \\
1 & 5 
\end{array} \quad U_{(2,4,1,2)} = \begin{array}{cccc}
8 & 9 \\
7 \\
3 & 4 & 5 & 6 \\
1 & 2 
\end{array} \]

\[ \text{des}(T) = \{1, 4, 5, 6, 8\} \]
\[ \text{comp}(T) = (1, 3, 1, 1, 2, 1) \]
\[ w_{\text{col}}(T) = 7621 \, 953 \, 48 \]

There is a bijection between SYCTs and saturated chains, whose proof is analogous to that of [15 Proposition 2.11].

**Proposition 4.1.9.** A one-to-one correspondence between saturated chains in \( \mathcal{L}_c \) and SYCTs is given by

\[ \alpha^0 \lessdot_c \alpha^1 \lessdot_c \alpha^2 \lessdot_c \cdots \lessdot_c \alpha^n \leftrightarrow \tau \]

where \( \tau \) is the SYCT of shape \( \alpha^0 \parallel_c \alpha^1 \) such that the number \( i \) appears in the cell in \( \tau \) that exists in \( \alpha^i \) but not \( \alpha^{i-1} \).

**Example 4.1.10.** In \( \mathcal{L}_c \) the saturated chain
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\[ \emptyset \preceq_\ell (1) \preceq_\ell (1, 1) \preceq_\ell (1, 2) \preceq_\ell (1, 3) \preceq_\ell (2, 3) \]
\[ \preceq_\ell (2, 3, 1) \preceq_\ell (2, 3, 1, 1) \preceq_\ell (2, 4, 1, 1) \preceq_\ell (2, 4, 1, 2) \]
corresponds to the following SYCT

\[
\begin{array}{cccc}
7 & 9 \\
6 \\
2 & 3 & 4 & 8 \\
1 & 5 \\
\end{array}
\]

while the saturated chain in \( \mathcal{L}_\ell \)

\[ (1) \preceq_\ell (1, 1) \preceq_\ell (1, 2) \preceq_\ell (2, 2) \preceq_\ell (2, 3) \preceq_\ell (2, 3, 1) \]
corresponds to the following SYCT.

\[
\begin{array}{cccc}
5 \\
1 & 2 & 4 \\
\bullet & 3 \\
\end{array}
\]

4.2 Reverse composition tableaux and the reverse composition poset

It is important to note that the combinatorial concepts used in this section are those used in [15, 40] and are related to reverse tableaux, rather than the more common Young tableaux.

We introduce another way to associate compositions with diagrams that differs from the association between compositions and ribbons in Section 2.3.

Definition 4.2.1. Given a composition \( \alpha = (\alpha_1, \ldots, \alpha_{l(\alpha)}) \vdash n \), we say the reverse composition diagram of \( \alpha \), also denoted by \( \alpha \), is the left-justified array of \( n \) cells with \( \alpha_i \) cells in the \( i \)-th row. We follow the Matrix or English convention, which means that we number the rows from top to bottom, and the columns from left to right. The cell in the \( i \)-th row and \( j \)-th column is denoted by the pair \((i, j)\).

Example 4.2.2.
Definition 4.2.3. The reverse composition poset $\mathcal{L}_\mathcal{C}$ is the poset consisting of all compositions in which $\alpha = (\alpha_1, \ldots, \alpha_\ell)$ is covered by a.
1. $(1, \alpha_1, \ldots, \alpha_\ell)$, that is, the composition obtained by prefixing a part of size 1 to $\alpha$.
2. $(\alpha_1, \ldots, \alpha_k + 1, \ldots, \alpha_\ell)$, provided that $\alpha_i \neq \alpha_k$ for all $i < k$, that is, the composition obtained by adding 1 to a part of $\alpha$ as long as that part is the leftmost part of that size.

As with Young’s lattice, we can note the column sequence of a saturated chain in $\mathcal{L}_\mathcal{C}$.

Example 4.2.4. A saturated chain in $\mathcal{L}_\mathcal{C}$ is $(1) \preceq_\mathcal{C} (1,1) \preceq_\mathcal{C} (2,1) \preceq_\mathcal{C} (2,2) \preceq_\mathcal{C} (3,2) \preceq_\mathcal{C} (1,3,2)$ and
\[
\text{col}( (1) \preceq_\mathcal{C} (1,1) \preceq_\mathcal{C} (2,1) \preceq_\mathcal{C} (2,2) \preceq_\mathcal{C} (3,2) \preceq_\mathcal{C} (1,3,2) ) = 1, 2, 2, 3, 1.
\]

Let $\alpha, \beta$ be two reverse composition diagrams such that $\beta \preceq_\mathcal{C} \alpha$. Then we define the skew reverse composition shape $\alpha \parallel_{\mathcal{C}} \beta$ to be the array of cells
\[
\alpha \parallel_{\mathcal{C}} \beta = \{(i,j) \mid (i,j) \in \alpha \text{ and } (i,j) \notin \beta \}.
\]

As with skew shapes, we refer to $\beta$ as the base shape and to $\alpha$ as the outer shape. The size of $\alpha \parallel_{\mathcal{C}} \beta$ is $|\alpha \parallel_{\mathcal{C}} \beta| = |\alpha| - |\beta|$. Plus the skew shape $\alpha \parallel_{\mathcal{C}} \emptyset$ is simply the reverse composition diagram $\alpha$. Hence, we write $\alpha$ instead of $\alpha \parallel_{\mathcal{C}} \emptyset$ and say it is of straight shape.

Example 4.2.5. In this example the base shape is denoted by cells filled with a •.

\[
\alpha \parallel_{\mathcal{C}} \beta = (3,2,1,4,4) \parallel_{\mathcal{C}} (1,3,2)
\]
4.2 Reverse composition tableaux and the reverse composition poset

**Definition 4.2.6.** Given a skew reverse composition shape $\alpha/\beta$, we define a semi-standard reverse composition tableau (abbreviated to SSRCT) $\tilde{\tau}$ of shape $sh(\tilde{\tau}) = \alpha/\beta$ to be a filling

$$\tilde{\tau} : \alpha/\beta \rightarrow \mathbb{Z}^+$$

of the cells of $\alpha/\beta$ such that

1. the entries in each row are weakly decreasing when read from left to right
2. the entries in the first column are strictly increasing when read from the row with the smallest index to the largest index
3. if $i < j$ and $(j, k + 1) \in \alpha/\beta$ and either $(i, k) \in \beta$ or $\tilde{\tau}(i, k) \geq \tilde{\tau}(j, k + 1)$, then either $(i, k + 1) \in \beta$ or both $(i, k + 1) \in \alpha/\beta$ and $\tilde{\tau}(i, k + 1) > \tilde{\tau}(j, k + 1)$.

A standard reverse composition tableau (abbreviated to SRCT) is an SSRCT in which the filling is a bijection $\tilde{\tau} : \alpha/\beta \rightarrow [\alpha/\beta]$, that is, each of the numbers $1, 2, \ldots, |\alpha/\beta|$ appears exactly once. Sometimes we will abuse notation and use SSRCTs and SRCTs to denote the set of all such tableaux.

It is not hard to check that the entries within each column of either type of tableaux are distinct.

**Example 4.2.7.** An SSRCT and SRCT, respectively.

\begin{align*}
\begin{array}{cccc}
1 & 3 & 6 & 7 \\
3 & 6 & 5 & 9 \\
\bullet & \bullet & \bullet & \\
\end{array} & \begin{array}{cccc}
3 & 1 & 8 & 9 \\
1 & 7 & 6 & 2 \\
\end{array}
\end{align*}

Given an SSRCT $\tilde{\tau}$, we define the **content** of $\tilde{\tau}$, denoted by $\text{cont}(\tilde{\tau})$, to be the list of nonnegative integers

$$\text{cont}(\tilde{\tau}) = (c_1, c_2, \ldots, c_{\text{max}})$$

where $c_i$ is the number of times $i$ appears in $\tilde{\tau}$, and max is the largest integer appearing in $\tilde{\tau}$. Given variables $x_1, x_2, \ldots$, we define the **monomial of** $\tilde{\tau}$ to be

$$x^{\tilde{\tau}} = x_1^{c_1} x_2^{c_2} \cdots x_{\text{max}}^{c_{\text{max}}}.$$
and the corresponding descent composition of \( \tilde{\tau} \) is
\[
\text{comp}(\tilde{\tau}) = \text{comp}(\text{des}(\tilde{\tau})).
\]

Given a composition \( \alpha = (\alpha_1, \ldots, \alpha_k) \), the canonical SRCT \( \tilde{U}_\alpha \) is the unique SRCT satisfying \( sh(\tilde{U}_\alpha) = \alpha \) and \( \text{comp}(\tilde{U}_\alpha) = (\alpha_1, \ldots, \alpha_k) \). In \( \tilde{U}_\alpha \) the first row is filled with \( 1, 2, \ldots, \alpha_1 \) and row \( i \) for \( 2 \leq i \leq \ell(\alpha) \) is filled with
\[
x + 1, x + 2, \ldots, x + \alpha_i
\]
where \( x = \alpha_1 + \cdots + \alpha_{i-1} \).

Example 4.2.8.
\[
\tilde{\tau} = \begin{bmatrix}
3 & 1 \\
4 \\
8 & 7 & 6 & 2 \\
9 & 5
\end{bmatrix}
\quad \tilde{U}_{(2,1,4,2)} = \begin{bmatrix}
2 & 1 \\
3 \\
7 & 6 & 5 & 4 \\
9 & 8
\end{bmatrix}
\]
\[
\text{des}(\tilde{\tau}) = \{1, 3, 4, 5, 8\}
\quad \text{comp}(\tilde{\tau}) = (1, 2, 1, 1, 3, 1)
\quad w_{\text{col}}(\tilde{\tau}) = 3489 157 6 2
\]

Again there is a bijection between SRCTs and saturated chains in \( \mathcal{L}_\tilde{\varepsilon} \).

**Proposition 4.2.9.** [15, Proposition 2.11] A one-to-one correspondence between saturated chains in \( \mathcal{L}_\tilde{\varepsilon} \) and SRCTs is given by
\[
\alpha^0 \preceq_\tilde{\varepsilon} \alpha^1 \preceq_\tilde{\varepsilon} \alpha^2 \cdots \preceq_\tilde{\varepsilon} \alpha^n \leftrightarrow \tilde{\tau}
\]
where \( \tilde{\tau} \) is the SRCT of shape \( \alpha^n \| \alpha^0 \) such that the number \( n - i + 1 \) appears in the cell in \( \tilde{\tau} \) that exists in \( \alpha^i \) but not \( \alpha^{i-1} \).

Example 4.2.10. The saturated chain in \( \mathcal{L}_\tilde{\varepsilon} \)
\[
\emptyset \preceq_\tilde{\varepsilon} (1) \preceq_\tilde{\varepsilon} (1,1) \preceq_\tilde{\varepsilon} (2,1) \preceq_\tilde{\varepsilon} (3,1) \preceq_\tilde{\varepsilon} (3,2)
\preceq_\tilde{\varepsilon} (1,3,2) \preceq_\tilde{\varepsilon} (1,1,3,2) \preceq_\tilde{\varepsilon} (1,1,4,2) \preceq_\tilde{\varepsilon} (2,1,4,2)
\]
corresponds to the following SRCT.
\[
\begin{bmatrix}
3 & 1 \\
4 \\
8 & 7 & 6 & 2 \\
9 & 5
\end{bmatrix}
\]
Meanwhile the saturated chain in \( \mathcal{L}_\tilde{\varepsilon} \)
corresponds to the following SRCT.

\[
\begin{array}{cccc}
1 & & & \\
5 & 4 & 2 & \\
\bullet & 3 & & \\
\end{array}
\]

4.3 Bijections between composition and other tableaux

Note that the map \( \Gamma : \hat{\mathcal{L}}_c \rightarrow \check{\mathcal{L}}_c \) defined by \( \Gamma(\alpha) = \alpha^* \) is an isomorphism of graded posets. Let \( \mathcal{C}(P) \) denote the set of all saturated chains of finite length in the poset \( P \). If \( P \) and \( Q \) are graded posets, then we say that a map \( \phi : \mathcal{C}(P) \rightarrow \mathcal{C}(Q) \) is rank-preserving if given a chain \( C \in \mathcal{C}(P) \) of length \( k \), \( \phi(C) \) also has length \( k \) and the corresponding elements of \( C \) and \( \phi(C) \) have the same rank. Then \( \Gamma \) induces a rank-preserving bijection between \( \mathcal{C}(\hat{\mathcal{L}}_c) \) and \( \mathcal{C}(\check{\mathcal{L}}_c) \), namely,

\[
(\alpha^1 \ll \ldots \ll \alpha^k) \Gamma \mapsto (\Gamma(\alpha^1) \ll \ldots \ll \Gamma(\alpha^k)).
\]

There also exists a bijection between SSRTs and SSRCTs, which was introduced in [64] along with certain properties, such as commuting with RSK [64, Proposition 3.3], and generalized in [15, Proposition 2.17]. It is the generalization that we now recall, denoting it by \( \check{\rho} \).

Let \( \text{SSRCT}(\neg \check{\alpha}) \) denote the set of all SSRCTs with base shape \( \check{\alpha} \), and \( \text{SSRT}(\neg / \tilde{\alpha}) \) denote the set of all SSRTs with base shape \( \tilde{\alpha} \). Then

\[
\check{\rho}_\alpha : \text{SSRCT}(\neg \check{\alpha}) \rightarrow \text{SSRT}(\neg / \tilde{\alpha})
\]

is defined as follows. Given an SSRCT \( \check{\tau} \), obtain \( \check{\rho}_\alpha(\check{\tau}) \) by writing the entries in each column in decreasing order and bottom justifying these new columns on the base shape \( \check{\alpha} \) if it exists. Note that by definition, if given an SRCT \( \check{\tau} \) with \( \text{sh}(\check{\tau}) = \alpha / \check{\beta} \), then \( \text{des}(\check{\tau}) = \text{des}(\check{\rho}_\beta(\check{\tau})) \).

**Example 4.3.1.**

\[
\begin{array}{cccc}
2 & 2 & 2 & 2 \\
4 & 3 & & \\
7 & 6 & 5 & 4 \\
8 & 5 & 4 & \\
\end{array}
\quad \check{\rho}_2
\begin{array}{cc}
2 & 2 \\
4 & 3 \\
7 & 5 & 4 & 2 \\
8 & 6 & 5 & 4 \\
\end{array}
\]
The inverse map

\[ \hat{\rho}_{\alpha}^{-1} : SSRT(-/\bar{\alpha}) \rightarrow SSRCT(-/\hat{\alpha}) \]  \hspace{1cm} (4.3)

is also straightforward to define.

Given an SSRT \( \bar{T} \),

1. Take the set of \( i \) entries in the first column of \( \bar{T} \) and write them in increasing order in rows 1, 2, \ldots, \( i \) above the base shape with cell in position \((i + 1, 1)\) but not \((i, 1)\) to form the first column of \( \hat{T} \).
2. Take the set of entries in column 2 in decreasing order and place them in the row with the smallest index so that either
   - the cell to the immediate left of the number being placed is filled and the row entries weakly decrease when read from left to right
   - the cell to the immediate left of the number being placed belongs to the base shape.
3. Repeat the previous step with the set of entries in column \( k \) for \( k = 3, \ldots, \tilde{\alpha}_1 \).

Example 4.3.2.

\[ \hat{\rho}^{-1}_{(2,4,2)} : \begin{array}{cccc}
1 & 4 & 5 & 2 \\
\cdot & \cdot & 3 & \\
\cdot & \cdot & 6 & 4 \\
\cdot & \cdot & \cdot & 87 \\
\end{array} \rightarrow \begin{array}{cccc}
1 & 4 & 5 & 3 \\
\cdot & \cdot & 6 & 4 \\
\cdot & \cdot & \cdot & 87 \\
\cdot & \cdot & \cdot & 2 \\
\end{array} \]

Analogously, there exists a bijection between SSYTs and SSYCTs. Now let \( SSYCT(-/\hat{\alpha}) \) denote the set of all SSYCTs with base shape \( \alpha \hat{\varepsilon} \), and \( SSYT(-/\bar{\alpha}) \) denote the set of all SSYTs with base shape \( \tilde{\alpha} \). Then

\[ \hat{\rho}_{\alpha} : SSYCT(-/\hat{\alpha}) \rightarrow SSYT(-/\bar{\alpha}) \]  \hspace{1cm} (4.4)

is defined on an SSYCT \( \tau \) to be the SSYT \( \hat{\rho}(\tau) \) obtained by writing the entries in each column of \( \tau \) in increasing order and bottom justifying these new columns on the base shape \( \tilde{\alpha} \) if it exists. Note that by definition, if given an SYCT \( \tau \) with \( sh(\tau) = \alpha \hat{\varepsilon} \beta \), then \( \text{des}(\tau) = \text{des}(\hat{\rho}(\tau)) \).

Example 4.3.3.

\[ \hat{\rho}_{\alpha} : \begin{array}{cccc}
8 & 7 & 10 & \\
5 & 7 & 11 & \\
2 & 4 & 10 & \\
1 & 3 & 6 & 9 \\
\end{array} \rightarrow \begin{array}{cccc}
8 & 7 & 11 & \\
5 & 7 & 10 & \\
2 & 4 & 10 & \\
1 & 3 & 6 & 9 \\
\end{array} \]
Meanwhile, the inverse map

$$\hat{\rho}^{-1}_{\alpha} : \text{SSYT}(-/\tilde{\alpha}) \to \text{SSYCT}(-/\alpha)$$

is defined as follows.

Given an SSYT $T$,

1. If the first column of the base shape has $i$ cells, then take the set of entries in the first column of $T$ and write them in increasing order in rows $i+1, i+2, \ldots$ to form the first column of $\tau$.
2. Take the set of entries in column 2 in increasing order and place them in the row with the largest index so that either
   - the cell to the immediate left of the number being placed is filled and the row entries weakly increase when read from left to right
   - the cell to the immediate left of the number being placed belongs to the base shape.
3. Repeat the previous step with the set of entries in column $k$ for $k = 3, \ldots, \tilde{\alpha}_1$.

Note that by construction the entries in the first column are strictly increasing when read from the row with the smallest index to the largest index, and the entries in each row weakly increase when read from left to right. Furthermore, if $i > j$ and a number has just been placed in $(j, k+1) \in \alpha/\beta$, then if it exists either the number in $(i, k)$ is greater than that in $(j, k+1)$ or it is less than or equal to or part of the base shape, and there must be a number already placed in $(i, k+1)$ that is less than the number just been placed or part of the base shape. Thus our algorithm constructs an SSYCT.

**Example 4.3.4.**

$$\begin{array}{cccc}
5 & 4 & 6 & 9 \\
2 & 3 & 9 & \\
10 & & & \\
\bullet & \bullet & & \end{array} \xrightarrow{\hat{\rho}^{-1}_{(2,4)}} \begin{array}{cccc}
5 & 6 & 9 & 10 \\
4 & 2 & 3 & 7 & 8 \\
\bullet & \bullet & \bullet & \bullet & 1 \end{array}$$

Let $\hat{\Gamma}$ denote the bijection in Proposition 4.1.9 from saturated chains in $L^c$ to the set of all SYCTs, and $\tilde{\Gamma}$ denote the bijection in Proposition 4.2.9 from saturated chains in $L^\delta$ to the set of all SRCTs. The bijection $\tilde{\Gamma} : SYTs \to SRTs$, which replaces each entry $i$ in a tableau with $n$ cells with $n-i+1$, induces a base shape reversing bijection $\hat{\Gamma} : SYCTs \to SRCTs$, specifically for SYCTs with base shape $\beta$ define $\hat{\Gamma} = \hat{\rho}^{-1}_{\beta} \circ \tilde{\Gamma} \circ \hat{\rho}_{\beta}$, where $\hat{\rho}_{\beta}$ is the bijection $\hat{\rho}_{\beta} : SSYCT(-/\beta) \to \text{SSYT}(-/\beta)$, and $\hat{\rho}^{-1}_{\beta}$ is the bijection $\hat{\rho}^{-1}_{\beta} : SSRCT(-/\beta^*) \to \text{SSRT}(-/\beta)$.

**Proposition 4.3.5.** For all $\tau \in \text{SYCTs}$ we have the following.
1. If $\tau$ has shape $\alpha//\beta$, then $\hat{\Gamma}(\tau)$ has shape $\alpha^*//\beta^*$.

2. $\text{comp}(\hat{\Gamma}(\tau)) = \text{comp}(\tau)^*$. 

Moreover, $\hat{\Gamma} = \check{\Upsilon} \circ \Gamma \circ \check{\Upsilon}^{-1}$.

Proof. The second point follows from the fact that $\check{\rho}_\beta$ and $\hat{\rho}_\beta$ preserve descent compositions for their respective type of tableaux, and by Proposition 2.5.6, $\hat{\Gamma}$ reverses descent compositions.

The claim that $\hat{\Gamma} = \check{\Upsilon} \circ \Gamma \circ \check{\Upsilon}^{-1}$ follows from several facts. First, $\Gamma$ preserves the column sequence of each chain, giving a correspondence between cells. The fact that $\Gamma(\alpha) = \alpha^*$ reflects the indexing convention used for the composition shapes of SYCT versus SRCT. Lastly, $\check{\Upsilon}$ assigns the entry $i$ to the cell introduced in the $i$-th cover relation, while $\check{\Upsilon}$ assigns the entry $n-i+1$ to the corresponding cell. Thus the set of entries in the corresponding columns of $\check{\Upsilon}(\Gamma(\check{\Upsilon}^{-1}(\tau)))$ are precisely those of $\hat{\Gamma}(\tau)$. But the set of entries in each column completely characterizes each tableau. Thus $\check{\Upsilon}(\Gamma(\check{\Upsilon}^{-1}(\tau))) = \hat{\Gamma}(\tau)$.

Finally, the first point follows from the fact that $\Gamma$ is the reversal of compositions, that is, that $\check{\Upsilon} \circ \Gamma \circ \check{\Upsilon}^{-1}$ maps an SYCT of shape $\alpha//\beta$ to an SRCT of shape $\alpha^*//\beta^*$. $\square$
Chapter 5
Quasisymmetric Schur functions

Abstract In this final chapter we introduce two additional bases for the Hopf algebra of quasisymmetric functions. The first is the basis of quasisymmetric Schur functions already in the literature, whose combinatorics is connected to reverse composition tableaux. The second is the new basis of Young quasisymmetric Schur functions whose combinatorics is connected to Young composition tableaux. For each of these bases we determine their expansion in terms of fundamental quasisymmetric functions, monomial quasisymmetric functions and monomials, and see how they refine Schur functions in a natural way. We then, for each basis, describe Pieri rules and define skew analogues, consequently developing a Littlewood-Richardson rule for these skew analogues and the coproduct. Finally via duality, we introduce two new bases for the Hopf algebra of noncommutative symmetric functions, each of which projects onto the basis of Schur functions under the forgetful map. Each of these new bases exhibit Pieri and Littlewood-Richardson rules, which we describe. As with their quasisymmetric counterparts, one basis involves reverse composition tableaux, while the other involves Young composition tableaux.

5.1 Original quasisymmetric Schur functions

We now arrive at quasisymmetric Schur functions, which we will initially choose to define in terms of fundamental quasisymmetric functions in analogy with Equation (3.18).

Definition 5.1.1. [40] Theorem 6.2] Let $\alpha$ be a composition. Then the quasisymmetric Schur function $\tilde{S}_\alpha$ is defined by $\tilde{S}_\emptyset = 1$ and

$$\tilde{S}_\alpha = \sum_\beta \tilde{d}_{\alpha\beta} F_\beta$$

where the sum is over all compositions $\beta \vdash |\alpha|$ and $\tilde{d}_{\alpha\beta} =$ the number of SRCTs $\tilde{\tau}$ of shape $\alpha$ such that $\text{des}(\tilde{\tau}) = \text{set}(\beta)$. 
Example 5.1.2. We have $\tilde{\mathcal{S}}_{(3,2)} = F_{(3,2)} + F_{(2,2,1)} + F_{(1,3,1)}$ from the SRCTs

\[
\begin{array}{ccc}
3 & 2 & 1 \\
5 & 4 \\
\end{array} \quad \begin{array}{ccc}
4 & 3 & 1 \\
5 & 2 \\
\end{array} \quad \begin{array}{ccc}
4 & 3 & 2 \\
5 & 1 \\
\end{array}
\]

and $\tilde{\mathcal{S}}_{(2,3)} = F_{(2,3)} + F_{(1,2,2)}$ from the following SRCTs.

\[
\begin{array}{cc}
2 & 1 \\
5 & 4 & 3 \\
\end{array} \quad \begin{array}{ccc}
3 & 1 \\
5 & 4 & 2 \\
\end{array}
\]

Quasisymmetric Schur functions also have an expansion in the basis of monomial quasisymmetric functions that is analogous to the expansion of Schur functions in the basis of monomial symmetric functions discussed in Proposition 3.2.10.

Proposition 5.1.3. [40, Theorem 6.1] Let $\alpha \models n$. Then

$$\tilde{\mathcal{S}}_{\alpha} = \sum_{\beta \models n} \tilde{K}_{\alpha \beta} M_{\beta}$$

where $\tilde{\mathcal{S}}_{\emptyset} = 1$ and $\tilde{K}_{\alpha \beta}$ is the number of SSRCTs $\tilde{\tau}$ satisfying $\text{sh}(\tilde{\tau}) = \alpha$ and $\text{cont}(\tilde{\tau}) = \beta$.

Example 5.1.4. We have $\tilde{\mathcal{S}}_{(1,2)} = M_{(1,2)} + M_{(1,1,1)}$ from the following SSRCTs.

\[
\begin{array}{cc}
1 & 2 \\
2 & 2 \\
\end{array} \quad \begin{array}{cc}
1 & 3 \\
3 & 2 \\
\end{array}
\]

As with Schur functions, quasisymmetric Schur functions can also be described as a sum of monomials arising from tableaux, analogous to Definition 3.2.8.

Proposition 5.1.5. [40, Definition 5.1] Let $\alpha$ be a composition. Then $\tilde{\mathcal{S}}_{\emptyset} = 1$ and

$$\tilde{\mathcal{S}}_{\alpha} = \sum_{\tilde{\tau}} x^{\tilde{\tau}}$$

where the sum is over all SSRCTs $\tilde{\tau}$ of shape $\alpha$.

In [40, Proposition 5.5] it was shown that the set of all quasisymmetric Schur functions forms a $\mathbb{Z}$-basis for $\mathcal{QSym}$ and

$$\mathcal{QSym}^n = \text{span}\{ \tilde{\mathcal{S}}_{\alpha} \mid \alpha \models n \}. $$

Furthermore, it was shown

$$s_{\lambda} = \sum_{\alpha \models \lambda} \tilde{\mathcal{S}}_{\alpha},$$

which immediately evokes the definition of monomial symmetric functions in Equation (3.17):
5.2 Young quasisymmetric Schur functions

The basis of Schur functions in $\text{Sym}$ is preserved under the involutions $\psi, \omega, \rho$ in Section 3.6. However, the basis of quasisymmetric Schur functions in $\text{QSym}$ is not. The image of this basis under $\omega$ is the basis of row-strict quasisymmetric Schur functions investigated in [29, 65]. As we will see, applying the automorphism $\rho : \text{QSym} \to \text{QSym}$, given by

$$\rho(F_\alpha) = F_{\alpha^*},$$

to the basis of quasisymmetric Schur functions will yield a new basis for $\text{QSym}$ whose combinatorics is based on Young composition tableaux, and will give rise to theorems analogous to those theorems in symmetric function theory involving Young tableaux. Properties of quasisymmetric Schur functions under $\varphi = \rho \circ \omega = \omega \circ \rho$ would involve row-strict Young composition tableaux.

**Definition 5.2.1.** Let $\alpha$ be a composition. Then the Young quasisymmetric Schur function $\hat{S}_\alpha$ is defined by

$$\hat{S}_\alpha = \rho(\hat{S}_\alpha^*).$$

Expanding these new functions in terms of fundamental quasisymmetric functions gives us another expression analogous to Equation (3.18).

**Proposition 5.2.2.** Let $\alpha$ be a composition. Then $\hat{S}_\emptyset = 1$ and

$$\hat{S}_\alpha = \sum_{\beta} \hat{d}_{\alpha \beta} F_{\beta}$$

where the sum is over all compositions $\beta \vdash |\alpha|$ and $\hat{d}_{\alpha \beta}$ is the number of SYCTs $\tau$ of shape $\alpha$ such that $\text{des}(\tau) = \text{set}(\beta)$.

**Proof.** Note from Definition 5.1.1 that

$$\hat{S}_{\alpha^*} = \sum_{\beta} \hat{d}_{\alpha^* \beta^*} F_{\beta^*}$$

where

$$\hat{d}_{\alpha^* \beta^*} = \# \{ \hat{\tau} \in \text{SRCTs} \mid \text{sh}(\hat{\tau}) = \alpha^*, \text{des}(\hat{\tau}) = \text{set}(\beta^*) \}.$$

Thus,

$$\hat{S}_\alpha = \rho(\hat{S}_{\alpha^*}) = \sum_{\beta} \hat{d}_{\alpha^* \beta^*} F_{\beta^*}.$$

However,
\[ d_{\alpha^* \beta^*} = \# \{ \tau \in SYCT_s \mid sh(\tau) = \alpha, \text{des}(\tau) = \text{set}(\beta) \} = \hat{d}_{\alpha, \beta} \]

since by Proposition 4.3.5 the bijection \( \hat{\Gamma} : SYCT_s \to SRCT_s \) reverses both indexing shape and descent set.

\[ \text{Example 5.2.3.} \]
We have \( \hat{\mathcal{S}}_{(3,2)} = F_{(3,2)} + F_{(2,2,1)} \) from the SYCTs

\[
\begin{array}{ccc}
4 & 5 & \\
1 & 2 & 3 \\
\end{array}
\quad
\begin{array}{ccc}
3 & 5 & \\
1 & 2 & 4 \\
\end{array}
\]

and \( \hat{\mathcal{S}}_{(2,3)} = F_{(2,3)} + F_{(1,2,2)} + F_{(1,3,1)} \) from the following SYCTs.

\[
\begin{array}{ccc}
3 & 4 & 5 \\
1 & 2 & \\
\end{array}
\quad
\begin{array}{ccc}
2 & 3 & 5 \\
1 & 4 & \\
\end{array}
\quad
\begin{array}{ccc}
2 & 3 & 4 \\
1 & 5 & \\
\end{array}
\]

An analogy to Proposition 3.2.10 also exists.

\[ \text{Proposition 5.2.4.} \]
Let \( \alpha \vdash n \). Then

\[ \hat{\mathcal{S}}_{\alpha} = \sum_{\beta \vdash n} \hat{K}_{\alpha \beta} M_\beta \]

where \( \hat{\mathcal{S}}_{\emptyset} = 1 \) and \( \hat{K}_{\alpha \beta} \) is the number of SSYCTs \( \tau \) satisfying \( sh(\tau) = \alpha \) and \( \text{cont}(\tau) = \beta \).

\[ \text{Proof.} \]
Note that Proposition 5.2.2 can equivalently be written

\[ \hat{\mathcal{S}}_{\alpha} = \sum_{\tau \vdash \alpha} F_{\text{comp}(\tau)} \]

where the sum is over all SYCTs \( \tau \) of shape \( \alpha \). Since \( F_{\beta} = \sum_{\gamma \succeq \beta} M_\gamma \), if \( \beta = (\beta_1, \ldots, \beta_k) \) and \( \gamma = (\gamma_1, \ldots, \gamma_k) \), then we know any leading term of \( M_\gamma \)

\[ x_1^{\gamma_1} x_2^{\gamma_2} \cdots x_k^{\gamma_k} \]

appearing in the sum has exponents satisfying the following.

\[ \gamma_1 + \gamma_2 + \cdots + \gamma_1 = \beta_1 \]
\[ \gamma_{1+1} + \gamma_{1+2} + \cdots + \gamma_2 = \beta_2 \]
\[ \vdots \]
\[ \gamma_{k-1+1} + \gamma_{k-1+2} + \cdots + \gamma_k = \beta_k \]

Given an SYCT \( \tau \) with \( sh(\tau) = \alpha \) and \( \text{comp}(\tau) = \beta \), form \( \tau' \) by applying the map
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\[ 1, \ldots, \gamma_1 \mapsto 1 \]

\[ \sum_{r=1}^{m-1} \gamma_r + 1, \ldots, \sum_{r=1}^{m} \gamma_r \mapsto m \text{ for } m = 2, \ldots, \ell_k. \]

Then \( \tau' \) is an SSYCT since \( \tau \) is an SYCT, so under the map the entries in the rows of \( \tau' \) weakly increase when read from left to right, and increase along the first column. Plus if there exists \( i > j \) so \( \tau'(i,k) \leq \tau'(j,k+1) \) but \( \tau'(i,k+1) \geq \tau'(j,k+1) \) or \( (i,k+1) \) is not a cell in \( \tau' \), then in \( \tau \) we must have had \( \tau(i,k) < \tau(j,k+1) \) and \( \tau(i,k+1) > \tau(j,k+1) \) or \( (i,k+1) \) is not a cell in \( \tau \), which is a contradiction. Thus the coefficient of \( M_\gamma \) in the expansion of \( \hat{S}_\alpha \) is the number of SSYCTs \( \tau \)satisfying \( sh(\tau) = \alpha \) and \( cont(\tau) = \gamma \).

\[ \square \]

Example 5.2.5. We have \( \hat{S}_{(1,2)} = M_{(1,2)} + M_{(1,1,1)} \) from the following SSYCTs.

\[
\begin{array}{cc}
2 & 2 \\
1 & \\
\end{array} \quad \begin{array}{c}
2 \\
3 \\
1 \\
\end{array}
\]

In analogy with Definition 3.2.8 we also have a decomposition in terms of monomials, arising from Young composition tableaux.

Proposition 5.2.6. Let \( \alpha \) be a composition. Then \( \hat{S}_\emptyset = 1 \) and

\[ \hat{S}_\alpha = \sum_\tau x^\tau \]

where the sum is over all SSYCTs \( \tau \) of shape \( \alpha \).

Proof. If \( \beta = (\beta_1, \ldots, \beta_k) \) is a composition, then

\[ M_\beta = \sum_{i_1 < \cdots < i_k} x_{i_1}^{\beta_1} \cdots x_{i_k}^{\beta_k} \]

so it is sufficient to show that

1. given an SSYCT \( \tau \) with \( sh(\tau) = \alpha \) and \( cont(\tau) = (\beta_1, \ldots, \beta_k) = \beta \), that is, with \( \beta_1 \) ones, \( \beta_2 \) twos, \ldots, \( \beta_k \) ks, we can create an SSYCT \( \tau' \) with \( sh(\tau') = \alpha \) and \( \beta_1 \) \( i_1 \)s, \( \beta_2 \) \( i_2 \)s, \ldots, \( \beta_k \) \( i_k \)s, where \( i_1 < \cdots < i_k \); and
2. given an SSYCT \( \tau' \) with \( sh(\tau') = \alpha \) and \( \beta_1 \) \( i_1 \)s, \( \beta_2 \) \( i_2 \)s, \ldots, \( \beta_k \) \( i_k \)s, where \( i_1 < \cdots < i_k \), we can create an SSYCT \( \tau \) with \( sh(\tau) = \alpha \) and \( cont(\tau) = (\beta_1, \ldots, \beta_k) = \beta \), that is, with \( \beta_1 \) ones, \( \beta_2 \) twos, \ldots, \( \beta_k \) ks.

The result will then follow by Proposition 5.2.4. The first part follows by applying the map \( j \mapsto i_j \) for \( j = 1, \ldots, k \) to every entry of \( \tau \), and the second part follows by applying the map \( i_j \mapsto j \) for \( j = 1, \ldots, k \) to every entry of \( \tau' \). Since both maps maintain the relative order of the entries, all conditions for an SSYCT are still satisfied after each map is applied.
Since $\rho$ is an automorphism on $\mathcal{QSym}$ we have, as with quasisymmetric Schur functions, that the set of all Young quasisymmetric Schur functions forms a $\mathbb{Z}$-basis for $\mathcal{QSym}$ and

$$\mathcal{QSym}^\rho = \text{span}\{\hat{S}_\alpha \mid \alpha \vdash n\}.$$  

Plus, since $\rho$ restricts to the identity on $\mathcal{Sym}$ we have

$$s_\lambda = \sum_{\alpha = \lambda} \hat{S}_\alpha,$$  \hspace{1cm} (5.2)

which evokes the definition of monomial symmetric functions in Equation (3.17):

$$m_\lambda = \sum_{\alpha = \lambda} M_\alpha.$$  

### 5.3 Pieri and Littlewood-Richardson rules in $\mathcal{QSym}$ using reverse composition tableaux

Note that from Theorem [3.2.17] the Pieri rules for symmetric functions can be stated as follows.

**Proposition 5.3.1 (Pieri rules for Schur functions).** Let $\lambda$ be a partition. Then

$$s_{(\nu)} s_\lambda = \sum_{\mu} s_\mu$$

where the sum is taken over all partitions $\mu$ such that

1. $\delta = \mu / \lambda$ is a horizontal strip,
2. $|\delta| = n.$

Also,

$$s_{(\nu')} s_\lambda = \sum_{\mu} s_\mu$$

where the sum is taken over all partitions $\mu$ such that

1. $\varepsilon = \mu / \lambda$ is a vertical strip,
2. $|\varepsilon| = n.$

In order for us to state analogous Pieri rules for quasisymmetric Schur functions, we need three new operators: $\hat{\delta}, \hat{\nu}, \hat{\delta}$. In practice the decrementing $\hat{\delta}$ operator subtracts 1 from the rightmost part of size $s$ in a composition, or returns the empty composition. Meanwhile the $\hat{\nu}_{\{s_1 < \cdots < s_j\}}$ operator subtracts 1 from the rightmost part of size $s_j, s_{j-1}, \ldots$ recursively. Similarly, the $\hat{\delta}_{\{m_1 \leq \cdots \leq m_j\}}$ operator subtracts 1 from the rightmost part of size $m_1, m_2, \ldots$ recursively.

**Example 5.3.2.** If $\alpha = (1, 2, 3)$, then
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\[ \tilde{h}_{(2,3)}(\alpha) = \delta_2(\delta_3((1,2,3))) = \delta_2((1,2,2)) = (1,2,1) \]

and

\[ \tilde{v}_{(2,3)}(\alpha) = \delta_3(\delta_2((1,2,3))) = \delta_3((1,1,3)) = (1,1,2). \]

Now we define these three operators formally. Let $\alpha = (\alpha_1, \ldots, \alpha_k)$ be a composition whose largest part is $m$, and let $s \in [m]$. If there exists $1 \leq i \leq k$ such that $s = \alpha_i$ and $s \neq \alpha_j$ for all $j > i$, then define

\[ \tilde{\delta}_s(\alpha) = (\alpha_1, \ldots, \alpha_{i-1}, (s-1), \alpha_{i+1}, \ldots, \alpha_k), \]

otherwise define $\tilde{\delta}_s(\alpha)$ to be the empty composition. Let $S = \{s_1 < \cdots < s_j\}$. Then define

\[ \tilde{h}_S(\alpha) = \tilde{\delta}_{s_1}(\tilde{\delta}_{s_{j-1}}(\tilde{\delta}_{s_j}(\alpha))) \ldots. \]

Similarly let $M = \{m_1 \leq \cdots \leq m_j\}$. Then define

\[ \tilde{v}_M(\alpha) = \tilde{\delta}_{m_j}(\tilde{\delta}_{m_{j-1}}(\tilde{\delta}_{m_1}(\alpha))) \ldots. \]

We remove any zeros from $\tilde{h}_S(\alpha)$ or $\tilde{v}_M(\alpha)$ to obtain a composition if needed be.

For any horizontal strip $\delta$ we denote by $S(\delta)$ the set of columns its skew diagram occupies, and for any vertical strip $\varepsilon$ we denote by $M(\varepsilon)$ the multiset of columns its skew diagram occupies, where multiplicities for a column are given by the number of cells in that column, and column indices are listed in weakly increasing order. We are now ready to state our analogous Pieri rule.

**Theorem 5.3.3 (Pieri rules for quasisymmetric Schur functions).** [40, Theorem 6.3] Let $\alpha$ be a composition. Then

\[ \tilde{\mathcal{F}}_{(n)} \mathcal{F}_\alpha = \sum_{\beta} \tilde{\mathcal{F}}_{\beta} \]

where the sum is taken over all compositions $\beta$ such that

1. $\delta = \tilde{\beta} / \tilde{\alpha}$ is a horizontal strip,
2. $|\delta| = n$,
3. $\tilde{h}_{S(\delta)}(\beta) = \alpha$.

Also,

\[ \tilde{\mathcal{F}}_{(1^n)} \mathcal{F}_\alpha = \sum_{\beta} \tilde{\mathcal{F}}_{\beta} \]

where the sum is taken over all compositions $\beta$ such that

1. $\varepsilon = \tilde{\beta} / \tilde{\alpha}$ is a vertical strip,
2. $|\varepsilon| = n$,
3. $\tilde{v}_{M(\varepsilon)}(\beta) = \alpha$.

For a more visual interpretation of Theorem 5.3.3 we use reverse composition diagrams in place of compositions in the next example. Then $\tilde{\delta}_s$ is the operation that removes the rightmost cell from the lowest row of length $s$. 
Example 5.3.4. If we place \( \bullet \) in the cell to be removed, then

\[
\hat{\delta}_1((1,1,3)) = \begin{array}{ccc}
\bullet \\
\hline
\end{array} = (1,3).
\]

If we wish to compute \( \hat{\mathcal{S}}_{(1)} \hat{\mathcal{S}}_{(1,3)} \), then we consider the four skew diagrams

\[
(4, 1)/(3, 1), (3, 2)/(3, 1), (3, 1, 1)/(3, 1), (3, 1, 1)/(3, 1) \text{ (again)}
\]

with horizontal strips containing one cell in column 4, 2, 1, 1 respectively. Then

\[
\hat{h}_{(4)}((1,4)) = \begin{array}{ccc}
\bullet \\
\hline
\end{array}, \quad \hat{h}_{(2)}((2,3)) = \begin{array}{ccc}
\bullet \\
\hline
\end{array}, \quad \hat{h}_{(1)}((1,3,1)) = \begin{array}{ccc}
\bullet \\
\hline
\end{array}, \quad \hat{h}_{(1)}((1,1,3)) = \begin{array}{ccc}
\bullet \\
\hline
\end{array}
\]

and hence

\[
\hat{\mathcal{S}}_{(1)} \hat{\mathcal{S}}_{(1,3)} = \hat{\mathcal{S}}_{(1,4)} + \hat{\mathcal{S}}_{(2,3)} + \hat{\mathcal{S}}_{(1,3,1)} + \hat{\mathcal{S}}_{(1,1,3)}.
\]

Classically, the Pieri rule gives rise to Young’s lattice on partitions in the following way. Let \( \lambda, \mu \) be partitions, then \( \lambda \) covers \( \mu \) in Young’s lattice if the coefficient of \( s_\lambda \) in \( s_{(1)} s_\mu \) is 1. Therefore, Theorem 5.3.3 analogously gives rise to a poset on compositions.

Definition 5.3.5. Let \( \alpha, \beta \) be compositions. Then \( \beta \) covers \( \alpha \) in the poset \( P_\mathcal{S} \) if the coefficient of \( \hat{\mathcal{S}}_\beta \) in \( \hat{\mathcal{S}}_{(1)} \hat{\mathcal{S}}_\alpha \) is 1.

An analogy to the Littlewood-Richardson rule as stated in Theorem 3.2.13 also exists, but for this we need to define skew quasisymmetric Schur functions.

Definition 5.3.6. [15, Proposition 3.1] Let \( D = \gamma/\varepsilon \beta \) be a skew reverse composition shape. Then the skew quasisymmetric Schur function \( \hat{\mathcal{S}}_D \) is

\[
\hat{\mathcal{S}}_D = \sum_\delta d_{D\delta} F_\delta = \sum_\tau x^\tau
\]

where the first sum is over all compositions \( \delta \vdash |\gamma/\varepsilon \beta| \) and \( d_{D\delta} \) is the number of \( \text{SRCTs} \) \( \varepsilon \) of shape \( \gamma/\varepsilon \beta \) such that \( \text{des}(\varepsilon) = \text{set}(\delta) \). The second sum is over all SS-\( \text{RCTs} \) \( \varepsilon \) of shape \( \gamma/\varepsilon \beta \).

Example 5.3.7. We have \( \hat{\mathcal{S}}_{(1,2,3)/\varepsilon(2)} = F_{(1,2,1)} + F_{(1,1,2)} \) from the following SRCTs.
The analogy to Theorem 3.2.13 can now be stated.

**Theorem 5.3.8 (Littlewood-Richardson rule for quasisymmetric Schur functions).** \([15]\) Let \(\gamma, \beta\) be compositions. Then

\[
\mathcal{H}_{\tilde{\gamma}/\tilde{\beta}} = \sum \tilde{C}_{\gamma \beta} \mathcal{H}_\gamma
\]

where the sum is over all compositions \(\gamma, \beta\), and \(\tilde{C}_{\gamma \beta}\) counts the number of SRCTs \(\tilde{\tau}\) of shape \(\tilde{\gamma}/\tilde{\beta}\) such that using reverse Schensted insertion

\[
\tilde{\rho}_{\gamma}^{-1}(\text{rect}(w_{\text{col}}(\tilde{\tau}))) = \tilde{U}_\alpha.
\]

**Corollary 5.3.9.** \([15]\) Let \(\gamma\) be a composition. Then

\[
\Delta \mathcal{H}_\gamma = \sum \tilde{C}_{\gamma \beta} \mathcal{H}_\gamma \otimes \mathcal{H}_\beta
\]

where the sum is over all compositions \(\alpha, \beta\), and \(\tilde{C}_{\gamma \beta}\) counts the number of SRCTs \(\tilde{\tau}\) of shape \(\tilde{\gamma}/\tilde{\beta}\) such that using reverse Schensted insertion

\[
\tilde{\rho}_{\gamma}^{-1}(\text{rect}(w_{\text{col}}(\tilde{\tau}))) = \tilde{U}_\alpha.
\]

**Example 5.3.10.** If we wish to compute \(\mathcal{H}_{(2,4)/\tilde{\epsilon}(1)}\) we first compute all SRCTs of shape \((2,4)/\tilde{\epsilon}(1)\):

\[
\begin{array}{ccc}
2 & 1 & 3 & 2 \\
\bullet & 5 & 4 & 3 \\
\end{array}
\begin{array}{ccc}
3 & 1 & 4 & 1 \\
\bullet & 5 & 4 & 2 \\
\end{array}
\begin{array}{ccc}
4 & 1 & 3 & 2 \\
\bullet & 5 & 3 & 2 \\
\end{array}
\begin{array}{ccc}
4 & 2 & 3 & 1 \\
\bullet & 5 & 3 & 1 \\
\end{array}
\]

with respective column reading words

\[21543 \quad 32541 \quad 31542 \quad 41532 \quad 42531\]

which under \(\tilde{\rho}_{\gamma}^{-1}\) and rectification with Schensted insertion for reverse tableaux respectively gives

\[
\begin{array}{ccc}
2 & 1 & 3 & 2 & 3 & 1 & 4 & 3 & 1 \\
5 & 4 & 3 & 5 & 4 & 5 & 4 & 2 & 5 & 1 \\
\end{array}
\]

and hence \(\mathcal{H}_{(2,4)/\tilde{\epsilon}(1)} = \mathcal{H}_{(2,3)} + \mathcal{H}_{(3,2)}\).

Note that a Littlewood-Richardson rule analogous to Theorem 3.2.16 would read quite differently since expanding the product of two generic quasisymmetric Schur
functions in terms of quasisymmetric Schur functions often results in negative structure constants, for example,
\[
\hat{\mathcal{S}}_{(2,1)} \cdot \mathcal{S}_{(2,1)} = \hat{\mathcal{S}}_{(4,2)} + \hat{\mathcal{S}}_{(4,1,1)} + 2 \hat{\mathcal{S}}_{(3,2,1)} + 2 \hat{\mathcal{S}}_{(3,1,2)} + 2 \hat{\mathcal{S}}_{(2,3,1)} + \hat{\mathcal{S}}_{(1,3,2)} + \hat{\mathcal{S}}_{(3,1,1,1)} + \hat{\mathcal{S}}_{(2,2,2)} + \hat{\mathcal{S}}_{(2,2,1,1)} + \hat{\mathcal{S}}_{(2,1,2,1)} - \hat{\mathcal{S}}_{(1,4,1)} - \hat{\mathcal{S}}_{(1,3,1,1)} - \hat{\mathcal{S}}_{(1,1,3,1)} - \hat{\mathcal{S}}_{(1,2,2,1)}.
\]

5.4 Pieri and Littlewood-Richardson rules in \text{QSym} using Young composition tableaux

There exist Pieri rules for Young quasisymmetric Schur functions that can be stated analogously to the Pieri rules for Schur functions as given in Proposition 5.3.1. We need three new operators: \( \hat{\delta}, \hat{\delta}_h, \hat{\delta}_v \). Informally, the decrementing \( \hat{\delta} \) operator subtracts 1 from the leftmost part of size \( s \) in a composition, or returns the empty composition. Meanwhile the \( \hat{\delta}_{[s_1 \prec \cdots \prec s_j]} \) operator subtracts 1 from the leftmost part of size \( s_j, s_{j-1}, \ldots \) recursively. Similarly, the \( \hat{\delta}_{[m_1 \prec \cdots \prec m_j]} \) operator subtracts 1 from the leftmost part of size \( m_1, m_2, \ldots \) recursively.

**Example 5.4.1.** If \( \alpha = (1, 2, 3) \), then
\[
\hat{\delta}_{(2,3)}(\alpha) = \hat{\delta}_2(\hat{\delta}_3((1, 2, 3))) = \hat{\delta}_2((1, 2, 2)) = (1, 1, 2)
\]
and
\[
\hat{\delta}_{(2,3)}(\alpha) = \hat{\delta}_3(\hat{\delta}_2((1, 2, 3))) = \hat{\delta}_3((1, 1, 3)) = (1, 1, 2).
\]

Now we define these three operators formally. Let \( \alpha = (\alpha_1, \ldots, \alpha_k) \) be a composition whose largest part is \( m \), and let \( s \in [m] \). If there exists \( 1 \leq i \leq k \) such that \( s = \alpha_i \) and \( s \neq \alpha_j \) for all \( j < i \), then define
\[
\hat{\delta}_s(\alpha) = (\alpha_1, \ldots, \alpha_{i-1}, (s-1), \alpha_{i+1}, \ldots, \alpha_k),
\]
otherwise define \( \hat{\delta}_s(\alpha) \) to be the empty composition. Let \( S = \{s_1 < \cdots < s_j\} \). Then define
\[
\hat{\delta}_S(\alpha) = \hat{\delta}_{s_1}(\hat{\delta}_{s_2}(\hat{\delta}_{s_3}(\hat{\delta}_{s_4}(\cdots(\hat{\delta}_{s_j}(\alpha))\cdots))\cdots). \]
Similarly let \( M = \{m_1 \leq \cdots \leq m_j\} \). Then define
\[
\hat{\delta}_M(\alpha) = \hat{\delta}_{m_1}(\hat{\delta}_{m_2}(\hat{\delta}_{m_3}(\hat{\delta}_{m_4}(\cdots(\hat{\delta}_{m_j}(\alpha))\cdots))\cdots). \]

We remove any zeros from \( \hat{\delta}_S(\alpha) \) or \( \hat{\delta}_M(\alpha) \) to obtain a composition if needs be.

For any horizontal strip \( \delta \) we denote by \( S(\delta) \) the set of columns its skew diagram occupies, and for any vertical strip \( \varepsilon \) we denote by \( M(\varepsilon) \) the multiset of columns its skew diagram occupies, where multiplicities for a column are given by the number of cells in that column, and column indices are listed in weakly increasing order. We are now ready to state our analogous Pieri rules.
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**Theorem 5.4.2 (Pieri rules for Young quasisymmetric Schur functions).** Let $\alpha$ be a composition. Then

$$\hat{\mathcal{S}}(\alpha) = \sum_{\beta} \hat{\mathcal{S}}(\beta)$$

where the sum is taken over all compositions $\beta$ such that

1. $\delta = \tilde{\beta} / \tilde{\alpha}$ is a horizontal strip,
2. $|\delta| = n$,
3. $\hat{h}_{\delta}(\beta) = \alpha$.

Also,

$$\hat{\mathcal{S}}((1^n)) \hat{\mathcal{S}}(\alpha) = \sum_{\beta} \hat{\mathcal{S}}(\beta)$$

where the sum is taken over all compositions $\beta$ such that

1. $\varepsilon = \tilde{\beta} / \tilde{\alpha}$ is a vertical strip,
2. $|\varepsilon| = n$,
3. $\hat{h}_{\varepsilon}(\beta) = \alpha$.

**Proof.** This follows immediately from Theorem 5.3.3 since the automorphism $\rho : Q\text{Sym} \to Q\text{Sym}$ where $\rho(\hat{\mathcal{S}}_{\alpha}) = \hat{\mathcal{S}}_{\alpha}$ reverses the indexing compositions. \qed

We use Young composition diagrams in place of compositions in the next example to illustrate Theorem 5.4.2. Then $\hat{\delta}$ is the operation that removes the rightmost cell from the row of length $s$ with smallest index.

**Example 5.4.3.** If we place $\bullet$ in the cell to be removed, then

$$\hat{\delta}_{1}((3,1,1)) = \begin{array}{cccc} \ & \ & \ & \bullet \\ \ & \ & \ & \ \\ \ & \ & \ & \ \\ \ & \ & \ & \ \\ \end{array} = (3,1).$$

If we wish to compute $\hat{\mathcal{S}}((1)) \hat{\mathcal{S}}((3,1))$, then we consider the four skew diagrams

$$(4,1)/(3,1), \ (3,2)/(3,1), \ (3,1,1)/(3,1), \ (3,1,1)/(3,1) \ (\text{again})$$

with horizontal strips containing one cell in column 4, 2, 1, 1 respectively. Then

$$\hat{h}_{(4)}((4,1)) = \begin{array}{cccc} \ & \ & \ \bullet \\ \ & \ & \ \ \\ \ & \ & \ \ \\ \ & \ & \ \ \\ \end{array}, \quad \hat{h}_{(2)}((3,2)) = \begin{array}{cccc} \ & \ & \ \bullet \\ \ & \ & \ \ \\ \ & \ & \ \ \\ \ & \ & \ \ \\ \end{array}$$

$$\hat{h}_{(1)}((1,3,1)) = \begin{array}{cccc} \ & \ & \ \bullet \\ \ & \ & \ \ \\ \ & \ & \ \ \\ \ & \ & \ \ \\ \end{array}, \quad \hat{h}_{(1)}((3,1,1)) = \begin{array}{cccc} \ & \ & \ \bullet \\ \ & \ & \ \ \\ \ & \ & \ \ \\ \ & \ & \ \ \\ \end{array}$$

and hence
\[ \mathcal{S}_1(1) \mathcal{S}_3(3,1) = \mathcal{S}_4(4,1) + \mathcal{S}_3(3,2) + \mathcal{S}_1(1,3,1) + \mathcal{S}_2(3,1,1). \]

Note this is Example 5.3.4 with the indexing compositions reversed as described in the proof of Theorem 5.4.2.

As discussed in the previous section, Young’s lattice can be seen to arise from the Pieri rules for symmetric functions: Let \( \lambda, \mu \) be partitions, then \( \lambda \) covers \( \mu \) in Young’s lattice if the coefficient of \( s_\lambda \) in \( s_1 s_\mu \) is 1. Therefore, Theorem 5.4.2 analogously gives rise to a poset on compositions.

**Definition 5.4.4.** Let \( \alpha, \beta \) be compositions. Then \( \beta \) covers \( \alpha \) in the poset \( \hat{P} \) if the coefficient of \( \hat{S}_\beta \) in \( \hat{S}_1 \hat{S}_\alpha \) is 1.

We now define Young skew quasi-symmetric Schur functions to be

\[ \hat{S}_{\gamma \hat{c} \beta} = \rho(\hat{S}_{\gamma \hat{c} \beta^*}) \]  

(5.3)

in order to describe an analogy to the Littlewood-Richardson rule given in Theorem 3.2.13, but first we give a combinatorial description of them.

**Proposition 5.4.5.** Let \( D = \gamma \hat{c} \beta \) be a skew Young composition shape. Then the skew Young quasi-symmetric Schur function \( \hat{S}_D \) is

\[ \hat{S}_D = \sum_\delta \hat{d}_{\gamma \hat{c} \beta} F_\delta = \sum_\tau x^\tau \]

where the first sum is over all compositions \( \delta \vdash |\gamma \hat{c} \beta| \) and \( \hat{d}_{\gamma \hat{c} \beta} \) is the number of SYCTs \( \tau \) of shape \( \gamma \hat{c} \beta \) such that \( \text{des}(\tau) = \text{set}(\delta) \). The second sum is over all SSYCTs \( \tau \) of shape \( \gamma \hat{c} \beta \).

**Proof.** From Equation (5.3) and Definition 5.3.6

\[ \hat{S}_{\gamma \hat{c} \beta} = \rho(\hat{S}_{\gamma \hat{c} \beta^*}) = \rho \left( \sum_\delta \hat{d}_{\gamma \hat{c} \beta^*} F_\delta \right) = \sum_\delta \hat{d}_{\gamma \hat{c} \beta^*} F_\delta \]

where

\[ \hat{d}_{\gamma \hat{c} \beta^*} = \# \{ \tilde{\tau} \in \text{SRCTs} | \text{sh}(\tilde{\tau}) = \gamma \hat{c} \beta^*, \text{des}(\tilde{\tau}) = \text{set}(\delta^*) \}. \]

However,

\[ \hat{d}_{\gamma \hat{c} \beta^*} = \# \{ \tau \in \text{SYCTs} | \text{sh}(\tau) = \gamma \hat{c} \beta, \text{des}(\tau) = \text{set}(\delta) \} = \hat{d}_{\gamma \hat{c} \beta} \]

since by Proposition 4.3.5 the bijection \( \hat{\Gamma} : \text{SYCTs} \to \text{SRCTs} \) reverses both indexing shape and descent set. For the second equation the proofs of Propositions 5.2.4 and 5.2.6 can be used with skew composition shapes in place of straight shapes. \( \square \)

**Example 5.4.6.** By Equation (5.3) and Example 5.3.7 we have
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\[
\mathcal{J}(3,2,1)_{\mathfrak{c}(2)} = \rho(\mathcal{J}(1,2,3)_{\mathfrak{c}(2)}) = \rho(F_{1,2,1} + F_{1,1,2}) = F_{1,2,1} + F_{2,1,1}
\]

or we can compute it directly from the following SYCTs.

\[
\begin{array}{ccc}
\mathbf{4} & \mathbf{2} & \mathbf{3} \\
\bullet & \bullet & 1 \\
\end{array}
\]

\[
\begin{array}{ccc}
\mathbf{4} & \mathbf{3} & \mathbf{1} \\
\bullet & \bullet & 2 \\
\end{array}
\]

**Theorem 5.4.7** (Littlewood-Richardson rule for Young quasisymmetric Schur functions). Let $\gamma$, $\alpha$ be compositions. Then

\[
\hat{\mathcal{S}}(\gamma, \hat{\mathcal{C}}(\alpha)) = \sum \hat{\mathcal{C}}(\gamma, \alpha, \beta) \hat{\mathcal{S}}(\beta)
\]

where the sum is over all compositions $\beta$, and $\hat{\mathcal{C}}(\gamma, \alpha, \beta)$ counts the number of SYCTs $\tau$ of shape $\gamma, \alpha$ such that using Schensted insertion

\[
\hat{\rho}^{-1}(\text{rect}(w_{\text{col}}(\tau))) = U_{\beta}.
\]

**Proof.** By Equation (5.3) and Theorem 5.3.8 we have

\[
\hat{\mathcal{S}}(\gamma, \hat{\mathcal{C}}(\alpha)) = \rho(\hat{\mathcal{S}}(\gamma, \hat{\mathcal{S}}(\alpha)) = \sum \hat{\mathcal{C}}(\gamma, \beta) \hat{\mathcal{S}}(\beta).
\]

However, $\hat{\mathcal{C}}(\gamma, \beta, \alpha^*)$ is the number of SRCTs of shape $\gamma, \beta, \alpha^*$ that under $\hat{\rho}^{-1}$ and rectification with Schensted insertion for reverse tableaux yields $\hat{U}_{\beta}$. Due to reversal of indices by $\hat{\Gamma}$, $\hat{\Gamma}^{-1}(\tau)$ of such an SRCT $\tau$ will be an SYCT of shape $\gamma, \beta, \alpha$ that under $\hat{\rho}^{-1}$ and rectification with Schensted insertion for Young tableaux yields $U_{\beta} = \hat{\Gamma}^{-1}(\hat{U}_{\beta})$. That is,

\[
\hat{\mathcal{C}}(\gamma, \beta, \alpha^*) = \hat{\mathcal{C}}(\gamma, \beta, \alpha).
\]

\[\Box\]

**Corollary 5.4.8.** Let $\gamma$ be a composition. Then

\[
\Delta \hat{\mathcal{S}} = \sum \hat{\mathcal{C}}(\gamma, \alpha, \beta) \hat{\mathcal{S}}(\alpha) \otimes \hat{\mathcal{S}}(\beta)
\]

where the sum is over all compositions $\alpha, \beta$ and $\hat{\mathcal{C}}(\gamma, \alpha, \beta)$ counts the number of SYCTs $\tau$ of shape $\gamma, \alpha$ such that using Schensted insertion

\[
\hat{\rho}^{-1}(\text{rect}(w_{\text{col}}(\tau))) = U_{\beta}.
\]

**Example 5.4.9.** We calculate that $\hat{\mathcal{S}}(2,3,1)_{\mathfrak{c}(1)} = \hat{\mathcal{S}}(1,3,1) + \hat{\mathcal{S}}(3,1,1)$ from the following SYCTs.
with respective column reading words

\[
\begin{array}{cccc}
5 & 2 & 3 & 4 \\
\bullet & & & \\
1 & & & \\
\end{array} \quad \begin{array}{cccc}
5 & 1 & 2 & 3 \\
\bullet & & & \\
4 & & & \\
\end{array}
\]

which under \(\hat{\rho}_\theta^{-1}\) and rectification with Schensted insertion for Young tableaux respectively gives the following.

\[
\begin{array}{cccc}
5 & 2 & 3 & 4 \\
1 & & & \\
\end{array} \quad \begin{array}{cccc}
5 & 4 & 1 & 2 \\
& & & \\
& & & \\
\end{array}
\]

A Littlewood-Richardson rule analogous to Theorem 3.2.16 would be different in flavour, since expanding the product of two generic quasisymmetric Schur functions in terms of quasisymmetric Schur functions often results in negative structure constants, as can be seen by applying \(\rho\) to the last equation in the previous section.

### 5.5 Pieri and Littlewood-Richardson rules in \(\text{NSym}\) using reverse composition tableaux

Using the pairing of dual bases given is Subsection 3.4.2 namely,

\[
\langle F_\alpha, r_\beta \rangle = \delta_{\alpha\beta}
\]

we can define noncommutative Schur functions.

**Definition 5.5.1.** Let \(\alpha\) be a composition. Then the noncommutative Schur function \(\hat{s}_\alpha\) is defined by

\[
\langle \hat{s}_\beta, \hat{s}_\alpha \rangle = \delta_{\beta\alpha}
\]

where \(\beta\) is a composition.

The basis of quasisymmetric Schur functions \(\{\hat{\mathcal{S}}_\alpha\}_{\alpha \vdash n \geq 0}\) of \(Q\text{Sym}\) is dual to the basis of noncommutative Schur functions \(\{\hat{s}_\alpha\}_{\alpha \vdash n \geq 0}\) of \(N\text{Sym}\) by construction, and moreover, \([15\; \text{Equation}\; (2.12)]\)

\[
\chi(\hat{s}_\alpha) = s_{\hat{\alpha}} \quad (5.4)
\]

and \([15\; \text{Equation}\; (3.6)]\)

\[
\langle \hat{\mathcal{S}}_{\gamma\beta}, \hat{s}_\alpha \rangle = \langle \hat{\mathcal{S}}_\gamma, \hat{s}_\alpha \hat{s}_\beta \rangle = C^\gamma_{\alpha\beta}. \quad (5.5)
\]
From this latter equation we immediately get the following theorem and corollaries.

**Theorem 5.5.2 (Littlewood-Richardson rule for noncommutative Schur functions).** ([15] Theorem 3.5) Let \( \alpha, \beta \) be compositions. Then

\[
\hat{s}_\alpha \hat{s}_\beta = \sum \hat{C}^\gamma_{\alpha \beta} \hat{s}_\gamma
\]

where the sum is over all compositions \( \gamma \), and \( \hat{C}^\gamma_{\alpha \beta} \) counts the number of SRCTs \( \hat{\tau} \) of shape \( \gamma \) \( \vdash \beta \) such that using reverse Schensted insertion

\[
\hat{\rho}^{-1}_\beta(\text{rect}(w_{\text{col}}(\hat{\tau}))) = \mathcal{U}_\alpha.
\]

**Corollary 5.5.3.** ([15] Corollary 3.7) Let \( \alpha \) and \( \beta \) be compositions with \( \lambda = \tilde{\alpha} \) and \( \mu = \tilde{\beta} \), and let \( \nu \) be a partition. Then \( \chi(\hat{s}_\alpha \hat{s}_\beta) = s_\lambda s_\mu \), and

\[
c^\nu_{\lambda \mu} = \sum_{\gamma = \nu} \hat{C}^\gamma_{\alpha \beta}.
\] (5.6)

**Corollary 5.5.4 (Pieri rules for noncommutative Schur functions).** ([15] Corollary 3.8) Let \( \beta \) be a composition. Then

\[
\hat{s}(n) \hat{s}_\beta = \sum \hat{s}_\gamma
\]

where \( \gamma \) runs over all compositions satisfying

\[
\beta = \gamma^0 \leq \varepsilon \gamma^1 \cdots \leq \varepsilon \gamma^n = \gamma
\]

and

\[
\text{col}(\gamma^0 \leq \varepsilon \gamma^1 \cdots \leq \varepsilon \gamma^n)
\]

is strictly increasing.

Let \( \hat{\beta} \) be a composition. Then

\[
\hat{s}(1^n) \hat{s}_\beta = \sum \hat{s}_\gamma
\]

where \( \gamma \) runs over all compositions satisfying

\[
\beta = \gamma^0 \leq \varepsilon \gamma^1 \cdots \leq \varepsilon \gamma^n = \gamma
\]

and

\[
\text{col}(\gamma^0 \leq \varepsilon \gamma^1 \cdots \leq \varepsilon \gamma^n)
\]

is weakly decreasing.

Pictorially, in the first case we can think of \( \gamma \) as being obtained from \( \beta \) by adding \( n \) cells from left to right using the cover relations of \( \mathcal{L}_\varepsilon \), with no two cells in the same column. In the second case we can think of \( \gamma \) as being obtained from \( \beta \) by
adding \( n \) cells from right to left using the cover relations of \( L_c \), with no two cells in the same row.

**Example 5.5.5.** For the Littlewood-Richardson rule we compute

\[
\begin{array}{ccc}
\bullet & \bullet & 3 \, 2 \\
\bullet & 1 \\
\end{array} & \begin{array}{ccc}
\bullet & \bullet & 2 \\
\bullet & 3 \, 1 \\
\end{array} & \begin{array}{ccc}
3 \, 1 & \bullet & 2 \\
\bullet & \bullet & \bullet \\
\bullet & 1 \\
\end{array} & \begin{array}{ccc}
3 \, 2 \\
\bullet & \bullet & \bullet \\
\bullet & 1 \\
\end{array}
\end{array}
\]

\( \hat{s}_{(1,2)} \hat{s}_{(2,1)} = \hat{s}_{(4,2)} + \hat{s}_{(3,3)} + \hat{s}_{(2,3,1)} + \hat{s}_{(2,2,2)} + \hat{s}_{(1,4,1)} + \hat{s}_{(1,3,2)} + \hat{s}_{(1,2,2,1)} + \hat{s}_{(1,1,3,1)} \)

while the Pieri rule is a simpler computation.

\[
\begin{array}{ccc}
\bullet & \bullet & 3 \, 2 \\
\bullet & 1 \\
\end{array} & \begin{array}{ccc}
\bullet & \bullet & 2 \\
\bullet & 3 \, 1 \\
\end{array} & \begin{array}{ccc}
1 & \bullet & 2 \\
3 & \bullet & \bullet \\
\bullet & \bullet \\
\bullet & \bullet \\
\end{array}
\]

\( \hat{s}_{(2)} \hat{s}_{(3,2)} = \hat{s}_{(2,3,2)} + \hat{s}_{(1,3,3)} + \hat{s}_{(1,4,2)} + \hat{s}_{(4,3)} + \hat{s}_{(5,2)} \)

### 5.6 Pieri and Littlewood-Richardson rules in NSym using Young composition tableaux

We can define Young noncommutative Schur functions using the pairing of dual bases from Subsection 3.4.2 that is,

\[
\langle F_{\alpha}, r_{\beta} \rangle = \delta_{\alpha\beta}.
\]

**Definition 5.6.1.** Let \( \alpha \) be a composition. Then the **Young noncommutative Schur function** \( \hat{s}_\alpha \) is defined by

\[
\langle \hat{\mathcal{S}}_{\beta}, \hat{s}_\alpha \rangle = \delta_{\beta\alpha}
\]

where \( \beta \) is a composition.

The basis of Young quasisymmetric Schur functions \( \{ \hat{\mathcal{S}}_\alpha \}_{\alpha \in \mathbb{N} \geq 0} \) of QSym is dual to the basis of Young noncommutative Schur functions \( \{ \hat{s}_\alpha \}_{\alpha \in \mathbb{N} \geq 0} \) of NSym by construction. Additionally, since \( \rho : \text{NSym} \to \text{NSym} \) is an anti-automorphism we have

\[
\hat{s}_\alpha = \rho(\hat{\mathcal{S}}_{\alpha^*})
\]
and thus by Equation (5.4) and Equation (3.28)
\[ \chi(\hat{s}_\alpha) = s_{\overline{\alpha}} \] (5.8)
and
\[ \langle \hat{\mathcal{H}}_{\hat{\mu}/\alpha}, \hat{s}_\beta \rangle = \langle \hat{\mathcal{H}}_{\hat{\gamma}}, \hat{s}_\alpha \hat{s}_\beta \rangle = \bar{c}_{\alpha\beta}^\gamma. \] (5.9)
This leads to the following theorem and corollaries.

**Theorem 5.6.2 (Littlewood-Richardson rule for Young noncommutative Schur functions).** Let \( \alpha, \beta \) be compositions. Then
\[ \hat{s}_\alpha \hat{s}_\beta = \sum \bar{c}_{\alpha\beta}^\gamma \hat{s}_\gamma \]
where the sum is over all compositions \( \gamma \), and \( \bar{c}_{\alpha\beta}^\gamma \) counts the number of SYCTs \( \tau \) of shape \( \gamma/\bar{\alpha} \) such that using Schensted insertion
\[ \hat{\rho}_\beta^{-1}(\text{rect}(\text{col}(\tau))) = U_\beta. \]

**Proof.** We have
\[ \hat{s}_\alpha \hat{s}_\beta = \rho(\hat{s}_\beta \cdot \hat{s}_\alpha^*) = \rho \left( \sum_\gamma \bar{c}_{\beta^*\alpha}^\gamma \hat{s}_\gamma \right) = \sum_\gamma \bar{c}_{\alpha\beta}^\gamma \hat{s}_\gamma \]
by Theorem 5.5.2 and the proof of Theorem 5.4.7. \( \square \)

**Corollary 5.6.3.** Let \( \alpha \) and \( \beta \) be compositions with \( \lambda = \overline{\alpha} \) and \( \mu = \overline{\beta} \), and let \( \nu \) be a partition. Then \( \chi(\hat{s}_\alpha \hat{s}_\beta) = s_{\lambda}s_{\mu} \) and
\[ c_{\nu}^\lambda = \sum_{\gamma = \nu} \bar{c}_{\alpha\beta}^\gamma. \] (5.10)

**Corollary 5.6.4 (Pieri rules for Young noncommutative Schur functions).** Let \( \alpha \) be a composition. Then
\[ \hat{s}_\alpha \hat{s}_{(n)} = \sum_\gamma \hat{s}_\gamma \]
where \( \gamma \) runs over all compositions satisfying
\[ \alpha = \gamma^0 \ll \gamma^1 \cdots \ll \gamma^n = \gamma \]
and
\[ \text{col}(\gamma^0 \ll \gamma^1 \cdots \ll \gamma^n) \]
is strictly increasing.

Let \( \alpha \) be a composition. Then
\[ \hat{s}_\alpha \hat{s}_{(1^n)} = \sum_\gamma \hat{s}_\gamma \]
where \( \gamma \) runs over all compositions satisfying

\[
\alpha = \gamma^0 \sqsubseteq \hat{c} \gamma^1 \cdots \sqsubseteq \hat{c} \gamma^n = \gamma
\]

and

\[
\text{col}(\gamma^0 \sqsubseteq \hat{c} \gamma^1 \cdots \sqsubseteq \hat{c} \gamma^n)
\]

is weakly decreasing.

Pictorially, in the first case we can think of \( \gamma \) as being obtained from \( \alpha \) by adding \( n \) cells from left to right using the cover relations of \( \mathcal{L}_{\hat{c}} \), with no two cells in the same column. In the second case we can think of \( \gamma \) as being obtained from \( \alpha \) by adding \( n \) cells from right to left using the cover relations of \( \mathcal{L}_{\hat{c}} \), with no two cells in the same row.

**Example 5.6.5.** For the Littlewood-Richardson rule we compute

\[
\hat{s}_{(2,3)} \hat{s}_{(2,1)} = \hat{s}_{(3,5)} + \hat{s}_{(4,4)} + \hat{s}_{(2,4,2)} + \hat{s}_{(3,3,2)} + \hat{s}_{(2,5,1)} + 2 \hat{s}_{(3,4,1)} + \hat{s}_{(2,3,2,1)} + \hat{s}_{(3,3,1,1)} + \hat{s}_{(2,4,1,1)}
\]

while the Pieri rule is a simpler computation.

\[
\hat{s}_{(2,3)} \hat{s}_{(2)} = \hat{s}_{(2,3,2)} + \hat{s}_{(3,3,1)} + \hat{s}_{(2,4,1)} + \hat{s}_{(3,4)} + \hat{s}_{(2,5)}
\]
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