What is functional analysis?

- Study of topological spaces and of functional relations between them
- Study of spaces of functions
- Language of PDE, calculus of variations, integral equations
- Language of quantum mechanics

Functional analysis arose in the 19th century in a paradigmatic shift from the study of (the properties of) a single function/solution to the study of (the properties of) sets of functions/solutions and the relations between them. It is the language of much of modern mathematics, encompassing (linear) algebra, analysis and stochastic analysis.

Topics of the course:

- Topological spaces
- Normed linear spaces; as a running example: $L^p$-spaces
- Hilbert spaces
- Riesz’ representation theorem; as an application: Brownian motion
1. Topological spaces

Understanding limits and convergence is central to functional analysis. This ultimately has to do with the notions of open sets and neighbourhoods of a point. If the set is equipped with a distance, this can be done with open balls. In the more general setting of topological spaces, these concepts are introduced by the notion of a topology.

**Definition 1.1.** A topological space \((S, \mathcal{T})\) is a nonempty set \(S\) with a family of subsets \(\mathcal{T}\) such that

- \(\emptyset \in \mathcal{T}, S \in \mathcal{T}\)
- \(\mathcal{T}\) is closed under finite intersections:
  \[A_1, \ldots A_n \in \mathcal{T} \Rightarrow \bigcap_{j=1}^{n} A_j \in \mathcal{T}\]
- \(\mathcal{T}\) is closed under arbitrary unions:
  \[\{A_\alpha : \alpha \in I\} \subset \mathcal{T} \Rightarrow \bigcup_{\alpha \in I} A_\alpha \in \mathcal{T}\]

where \(I\) is an arbitrary index set.

The elements of \(\mathcal{T}\) are called the open sets of \(S\).

**Example 1.** (i) The discrete topology: \(\mathcal{T} = \mathcal{P}(S)\) the power set of \(S\), containing all subsets of \(S\)

(ii) The indiscrete topology: \(\mathcal{T} = \{\emptyset, S\}\)

(iii) Let \(S = \mathbb{R}^n\) with the elementary notion of open sets, namely \(X \in \mathcal{T}\) iff \(\forall x \in X, \exists r > 0\) s.t. \(\{y \in S : d(y, x) < r\} \subset X\), where \(d(\cdot, \cdot)\) is the Euclidean distance.

A metric space is a set \(M\) equipped with a function \(d : M \times M \to [0, \infty)\) such that

(i) \(d(x, y) = 0\) iff \(x = y\), (ii) \(d(x, y) = d(y, x)\), and (iii) \(d(x, z) \leq d(x, y) + d(y, z)\),
the triangle inequality. The metric defines a topology as in the third example above.

Since any metric on $S$ gives rise to a topology, one may wonder whether every topology arises from a metric and the answer is, not surprisingly, no. If it is the case, $\mathcal{T}$ is called \textit{metrizable}.

Topologies on a space $S$ can be ordered in a set-theoretic fashion: $\mathcal{T}_1 \prec \mathcal{T}_2$ iff $\mathcal{T}_1 \subset \mathcal{T}_2$ and $\mathcal{T}_1$ is called \textit{weaker} than $\mathcal{T}_2$.

Given a family $\mathcal{E} \subset \mathcal{P}(S)$, the unique weakest topology $\mathcal{T}(\mathcal{E})$ on $S$ containing $\mathcal{E}$ is called the topology \textit{generated by} $\mathcal{E}$. It can be shown that $\mathcal{T}(\mathcal{E})$ consists of $\emptyset, S$ and all unions and all finite intersections of elements of $\mathcal{E}$.

**Definition 1.2.** A \textit{base} of $\mathcal{T}$ is a family $\mathcal{B} \subset \mathcal{T}$ such that for any nonempty $O \in \mathcal{T}$, there is a family $\{B_\alpha : \alpha \in I\} \subset \mathcal{B}$ and $O = \cup_{\alpha \in I} B_\alpha$.

If $(S, \mathcal{T})$ is a topological space, and $X \subset S$, then $\mathcal{T}_X := \{O \cap X : O \in \mathcal{T}\}$ defines a topology on $X$ called the \textit{relative topology}.

The following concepts, familiar in $\mathbb{R}^n$, extend to general topological spaces. Let $X \subset S$.

- $X$ is \textit{closed} if there is $Y \in \mathcal{T}$ such that $X = Y^c$
- The \textit{interior} $X^o$ of $X$ is the largest open set contained in $X$
- The \textit{closure} $\overline{X}$ of $X$ is the smallest closed set containing $X$
- The \textit{boundary} $\partial X$ of $X$ is $\partial X = \overline{X} \setminus X^o$
- $X$ is called \textit{dense} in $S$ if $\overline{X} = S$

A \textit{neighbourhood} of $x \in S$ is a set $N_x \subset S$ such that $x \in N_x^o$. Note that a neighbourhood is not required to be open. A family $\mathcal{N}_x$ of subsets of $S$ is a \textit{neighbourhood base at} $x$ if each $N \in \mathcal{N}_x$ is a neighbourhood of $x$ and if for any neighbourhood $M_x$ of $x$, there is an $N \in \mathcal{N}_x$ such that $N \subset M_x$. 
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There are two major classifications of topological spaces. The first one is about how well open sets separate points. While the classification has five classes denoted $T_0, \ldots, T_4$, we only introduce the following, which plays an important role in the discussion of compactness.

**Definition 1.3.** A topological space $(S, \mathcal{T})$ is called *Hausdorff*, or $T_2$, if for all pairs $x, y \in S$, $x \neq y$, $\exists O_x, O_y \in \mathcal{T}$ with $O_x \cap O_y = \emptyset$, such that $x \in O_x, y \in O_y$.

The second classification is about countability and it is particularly relevant in discussing questions of convergence (and consequently its relation to compactness).

**Definition 1.4.** A topological space $(S, \mathcal{T})$ is called

- *separable* if it has a countable dense set
- *first countable* if each $x \in S$ has a countable neighbourhood base
- *second countable* if $S$ has a countable base

**Proposition 1.5.** (i) *Second countable $\Rightarrow$ First countable*

(ii) *Second countable $\Rightarrow$ Separable*

*Proof.* Let $\mathcal{B}$ be a countable base of $\mathcal{T}$.

(i) For any $x \in S$, the family $\mathcal{N}_x := \{ N \in \mathcal{B} : x \in N \}$ is a countable neighbourhood base at $x$. Indeed, if $M_x$ is a neighbourhood of $x$, then $\bigcup_j N_j = M_x \subset M_x$, where $N_j \in \mathcal{B}$. Hence there is $j_0$ such that $x \in N_{j_0} \subset M_x$, and $N_{j_0} \in \mathcal{N}_x$.

(ii) For each $B \in \mathcal{B}$, let $x_B \in B$. Then the set $D := \{ x_B : B \in \mathcal{B} \}$ is countable. But $\overline{D^c}$ is open by construction it does not include any $B \in \mathcal{B}$. It follows from the definition of a base that $\overline{D^c} = \emptyset$, namely, $D$ is dense. $\Box$
Note that there are separable spaces that are not second countable.

**Example 2.** Consider $\mathbb{R}^n$ equipped with the usual topology. Then the family of all open balls (any centre, any radius) is a base. For any $x \in \mathbb{R}^n$ the family $\{B_{p/q}(x) : p, q \in \mathbb{N}\}$ of closed balls for rational radii is a neighbourhood base. Hence $\mathbb{R}^n$ is first countable.

This again generalizes to general metric spaces. A metric space is first countable. Moreover, a metric space is second countable iff it is separable.

We are now ready to turn to the general notion of convergence.

**Definition 1.6.** A sequence $(x_n)_{n \in \mathbb{N}}$ in a topological space $(S, T)$ is **convergent** if there is $x \in S$ such that for every neighbourhood $N_x$ of $x$, there is $n_0$ such that $x_n \in N_x$ for all $n \geq n_0$.

Here is a first result that is valid only in first countable spaces, namely that the closure of a subset is given by the set of limit points of sequences.

**Proposition 1.7.** Let $(S, T)$ be a first countable topological space and $X \subset S$. Then $x \in \overline{X}$ iff $x$ is the limit of a convergent sequence $(x_n)_{n \in \mathbb{N}}$ in $X$.

**Proof.** Let $N_x := \{O_n : n \in \mathbb{N}\}$ be a countable neighbourhood base of $x$ such that $O_n \subset O_{n-1}$ for all $n \in \mathbb{N}$. If $x \in \overline{X}$, then for any $n \in \mathbb{N}$, $O_n \cap X \neq \emptyset$ (since otherwise $x \notin (O_n^c)^c$ would be a closed set containing $X$, but $x \in \overline{X} \subset (O_n^c)^c$ is a contradiction) and we can pick $x_n \in O_n \cap X$. This is a convergent sequence such that $\lim_{n \to \infty} x_n = x$. Reciprocally, assume that $x \in (\overline{X})^c$. For any sequence $(y_n)_{n \in \mathbb{N}}$ in $X$, the open neighbourhood $(\overline{X})^c$ contains no point of the sequence, and hence $(y_n)_{n \in \mathbb{N}}$ does not converge to $x$. □
Note that if \( M_x := \{ U_n : n \in \mathbb{N} \} \) is any a countable neighbourhood base at \( x \), the sets 
\[ O_j = \bigcap_{n=1}^{j} U_j \] 
form a ‘decreasing’ neighbourhood base as used in the proof.

If \((S, \mathcal{T})\) is not first countable, this criterion is not sufficient. The closure is given by limit points of \textit{nets}, which are generalizations of sequences of the form \((x_\alpha)_{\alpha \in I}\) where \( I \) is not necessarily countable and only partially ordered.

We are equipped to turn to continuity.

**Definition 1.8.** Let \((S_1, \mathcal{T}_1), (S_2, \mathcal{T}_2)\) be topological spaces. A function \( f : S_1 \to S_2 \) is \textit{continuous} if \( f^{-1}(O) \in \mathcal{T}_1 \) for any \( O \in \mathcal{T}_2 \).

In other words, the preimage of any open set is open. This should not be confused with the following:

**Definition 1.9.** Let \((S_1, \mathcal{T}_1), (S_2, \mathcal{T}_2)\) be topological spaces. A function \( f : S_1 \to S_2 \) is \textit{open} if \( f(O) \in \mathcal{T}_2 \) for any \( O \in \mathcal{T}_1 \).

An invertible function that is both open and continuous is a \textit{homeomorphism}.

While continuity is defined in terms of two topologies, one can reciprocally use continuity to define topologies. Let \( S_1 \) be a set (not yet equipped with a topology) and let \((S_2, \mathcal{T}_2)\) be a topological space. Let \( \mathcal{F} \) be a family of functions from \( S_1 \) to \( S_2 \). Then the topology on \( S_1 \) generated by \( \{ f^{-1}(O) : O \in \mathcal{T}_2 \} \) is called the \( \mathcal{F} \)-weak topology. By definition, all functions \( f \in \mathcal{F} \) are continuous with respect to this topology on \( S_1 \).

**Example 3.** Let \( S_1 = C([a, b]; \mathbb{R}) \) be the set of continuous functions, and let \( S_2 = \mathbb{R} \) with the usual metric topology. Let \( E_x : S_1 \to S_2, E_x(f) = f(x) \) be the evaluation functions and let \( \mathcal{F} = \{ E_x : x \in [a, b] \} \). The \( \mathcal{F} \)-weak topology on \( C([a, b]; \mathbb{R}) \) is the topology of pointwise convergence.
Let us turn to compactness. In a topological space \((S, \mathcal{T})\), an open cover is a family \(\mathcal{C} \subset \mathcal{T}\) such that \(S = \bigcup_{O \in \mathcal{C}} O\). A subcover is a subset of \(\mathcal{C}\) that is a cover.

**Definition 1.10.** A topological space \((S, \mathcal{T})\) is compact if any open cover has a finite subcover.

A subset \(X \subset S\) is a compact set if it is compact in the relative topology. It is called precompact if its closure is compact. Note that if a family of open sets \(\mathcal{C} = \{O_\alpha \in \mathcal{T} : \alpha \in I\}\) is such that \(X \subset \bigcup_{\alpha \in I} O_\alpha\), then \(\mathcal{C}_X = \{O_\alpha \cap X \in \mathcal{T} : \alpha \in I\}\) is an open cover of \(X\). This is usually how open covers of subsets are constructed.

Compactness can also be formulated in terms of closed sets. \((S, \mathcal{T})\) is said to have the finite intersection property if any family \(\mathcal{C}\) of closed set such that \(\bigcap_{j=1}^n C_j \neq \emptyset\) for any finite subfamily \(\{C_1, \ldots, C_n\} \subset \mathcal{F}\) satisfies \(\bigcap_{C \in \mathcal{C}} C \neq \emptyset\). We then have the following result: \(S\) is compact iff \(S\) has the finite intersection property.

**Proposition 1.11.** Let \(X \subset S\) be a subset of a compact topological space \((S, \mathcal{T})\). If \(X\) is closed, then it is compact (in the relative topology).

**Proof.** Let \(\mathcal{C}\) be an open cover of \(X\). By the definition of the relative topology, any \(C \in \mathcal{C}\) is of the form \(O_C \cap X\) with \(O_C \in \mathcal{T}\). If \(O\) is the set of these \(O_C\)’s, then \(O \cup \{X^c\}\) is an open cover of \(S\) since \(X\) is closed. \(S\) being compact, there is a finite subcover \(\tilde{\mathcal{O}}\), which yields, by intersecting with \(X\), a finite open cover \(\tilde{\mathcal{C}}\) of \(X\). \(\square\)

Another useful result is that compactness is pushed forward by continuous functions. It in particular generalizes the well-known fact that a continuous, real-valued function defined on a compact interval reaches it maximum and minimum values.

**Proposition 1.12.** Let \((S_1, \mathcal{T}_1), (S_2, \mathcal{T}_2)\) be topological spaces, and let \(f : S_1 \to S_2\) be a continuous function. If \(S_1\) is compact, then \(f(S_1) \subset S_2\) is compact.
Proof. Let $\mathcal{C} = \{C_\alpha : \alpha \in I\}$ be an open cover of $f(S_1) \subset S_2$ in the relative topology.

There are open sets $\{O_\alpha : \alpha \in I\}$ in $S_2$ such that $C_\alpha = O_\alpha \cap f(S_1)$, and $f^{-1}(O_\alpha)$ is open in $S_1$ by continuity. Therefore, $\{f^{-1}(O_\alpha) : \alpha \in I\}$ is an open cover of $S_1$, from which one can extract a finite subcover $\{f^{-1}(O_n) : 1 \leq n \leq N\}$. But then $\{C_n = O_n \cap f(S_1) : 1 \leq n \leq N\}$ is a finite subcover of $\mathcal{C}$. $\square$

It is worth pointing out that the Bolzano-Weierstrass theorem of real analysis does not hold in a general topological space. In fact, one must consider nets instead of sequences. However it does in a second countable space:

**Theorem 1.13.** A second countable topological space $(S, \mathcal{T})$ is compact iff every sequence has a convergent subsequence.

**Proof.** Assume that $S$ is compact, let $(z_n)_{n \in \mathbb{N}}$ be a sequence in $S$ that does not have a convergent subsequence. Since $S$ is second countable, it is first countable, so that $(z_n)_{n \in \mathbb{N}}$ does not have a cluster point (see Problem 4(i), Sheet 1). Hence, for any $x \in S$, there is an open set $O_x \ni x$ such that $z_n \in O_x$ for only finitely many $n$’s. In particular, there is $n_x \in \mathbb{N}$ such that $z_n \notin O_x$ for all $n \geq n_x$. Extracting a finite cover $\{O_x : 1 \leq i \leq N\}$ from $\{O_x : x \in S\}$, and letting $n_0 = \max\{n_x : 1 \leq i \leq N\}$, we have that $z_n \notin \bigcup_{i=1}^{N} O_x = S$ for all $n \geq n_0$, a contradiction.

Reciprocally, assume that every sequence has a convergent subsequence. Since $S$ is second countable, it has a countable open cover $\mathcal{C} = \{O_j : j \in \mathbb{N}\}$. Assume that there is no finite subcover of $\mathcal{C}$. Then for any $n \in \mathbb{N}$, there is $x_n \notin \bigcup_{j=1}^{n} O_j$. Let $(x_{n_k})_{k \in \mathbb{N}}$ be a convergent subsequence and let $x$ be its limit. Since $\mathcal{C}$ is a cover, there is $j_0$ such that $x \in O_{j_0}$, and hence there is $k_0$ such that $x_{n_k} \in O_{j_0}$ for all $k \geq k_0$. This is contradiction with $x_{n_k} \notin \bigcup_{j=1}^{n_k} O_j$ for any $n_k > j_0$. $\square$
The property that every sequence has a convergent subsequence is called *sequential compactness*. The first part of the theorem shows that compactness implies sequential compactness in a first countable space (a fortiori in a second countable space and in a metric space).

**Lemma 1.14.** Let \((S, \mathcal{T})\) be a Hausdorff space. Let \((x_n)_{n \in \mathbb{N}}\) be a convergent sequence in \(S\). Then the limit \(x = \lim_{n \to \infty} x_n\) is unique.

**Proof.** Let \(x = \lim_{n \to \infty} x_n\) and let \(y \neq x\). There exist disjoint \(O_x, O_y \in \mathcal{T}\) with \(x \in O_x, y \in O_y\). But \(x_n \to x\) implies that there is \(n_0\) such that \(x_n \in O_x\) for all \(n \geq n_0\), and in particular \(x_n \notin O_y, n \geq n_0\). It follows that \((x_n)_{n \in \mathbb{N}}\) does not converge to \(y\). \(\square\)

**Theorem 1.15.** Let \((S_1, \mathcal{T}_1)\), \((S_2, \mathcal{T}_2)\) be two compact Hausdorff spaces and let \(f : S_1 \to S_2\) be a continuous bijection. The \(f\) is a homeomorphism.

The proof relies on the proposition of the following separation lemma.

**Proposition 1.16.** Let \((S, \mathcal{T})\) be a Hausdorff space and let \(K\) be a compact subset of \(S\). Then \(K\) is closed.

**Proof.** For any \(x \in X^c\), there is an open \(U_x \ni x\) such that \(K \cap U = \emptyset\), see the lemma below. Hence \(X^c = \bigcup_{x \in X^c} U_x\) is open. \(\square\)

**Lemma 1.17.** Let \((S, \mathcal{T})\) be a Hausdorff space and let \(K\) be a compact subset of \(S\). For any \(x \in K^c\), there are disjoint open sets \(U, V\) such that \(x \in U, K \subset V\).

**Proof.** Let \(x \in K^c, y \in K\). There are disjoint open \(U_y, O_y\) such that \(x \in U_y, y \in O_y\). Using the open cover \(\{O_y : y \in K\}\), there are \(\{y_1, \ldots, y_N\}\) in \(K\) such that

\[
K \subset \bigcup_{j=1}^N O_{y_j} = V.
\]
Moreover, the set \( U = \cap_{j=1}^N U_{y_j} \) contains \( x \) and is disjoint from \( V \). \( \square \)

We can now prove Theorem 1.15.

**Proof.** We prove that \( f \) is open. It suffices to show that \( f(C) \in S_2 \) is closed whenever \( C \subset S_1 \) is closed. Since \( S_1 \) is compact, \( C \) is compact by Proposition 1.11. Therefore, \( f(C) \) is compact by Proposition 1.12 and hence closed since \( S_2 \) is Hausdorff. \( \square \)

We now turn to the the Stone-Weierstrass theorem. First of all, we recall the ‘classical’ Weierstrass theorem:

**Proposition 1.18.** If \( f \) is a continuous real-valued function on \([a, b]\), then there exists a sequence of polynomials \((P_n)_{n \in \mathbb{N}}\) such that

\[
\lim_{n \to \infty} P_n = f
\]

uniformly on \([a, b]\).

In other words, the polynomials are dense in the set \( C_\mathbb{R}([a, b]) \) of continuous real-valued functions on the compact interval \([a, b]\). The Stone-Weierstrass theorem generalizes the result to an arbitrary compact Hausdorff space.

Let \( X \) be a compact Hausdorff space. We first note that \( C_\mathbb{R}(X) \), the real-valued continuous functions on \( X \) equipped with the multiplication \((fg)(x) = f(x)g(x)\) is an algebra. We say that a subalgebra \( A \) of \( C_\mathbb{R}(X) \) separates points if \( x, y \in X \) such that \( x \neq y \) implies \( \exists f \in A \) such that \( f(x) \neq f(y) \).

**Theorem 1.19.** Let \( X \) be a compact Hausdorff space. Let \( A \) be a closed (with respect to \( \| \cdot \|_\infty \)) subalgebra of \( C_\mathbb{R}(X) \) that separates points. Then either \( A = C_\mathbb{R}(X) \) or \( \exists x_0 \in X \) such that \( A = \{ f \in C_\mathbb{R}(X) : f(x_0) = 0 \} \).
In particular, if $1 \in \mathcal{A}$, then the second case is excluded; there is no proper closed unital subalgebra of $C_{\mathbb{R}}(X)$ that separates points. We prove the theorem in this slightly easier case. Note that if $\mathcal{A}$ is not closed, the theorem applies to $\overline{\mathcal{A}}$ in which case it can be stated as: Any unital subalgebra $\mathcal{A}$ that separates points is dense in $C_{\mathbb{R}}(X)$ in the uniform topology.

We note that Hausdorffness is not used in the proof. However, it is a necessary condition for the existence of an algebra separating points. Indeed, if there is $f \in \mathcal{A}$ such that $f(x) \neq f(y)$, then $f(x), f(y)$ have disjoint open neighbourhoods (since $\mathbb{R}$ is Hausdorff) and their preimages must be disjoint open neighbourhoods of $x$, respectively $y$.

The proof uses the concept of a lattice: A subset $\mathcal{F} \subset C_{\mathbb{R}}(X)$ is called a lattice if for all $f, g \in \mathcal{F}$, the functions $f \wedge g := \min\{f, g\}$ and $f \vee g := \max\{f, g\}$ are in $\mathcal{F}$.

**Lemma 1.20.** Any closed unital subalgebra $\mathcal{A}$ of $C_{\mathbb{R}}(X)$ is a lattice.

**Proof.** Since

$$f \vee g = \frac{1}{2}|f - g| + \frac{1}{2}(f + g), \quad f \wedge g = -(f \vee (-g)),$$

it suffices to prove that $f \in \mathcal{A}$ implies $|f| \in \mathcal{A}$. Since there is nothing to prove is $f = 0$, we assume that $f \neq 0$. Since $f$ is continuous on a compact $X$, it is bounded, namely $\|f\|_{\infty} = \sup_{x \in X} |f(x)| < \infty$. By the classical Weierstrass theorem, there is a sequence of polynomials such that $|P_n(x) - |x|| < n^{-1}$ for all $x \in [-1, 1]$. Hence

$$\|P_n(h) - |h||_{\infty} < \frac{1}{n},$$

where $h = f/\|f\|_{\infty}$, namely $P_n(h) \to |h|$ uniformly. Since $\mathcal{A}$ is a unital algebra, $f \in \mathcal{A}$ implies $P_n(h) \in \mathcal{A}$, and the convergence just proved concludes the proof since $\mathcal{A}$ is closed w.r.t. $\|\cdot\|_{\infty}$. \qed
The final part of the proof goes by the name of Kakutani-Krein theorem.

**Proposition 1.21.** Let \( \mathcal{L} \subset C_\mathbb{R}(X) \) be a closed lattice that contains 1 and that separates points. Then \( \mathcal{L} = C_\mathbb{R}(X) \).

**Proof.** Let \( g \in C_\mathbb{R}(X) \). Let \( x \neq y \) and let \( \epsilon > 0 \). The map \( \mathcal{L} \ni h \mapsto (h(x), h(y)) \in \mathbb{R}^2 \) is an algebra homomorphism (\( \mathbb{R}^2 \) under coordinatewise addition and multiplication), the range of which contains \((1, 1)\) since \( 1 \in \mathcal{L} \) as well as one element of the form \((a, b)\) with \( a \neq b \) since \( \mathcal{L} \) separates points. Hence its range is all of \( \mathbb{R}^2 \), so that there is \( f_{xy} \in \mathcal{L} \) such that \( f_{xy}(x) = g(x), f_{xy}(y) = g(y) \).

(We first consider \( x \) fixed and \( y \) arbitrary) By continuity, there is a neighbourhood \( N_y \) of \( y \) such that \( f_{xy}(z) + \epsilon > g(z) \) for all \( z \in N_y \). By compactness, there is a finite set \( \{y_1, \ldots, y_n\} \) such that \( \{N_{y_j} : 1 \leq j \leq n\} \) is a subcover of \( X \). The function \( f_x := f_{xy_1} \lor \cdots \lor f_{xy_n} \), is such that \( f_x(x) = g(x) \) and \( f_x(z) + \epsilon > g(z) \) for all \( z \in X \).

(We now consider \( x \) arbitrary) Similarly, there is a neighbourhood \( M_x \ni x \) such that \( f_x(z) - \epsilon < g(z) \) for all \( z \in M_x \). Extracting a finite subcover indexed by \( \{x_1, \ldots, x_m\} \) and letting \( f := f_{x_1} \land \cdots \land f_{x_m} \), we conclude that \( f(z) - \epsilon < g(z) \) for all \( z \in X \). By the previous part \( f(z) + \epsilon > g(z) \), so that we have constructed \( f \in \mathcal{L} \) such that \( \|f - g\|_\infty < \epsilon \). Since \( \epsilon \) is arbitrary, this shows that \( \mathcal{L} \) is dense and hence equal to \( C_\mathbb{R}(X) \) because it is closed. \( \square \)

The Stone-Weierstrass extends in two directions. First of all, it extends to complex-valued functions, provided the subalgebra \( \mathcal{A} \) is closed under complex conjugation, namely \( f \in \mathcal{A} \) implies \( \bar{f} \in \mathcal{A} \) (and indeed, the result is in general false). Indeed, any \( f \in C_\mathbb{C}(X) \) can be written as \( f = (f + \bar{f})/2 - i(f - \bar{f})/2 \), where both terms are in \( \mathcal{A} \cap C_\mathbb{R}(X) \). The complex
Stone-Weierstrass theorem follows from an application of the real one to the real and imaginary parts of $f$.

Secondly, it extends to locally compact Hausdorff (LCH) spaces, namely topological spaces $S$ such that every $x \in S$ has a compact neighbourhood. In that case, the relevant algebra is the set of functions that vanish at infinity, namely those $f \in C_\mathbb{R}(S)$ such that $\forall \epsilon > 0$, the set $\{x \in S : |f(x)| \geq \epsilon\}$ is compact. Indeed, it suffices to apply the above to the one-point compactification $X = S \cup \{\infty\}$ of $S$, noting that every continuous function on $S$ vanishing at infinity has a continuous extension to $X$ (see Sheet 2, Problem 2).

We conclude this chapter with Urysohn’s lemma. It is again about separating sets, but now using continuous functions. Both the lemma and the following proposition upon which its proof lies can be phrased very explicitly in the context of metric spaces. Here, we present the proofs for a more general locally compact Hausdorff space. First of all,

**Proposition 1.22.** Let $S$ be a LCH space. Let $K \subset U \subset S$, where $K$ is compact and $U$ is open. There is an open set $O$ with compact closure such that

$$K \subset O \subset \overline{O} \subset U.$$ 

**Proof.** Since $S$ is LCH, every point of $K$ has an open neighbourhood with compact closure. Since $K$ is compact, there is finite subcover of such neighbourhoods. Hence $K$ is a subset of their union $V$ which has a compact closure (indeed, $\overline{V}$ is the finite union of the compact closures of the neighbourhoods). If $U = S$, then $O = V$ satisfies the conclusion of the theorem. Otherwise, the complement $U^c$ is nonempty. By the Hausdorff property, for any $x \in U^c \subset K^c$, there is an open set $O_x$ such that $K \subset O_x$ and $x \notin \overline{O_x}$, see Lemma 1.17.
It follows that

\[ \bigcap_{x \in U^c} U^c \cap V \cap \overline{O_x} = \emptyset, \]

where each \( U^c \cap V \cap \overline{O_x} \) is a compact subset of \( V \), hence closed. By the finite intersection property, there are finitely many \( \{x_1, \ldots, x_n\} \) such that

\[ U^c \cap V \cap \overline{O_{x_1}} \cap \ldots \cap \overline{O_{x_n}} = \emptyset \]

and the set \( O = V \cap O_{x_1} \cap \ldots \cap O_{x_n} \supset K \) satisfies the conclusions of the theorem since \( \overline{O} \subset V \cap \overline{O_{x_1}} \cap \ldots \cap \overline{O_{x_n}} \subset U \) and \( \overline{O} \) is compact as a closed subset of a compact set. □

We recall that the support of a complex-valued function \( f \) is given by

\[ \text{supp}(f) = \{x \in S : f(x) \neq 0\}. \]

We denote by \( C_c(S) \) the set of compactly supported continuous functions on \( S \). With these definitions, we denote

\[ K \prec f \]

for a compact set \( K \) and a \( f \in C_c(S) \) such that \( 0 \leq f(x) \leq 1 \) for all \( x \in S \) and that \( f(x) = 1 \) for all \( x \in K \). We further denote

\[ f \prec U \]

for an open set \( U \) and a \( f \in C_c(S) \) such that \( 0 \leq f(x) \leq 1 \) for all \( x \in S \) and \( \text{supp}(f) \subset U \).

In these notations, Urysohn’s Lemma reads:

**Lemma 1.23.** Let \( S \) be a LCH space, \( K \subset U \subset S \) be respectively compact and open. There exists a \( f \in C_c(S) \) such that

\[ K \prec f \prec U. \]

Proof. A inductive application of Proposition 1.22 yields a family of open set \( \{ O_r : r \in \mathbb{Q} \cap [0,1] \} \) with compact closures such that

\[
K \subset O_1, \quad \overline{O_0} \subset U
\]

and

\[
\overline{O_s} \subset O_r \quad \text{whenever} \quad s > r.
\]

Let

\[
f_r(x) = \begin{cases} 
  r & \text{if } x \in O_r \\
  0 & \text{otherwise}
\end{cases}, \quad g_s(x) = \begin{cases} 
  1 & \text{if } x \in \overline{O_s} \\
  s & \text{otherwise}
\end{cases}
\]

namely \( f_r = r\chi_{O_r} \) and \( g_s = s + (1-s)\chi_{\overline{O_s}} \), and

\[
f(x) = \sup \{ f_r(x) : r \in \mathbb{Q} \cap [0,1] \}, \quad g(x) = \inf \{ g_s(x) : s \in \mathbb{Q} \cap [0,1] \}.
\]

Since \( f_r \) is proportional to the characteristic function of the open set \( O_r \), it is lower semicontinuous and \( f \) being the supremum thereof, it is again lower semicontinuous (namely \( \{ x : f(x) > a \} \) is open for all \( a \in \mathbb{R} \)). Similarly \( g \) is upper semicontinuous (namely \( \{ x : g(x) < a \} \) is open for all \( a \in \mathbb{R} \)). Moreover, \( 0 \leq f \leq 1 \), \( f(x) = 1 \) for all \( x \in K \subset O_1 \), and \( \text{supp} f \subset \overline{O_0} \subset U \). Hence, the proof is complete if we prove continuity by showing that \( f = g \). We first note that \( f_r(x) > g_s(x) \) if \( r > s \) and \( x \in O_r, x \notin \overline{O_s} \). But \( r > s \) implies \( O_r \subset O_s \), which is a contradiction. Hence \( f_r \leq g_s \) for all \( r, s \) and hence \( f \leq g \).

Finally, assume that there exists \( x \) such that \( f(x) < g(x) \). There are \( r, s \in \mathbb{Q} \) such that \( f(x) < r < s < g(x) \). The first inequality implies that \( x \notin O_r \) while the third inequality implies that \( x \in \overline{O_s} \), and both together are in contradiction with the second inequality. Hence \( f = g \). \( \square \)

We conclude with two useful consequences of the lemma.
Proposition 1.24. Let \( (S, T) \) be a LCH space, let \( K \) be compact and let \( \{O_i : 1 \leq i \leq n\} \) be a finite open cover of \( K \). There exists functions \( \{f_i \in C_c(S) : 1 \leq i \leq n\} \) such that

(i) \( \sum_{i=1}^{n} f_i(x) = 1 \) for all \( x \in K \)

(ii) \( f_i \prec O_i \) for all \( 1 \leq i \leq n \)

The family \( \{f_i : 1 \leq i \leq n\} \) is called a **partition of unity** on \( K \) that is subordinate to \( \{O_i : 1 \leq i \leq n\} \).

**Proof.** Let \( x \in K \). By assumptions, there are \( i_x \) such that \( x \in O_{i_x} \). Moreover, \( \{x\} \) is a compact, hence there is a compact neighbourhood \( x \in N_x \subset O_{i_x} \) by Proposition 1.22.

By compactness, there are \( x_1, \ldots, x_m \in K \) such that \( K \subset \bigcup_{j=1}^{m} N_{x_j} \subset \bigcup_{j=1}^{m} N_{x_j} \). For \( 1 \leq i \leq n \), let \( K_i = \bigcup_j N_{x_{ij}} \) where \( N_{x_{ij}} \subset O_i \). Then \( K_i \) is compact and \( K_i \subset O_i \), so that there is a compactly supported continuous \( g_i \) such that \( K_i \prec g_i \prec O_i \) by Urysohn’s lemma.

Since \( K \subset \bigcup_{i=1}^{n} K_i \), we have that \( \sum_{i=1}^{n} g_i \geq 1 \) on \( K \). Now \( W = \{x : \sum_{i=1}^{n} g_i(x) > 0\} \) is open (as the preimage of an open set by a continuous function) so that by Urysohn’s lemma again, there is \( f \) such that \( K \prec f \prec W \). Let \( g_{n+1} = 1 - f \). Then by construction \( \sum_{i=1}^{n+1} g_i > 0 \), so that \( f_i = g_i / \sum_{j=1}^{n+1} g_j \) is well-defined on \( S \) for \( 1 \leq i \leq n \). Clearly, \( \text{supp}(f_i) = \text{supp}(g_i) \subset O_i \). Finally, \( g_{n+1} = 0 \) on \( K \) implies that \( \sum_{i=1}^{n} f_i = 1 \). \( \square \)

Proposition 1.25 (Tietze’s extension). Let \( (S, T) \) be a LCH space, let \( K \) be compact and let \( f \in C(K) \). There exists \( F \in C_c(S) \) such that \( F(x) = f(x) \) for all \( x \in K \).

**Proof.** Since \( f \) is continuous on a compact space, it is bounded and we assume without loss that \(-1 \leq f \leq 1\) on \( K \). Let \( V \) be as in the proof of Urysohn’s lemma be open with compact closure and such that \( K \subset V \). The sets \( K^\pm = \{x \in K : f(x) \geq 1/3\} \) are disjoint closed subsets of \( K \) and hence compact. Applying Urysohn’s lemma first to \( K^+ \) and \( V \setminus K^- \), second to \( K^- \) and \( V \setminus K^+ \), taking the difference and rescaling, there is a
function \( f_1 \in C_c(S) \) such that \( f_1 = 1/3 \) on \( K^+ \), \( f_1 = -1/3 \) on \( K^- \), and \(-1/3 \leq f_1 \leq 1/3\) and \( \text{supp}(f_1) \subset V \). Hence \(-2/3 \leq f - f_1 \leq 2/3 \) on \( K \). We repeat this with \( f - f_1 \) replacing \( f \) to obtain \( f_2 \in C_c(S) \) with \( \text{supp}(f_2) \subset V \), such that \( |f_2| \leq (1/3)(2/3) \) on \( S \) and \( |f - f_1 - f_2| \leq (2/3)^2 \) on \( K \). This procedure provides a sequence \((f_n)_{n \in \mathbb{N}} \) in \( C_c(S) \) such that \( |f_n| \leq (1/3)(2/3)^{n-1} \) on \( S \) and \( |f - \sum_{j=1}^{n} f_j| \leq (2/3)^n \) on \( K \). This shows that the series \( F = \sum_{j=1}^{\infty} f_j \) converges uniformly on \( S \), hence \( F \) is continuous, and it converges to \( f \) on \( K \). Moreover, \( \text{supp}(F) \subset \overline{V} \). \( \square \)
2. Normed vector spaces

**Definition 2.1.** A *normed linear space* \((V, \| \cdot \|)\) is a vector space \(V\) over \(\mathbb{C}\) (or \(\mathbb{R}\)) equipped with a norm \(\| \cdot \| : V \to [0, \infty)\) such that

(i) \(\|v\| \geq 0\) for all \(v \in V\) and \(\|v\| = 0 \iff v = 0\),

(ii) \(\|\lambda v\| = |\lambda|\|v\|\) for all \(v \in V, \lambda \in \mathbb{C}\),

(iii) \(\|v + w\| \leq \|v\| + \|w\|\) for all \(v, w \in V\) (Minkowski’s inequality).

Functional analysis is often interested in mappings between normed linear spaces. An important and simple class is that of bounded linear transformations.

**Definition 2.2.** Let \((V_1, \| \cdot \|_1), (V_2, \| \cdot \|_2)\) be two normed linear spaces. A *bounded linear transformation* is a function \(T : V_1 \to V_2\) such that

(i) \(T(\lambda v + w) = \lambda T(v) + T(w)\) for all \(v, w \in V_1, \lambda \in \mathbb{C}\)

(ii) There exists \(C \geq 0\) such that \(\|Tv\|_2 \leq C\|v\|_1\) for all \(v \in V_1\)

The *norm* of \(T\) is the smallest such constant, namely

\[
\|T\| = \sup \left\{ \frac{\|Tv\|_2}{\|v\|_1} : v \in V_1, v \neq 0 \right\}.
\]

The set of all bounded linear transformations is a vector space denoted \(\mathcal{L}(V_1, V_2)\), and the norm just defined is referred to as the *operator norm.* We briefly check that the triangle inequality holds:

\[
\|M + T\| \leq \sup \left\{ \frac{\|Mv\|_2 + \|Tv\|_2}{\|v\|_1} : v \in V_1, v \neq 0 \right\}
\]

\[
\leq \sup \left\{ \frac{\|Mv\|_2}{\|v\|_1} : v \in V_1, v \neq 0 \right\} + \sup \left\{ \frac{\|Tv\|_2}{\|v\|_1} : v \in V_1, v \neq 0 \right\}
\]

\[
= \|M\| + \|T\|,
\]
by the triangle inequality of the norm $\| \cdot \|_2$ and the property of the supremum.

Any normed linear space $(V, \| \cdot \|)$ is a metric space, with the metric being

$$d(v, w) = \| v - w \|.$$ 

If not otherwise stated, the topology on a normed linear space is always the one induced by the norm. In particular, a map $T : V_1 \to V_2$ between two normed linear spaces is continuous at $v_0$ if for any $\epsilon > 0$, there is $\delta > 0$ such that $\| v - v_0 \|_1 < \delta$ implies $\| T v - T v_0 \|_2 < \epsilon$ and $T$ is continuous if it is continuous at all $v_0 \in V$.

Interestingly, linearity implies that boundedness and continuity are equivalent:

**Proposition 2.3.** Let $T : V_1 \to V_2$ be a linear transformation between two normed linear spaces $(V_1, \| \cdot \|_1), (V_2, \| \cdot \|_2)$. The following are equivalent:

(i) $T$ is continuous at $v_0 \in V_1$

(ii) $T$ is continuous everywhere

(iii) $T$ is bounded

**Proof.** (ii)$\Rightarrow$(i) is trivial. If (i) holds, there is $r > 0$ such that $\| v - v_0 \|_1 < 2r^{-1}$ implies $\| T v - T v_0 \|_2 < 1$. For any $w \in V_1$, the vector $v = \frac{w}{r\| w \|_1} + v_0$ is such that $\| v - v_0 \|_1 = r^{-1}$ and so

$$\| T w \|_2 = r \| w \|_1 \| T (v - v_0) \|_2 = r \| w \|_1 \| T v - T v_0 \|_2 \leq r \| w \|_1,$$

which is (iii). Finally, assuming (iii), $\| T v_1 - T v_2 \|_2 = \| T (v_1 - v_2) \|_2 \leq r \| v_1 - v_2 \|_1$, so that (iii) implies (ii). \hfill \Box

In $\mathbb{R}^n$, the closed unit ball is compact. Interestingly, this fact turns out to be characteristic of finite-dimensional normed linear spaces:
Theorem 2.4. Let $V$ be an infinite-dimensional normed linear space. Then the set
$B_1 = \{ v \in V : \| v \| \leq 1 \}$ is not compact.

Proof. We construct a sequence $(w_n)_{n \in \mathbb{N}}$ in $B_1$ recursively as follows. Let $w_1 \in B_1$ be
arbitrary. Given $\{w_1, \ldots, w_n\}$, let $W_n$ be their span, which is finite-dimensional and
hence closed. Since $V$ is infinite-dimensional, $V \setminus W_n \neq \emptyset$. We claim that there exists
$w_{n+1} \in V$ such that
$$\|w_{n+1}\| = 1, \quad \|w_{n+1} - w\| > \frac{1}{2} \quad (w \in W_n).$$

It follows that $\|w_{j'} - w_j\| > 1/2$ for all $j, j' \in \mathbb{N}$ so that the sequence $(w_n)_{n \in \mathbb{N}}$ in $B_1$ has
no convergent subsequence and hence $B_1$ is not compact (Recall that the norm induces a
metric topology which is first countable, and compactness implies sequential compactness
in first countable spaces). Let $x \in V \setminus W_n$. Since $W_n$ is closed, $\delta_0 = \inf \{\|x - w\| : w \in W_n\} > 0$. In particular, there is $w_0 \in W_n$ such that $\|x - w_0\| < 2\delta_0$. We let $w_{n+1} = \frac{x - w_0}{\|x - w_0\|}$,
and note that $\|w_{n+1}\| = 1$ and that
$$\inf_{w \in W_n} \|w_{n+1} - w\| = \inf_{w \in W_n} \frac{\|x - w_0 - w\|}{\|x - w_0\|} = \inf_{w \in W_n} \frac{\|x - w\|}{\|x - w_0\|} > \frac{1}{2},$$
where we simply renamed $w\|x - w_0\| \to w$ in the first equality and similarly $w - w_0 \to w$
in the second, since $W_n$ is a linear space. \hfill $\Box$

Here is one of the most important definitions of the course:

Definition 2.5. A Banach space is a complete normed linear space.

Recall that a normed vector space is complete if every Cauchy sequence is convergent.

We start our study of Banach spaces with a equivalent characterization of completeness.
Theorem 2.6. A normed linear space \((V, \| \cdot \|)\) is complete if and only if every absolutely convergent series converges.

Proof. Let \(V\) be complete, let \((\sum_{n=1}^{N} \|v_n\|)_{N \in \mathbb{N}}\) be convergent and denote \(S_N = \sum_{n=1}^{N} v_n\) for all \(N \in \mathbb{N}\). Then for any \(M < N\), \(\|S_N - S_M\| \leq \sum_{n=M+1}^{N} \|v_n\|\), which converges to 0 as \(M \to \infty\). Hence \((S_N)_{N \in \mathbb{N}}\) is Cauchy and therefore convergent. Reciprocally, let \((w_n)_{n \in \mathbb{N}}\) be a Cauchy sequence. There are \(n_1 < n_2 < \ldots\) such that \(\|w_n - w_m\| < 2^{-j}\) for all \(n, m \geq n_j\). We define \(z_1 = w_{n_1}\) and recursively \(z_j = w_{n_j} - w_{n_{j-1}}\) for \(j \geq 2\). The corresponding series is telescopic so that \(\sum_{j=1}^{N} z_j = w_{n_N}\), while on the other hand \(\sum_{j=1}^{\infty} \|z_j\| \leq \|z_1\| + 1\). Hence \(\sum_{j=1}^{\infty} z_j\) is convergent so that \((w_{n_N})_{N \in \mathbb{N}}\) converges, say to \(w\). It remains to prove that the full sequence is convergent. We have

\[
\|w_n - w\| \leq \|w_n - w_{n_N}\| + \|w_{n_N} - w\|.
\]

The first vanishes by the Cauchy property and the second by the convergence of the subsequence just proved. Hence \((w_n)_{n \in \mathbb{N}}\) is convergent and \((V, \| \cdot \|)\) is complete. \(\square\)

We now start a long example and discuss \(L^p\) spaces. Let \(\Omega\) be a measurable space (equipped with a \(\sigma\)-algebra \(\mathcal{F}\)) with a positive measure \(\mu\), and let \(1 \leq p < \infty\). We further assume for simplicity that \(\mu\) is \(\sigma\)-finite. Recall that

\[
L^p(\Omega, d\mu) = \{[f] : f : \Omega \to \mathbb{C} \text{ is measurable and } |f|^p \text{ is } \mu\text{-summable}\},
\]

where \([f]\) denotes the equivalence class of functions that are equal to \(f\ \mu\text{-a.e.}\). We shall from now on simply write \(L^p(\Omega)\) since the measure is fixed. Since \(x \mapsto |x|^p\) is convex for all \(p \geq 1\), we have that \(|x + y|^p \leq 2^{p-1}(|x|^p + |y|^p)\) for any \(x, y \in \mathbb{C}\), and hence \(L^p(\Omega)\) is a vector space. It is a normed linear space when equipped with the norm

\[
\|f\|_p = \left(\int_{\Omega} |f(x)|^p d\mu(x)\right)^{\frac{1}{p}}.
\]
The first two properties of the norm follow immediately from the properties of the integral and the definition of the equivalence classes. We shall come back to the triangle inequality later.

The definition of $L^\infty(\Omega)$ is somewhat different:

$$L^\infty(\Omega, d\mu) = \{ [f] : f : \Omega \to \mathbb{C} \text{ is measurable and } \exists M \text{ s.t. } |f(x)| \leq M, \mu\text{-a.e.} \}.$$  

The corresponding norm, also called the essential supremum of $f$, is given by

$$\|f\|_\infty = \inf \{ M : |f(x)| \leq M \text{ for } \mu\text{-almost every } x \in \Omega \}.$$  

Of course, this can also be written as $\|f\|_\infty = \inf \{ M : \mu(\{|f(x)| > M\}) = 0 \}$. In particular, $|f(x)| \leq \|f\|_\infty$ for $\mu$-almost every $x \in \Omega$.

The central inequality in the analysis of $L^p$ spaces is Jensen’s inequality. Recall that a function $J : \mathbb{R} \to \mathbb{R}$ is said to be convex if $J(\lambda x + (1 - \lambda)y) \leq \lambda J(x) + (1 - \lambda)J(y)$. $J$ is strictly convex at $x$ if $J(x) < \lambda J(y) + (1 - \lambda)J(z)$ whenever $x = \lambda y + (1 - \lambda)z$.

**Theorem 2.7.** Let $J : \mathbb{R} \to \mathbb{R}$ be convex and $f : \Omega \to \mathbb{R}$ be s.t. $f \in L^1(\Omega)$. Assume that $\mu(\Omega) < \infty$. Denote $\mu(f) = \mu(\Omega)^{-1} \int_\Omega f d\mu \in \mathbb{R}$. Then

$$J(\mu(f)) \leq \mu(J \circ f).$$

If $J$ is strictly convex at $\mu(f)$, then equality holds iff $f$ is constant.

**Proof.** By convexity, there is $a \in \mathbb{R}$ such that

$$J(t) \geq J(\mu(f)) + a(t - \mu(f))$$

for all $t \in \mathbb{R}$. $(t \mapsto J(\mu(f)) + a(t - \mu(f))$ is called a support line of $J$ at $\mu(f)$). Substituting $f(x)$ for $t$ and integrating over $\Omega$ yields the first claim. If $J$ is strictly convex at $\mu(f)$,
the inequality is strict either for all \( t > \mu(f) \) or for all \( t < \mu(f) \). But \( f(x) - \mu(f) \) takes on both positive and negative values if \( f \) is not constant. \( \square \)

The following inequality due to Hölder, the importance of which in analysis cannot be overstated, is now a simple corollary of Jensen’s.

**Theorem 2.8.** Let \( 1 \leq p \leq q \leq \infty \) and \( q \) be such that \( p^{-1} + q^{-1} = 1 \). Let \( f \in L^p(\Omega) \), \( g \in L^q(\Omega) \). Then \( fg \in L^1(\Omega) \) and

\[
\left| \int_{\Omega} fg \, d\mu \right| \leq \int_{\Omega} |f| |g| \, d\mu \leq \|f\|_p \|g\|_q.
\]

The indices \( p, q \) are called *dual* when \( p^{-1} + q^{-1} = 1 \).

**Proof.** Since \( \left| \int_{\Omega} fg \, d\mu \right| \leq \int_{\Omega} |f| |g| \, d\mu \), we assume w.l.o.g. that \( f \geq 0 \), \( g \geq 0 \). The cases \( p = \infty \) or \( q = \infty \) are immediate consequences of the properties of the integral. We now assume \( 1 < p, q < \infty \). Let \( P = \{x \in \Omega : g(x) > 0\} \). Then \( \int_{\Omega} g \, d\mu = \int_P g \, d\mu \) and similarly \( \int_{\Omega} fg \, d\mu = \int_P fg \, d\mu \). While \( \int_{\Omega} f \, d\mu = \int_{\Omega \setminus P} f \, d\mu + \int_P f \, d\mu \geq \int_P f \, d\mu \). The measure \( d\nu(x) = g(x)^{q} d\mu(x) \) is well-defined on \( P \) and finite with \( \nu(P) = \|g\|^q_q \). Let

\[
F(x) = \frac{f(x)}{g(x)^{q/p}} \quad (x \in P).
\]

Now,

\[
\nu(F) = \frac{1}{\|g\|^q_q} \int_P f(x)g(x)^{q-p/q} \, d\mu(x) = \frac{1}{\|g\|^q_q} \int_P f(x)g(x) \, d\mu(x)
\]

since \( p^{-1} = 1 - q^{-1} \). Since \( J(t) = |t|^p \) is convex, we apply Jensen’s inequality to get

\[
\frac{\|f\|^p_p}{\|g\|^q_q} \geq \nu(J \circ F) \geq J(\nu(F)) = \frac{1}{\|g\|^q_q} \left( \int_P f(x)g(x) \, d\mu(x) \right)^p
\]

which is the claim since \( p, q \) are dual indices. \( \square \)
A functional analytic point of view on this result is the following: Any function \( f \in L^p(\Omega) \) defines a bounded linear map

\[
T_f : L^q(\Omega) \to \mathbb{R}, \quad T_f(g) = \int_{\Omega} f g \, d\mu,
\]

since \( |T_f(g)| \leq \|f\|_p \|g\|_q \) for all \( g \in L^q(\Omega) \).

We are now equipped to prove a general version of Minkowski’s inequality, which is the missing element in the proof that \( \| \cdot \|_p \) are indeed norms.

**Theorem 2.9.** Let \( f \) be a nonnegative function on \( \Omega \times \Upsilon \) that is \( \mu \times \nu \)-measurable, and let \( 1 \leq p < \infty \). Then

\[
\left( \int_{\Omega} \left( \int_{\Upsilon} f(x,y) \, d\nu(y) \right)^p \, d\mu(x) \right)^{\frac{1}{p}} \leq \int_{\Upsilon} \left( \int_{\Omega} f(x,y)^p \, d\mu(x) \right)^{\frac{1}{p}} \, d\nu(y) \tag{2.1}
\]

In particular, the left hand side is finite whenever the right hand side is finite.

A particularly simple way of expressing the inequality is as follows: If \( x \mapsto f(x,y) \) is in \( L^p(\Omega,\mu) \) for \( \nu \)-almost every \( y \) and if \( y \mapsto \|f(\cdot,y)\|_p \) is in \( L^1(\Upsilon,\nu) \), then \( y \mapsto f(x,y) \) is in \( L^1(\Upsilon,\nu) \) for \( \mu \)-almost every \( x \), the function \( x \mapsto \int_{\Upsilon} f(x,y) \, d\nu(y) \) is in \( L^p(\Omega,\mu) \) and

\[
\left\| \int_{\Upsilon} f(\cdot,y) \, d\nu(y) \right\|_p \leq \int_{\Upsilon} \|f(\cdot,y)\|_p \, d\nu(x).
\]

**Corollary 2.10.** For \( g,h \in L^p(\Omega) \),

\[
\|g + h\|_p \leq \|g\|_p + \|h\|_p.
\]

**Proof of the corollary.** The identity \(|g(x) + h(x)| \leq |g(x)| + |h(x)|\) immediately yields the claim for \( p = 1 \) or \( p = \infty \). The same inequality shows that it suffices to prove the claim for non-negative functions. Let \( 1 < p < \infty \), we apply the theorem to \( f \) defined by \( f(x,1) = |g(x)|, f(x,2) = |h(x)| \) on \( \Omega \times \{1,2\} \), where \( \{1,2\} \) is equipped with the measure \( \nu(\{1\}) = 1 = \nu(\{2\}) \). \( \square \)
Proof of Theorem 2.9. The function

\[ F(x) = \int_{\mathcal{T}} f(x, y) \, d\nu(y) \]

is measurable by Fubini’s theorem. We assume that \( \int_{\Omega} F^p \, d\mu > 0 \), since otherwise the inequality is trivially satisfied. Assuming that the left hand side of (2.1) is finite, it reads

\[
\int_{\Omega} F^p \, d\mu = \int_{\mathcal{T}} \left( \int_{\Omega} f(x, y) \, d\nu(y) \right)^p \, d\mu(x) \\
= \int_{\mathcal{T}} \left( \int_{\Omega} f(x, y) F(x)^{p-1} \, d\mu(x) \right) \, d\nu(y) \\
\leq \int_{\mathcal{T}} \left( \int_{\Omega} f(x, y)^p \, d\mu(x) \right)^{\frac{1}{p}} \left( \int_{\Omega} F^p \, d\mu \right)^{\frac{p-1}{p}} \, d\nu(y)
\]

by Tonelli’s theorem and by Hölder’s inequality with \( \frac{1}{p} + \frac{(p-1)}{p} = 1 \). But this is the claim after dividing by \( (\int_{\Omega} F^p \, d\mu)^{\frac{p-1}{p}} \). Note that if the left hand side were not finite, the argument would hold for a suitably truncated version of \( f \), and hence the claim would follow by monotone convergence.

So far, we have proved that \( L^p(\Omega) \) is a normed vector space, and that any element in \( L^q(\Omega) \), where \( p, q \) are dual indices, defines a bounded linear functional on \( L^p(\Omega) \). We now prove that \( L^p(\Omega) \) are Banach spaces.

Theorem 2.11. Let \( 1 \leq p \leq \infty \). Then \( L^p(\Omega) \) is complete.

Proof. Case \( 1 \leq p < \infty \). Let \( (f_j)_{j \in \mathbb{N}} \) be an absolutely convergent sequence in \( L^p(\Omega) \), and let \( B = \sum_{j=1}^{\infty} \|f_j\|_p \). The sequence \( G_n = \sum_{j=1}^{n} |f_j| \) is increasing pointwise, and let \( G = \sum_{j=1}^{\infty} |f_j| \) (as usual in this sort of argument, \( G(x) \) may be equal to \( +\infty \)). Moreover, \( \|G_n\|_p \leq \sum_{j=1}^{n} \|f_j\|_p \leq B \) by Minkowski’s inequality. Hence, monotone convergence applied to \( G_n^p \) implies that

\[ \int_{\Omega} |G|^p \, d\mu = \lim_{n \to \infty} \int_{\Omega} G_n^p \, d\mu \leq B^p. \]
We conclude that $G \in L^p(\Omega)$ and in particular $G(x) < \infty$ for $\mu$-almost every $x$. Furthermore, the numerical series $F_n = \sum_{j=1}^{n} f_j(x)$ is convergent for $\mu$-almost every $x$. Let $F(x)$ be its limit. Since $|F| \leq G$ is in $L^p(\Omega)$, we have that $F \in L^p(\Omega)$. Moreover,

$$
|F - \sum_{j=1}^{n} f_j|_p^p = \lim_{m \to \infty} \left| \sum_{j=n+1}^{m} f_j \right|_p^p \leq \lim_{m \to \infty} \left( \sum_{j=n+1}^{m} |f_j| \right)^p \leq G^p,
$$

and dominated convergence implies that $\|F - \sum_{j=1}^{n} f_j\|_p^p = \int_{\Omega} |F - \sum_{j=1}^{n} f_j|^p$ vanishes, namely $\sum_{j=1}^{n} f_j \to F$ in the $L^p$-norm, which concludes the proof with Theorem 2.6.

The case $p = \infty$. Let $(f_j)_{j \in \mathbb{N}}$ be a Cauchy sequence in $L^\infty(\Omega)$. For each $j, k \in \mathbb{N}$, there is a set of measure zero $N_{j,k}$ such that $|f_j(x) - f_k(x)| \leq \|f_j - f_k\|_\infty$ for all $x \in \Omega \setminus N_{j,k}$. As a countable union of sets of measure zero, the set $N = \bigcup_{j,k \in \mathbb{N}} N_{j,k}$ has measure zero, and hence $f_j \to f$ uniformly on $\Omega \setminus N$, and further $f_j \to f$ in the $L^\infty$ norm. □

The definition of $L^p$ spaces is really made in order for them to be Banach. The fact that they are, strictly speaking, not sets of functions but of equivalence classes of functions is necessary for the norm to be well-defined. One may further wonder whether there could not be ‘simpler’ spaces of functions that would be complete. One way to see that this is not possible is the following, which shows that any $f \in L^p(\Omega)$ can be approximated in the $L^p$-norm by a $C^\infty$ function. Recall that the convolution of two functions $f, g$ is given by

$$
(f * g)(x) = \int_{\mathbb{R}^n} f(x - y)g(y)dy
$$

**Proposition 2.12.** Let $j \in C^\infty_c(\mathbb{R}^n)$ with $\int_{\mathbb{R}^n} j = 1$. For any $\epsilon > 0$, let

$$
j_\epsilon(x) = \epsilon^{-n} j \left( \frac{x}{\epsilon} \right).
$$

Let $\Omega \subset \mathbb{R}^n$ be open and let $f \in L^p(\Omega)$ for $1 \leq p < \infty$. Let

$$
f_\epsilon(x) = (j_\epsilon * \hat{f})(x) \quad (x \in \Omega),
$$

26
where \( \tilde{f} \) is the extension of \( f \) by 0 to \( \mathbb{R}^n \). Then

(i) \( f_\epsilon \in L^p(\Omega) \cap C^\infty(\mathbb{R}^n) \) and

(ii) \( f_\epsilon \to f \) in \( L^p(\Omega) \), as \( \epsilon \to 0 \).

Before coming back to the general theory of Banach spaces, we turn to another example.

**Example 4.** We equip \( C^1([0, 1]) \) with the norm

\[
\|f\|_{W^{1, \infty}} = \|f\|_\infty + \|f'\|_\infty
\]

and claim that it is a Banach space. Recall indeed that if a sequence \( (f_n)_{n \in \mathbb{N}} \) of differentiable functions converges pointwise to \( f \), and is such that \( (f'_n)_{n \in \mathbb{N}} \) converges uniformly to \( g \), then \( f \in C^1([0, 1]) \), with \( f' = g \), and \( f_n \) converges uniformly to \( f \). With this, we note that if \( (f_n)_{n \in \mathbb{N}} \) is a Cauchy sequence in \( (C^1([0, 1]), \| \cdot \|_{W^{1, \infty}}) \), then both \( (f_n)_{n \in \mathbb{N}} \) and \( (f'_n)_{n \in \mathbb{N}} \) are Cauchy sequences with respect to \( \| \cdot \|_\infty \) and hence they converge uniformly, to \( f \), resp. \( g \). The result above implies that \( g = f' \). By induction the result would extend to \( C^k([0, 1]) \) equipped with the norm \( \|f\|_{W^{k, \infty}} = \sum_{j=0}^{k} \|f^{(j)}\|_\infty. \)

Recall that \( \mathcal{L}(V_1, V_2) \) is the normed vector space of bounded linear transformations between two vector spaces \( V_1, V_2 \).

**Proposition 2.13.** If \( V_2 \) is a Banach space, then so is \( \mathcal{L}(V_1, V_2) \).

**Proof.** Let \( (T_n)_{n \in \mathbb{N}} \) be a Cauchy sequence in \( \mathcal{L}(V_1, V_2) \). For each \( v \in V_1 \), the sequence \( (T_n v)_{n \in \mathbb{N}} \) is Cauchy in \( V_2 \) since \( \|(T_n - T_m)v\|_2 \leq \|T_n - T_m\| \|v\|_1. \) Since \( V_2 \) is complete, there is \( w \in V_2 \) such that \( \lim_{n \to \infty} T_n v = w \). This defines a map \( T : V_1 \to V_2 \) by \( v \mapsto T v = w \). We check that it is a bounded linear transformation and that \( \|T_n - T\| \to 0 \) as \( n \to \infty \). Linearity follows from the linearity of the limit. Next, we note that \( \|\|T_n\| - \|T_m\|\| \leq (ii) \to (i). \)
\[ \|T_n - T_m\| \text{ so that } (\|T_n\|)_{n \in \mathbb{N}} \text{ is a Cauchy sequence in } \mathbb{R}. \text{ Let } C \text{ denote its limit. Then,} \]

\[ \|Tv\|_2 = \lim_{n \to \infty} \|T_n v\|_2 \leq \lim_{n \to \infty} \|T_n\| \|v\|_1 = C \|v\|_1, \]

proving the continuity of the limiting \( T \). Finally,

\[ \|T - T_n\| = \sup \left\{ \frac{\|(T - T_n)v\|_2}{\|v\|_1} : 0 \neq v \in V_1 \right\} \]

but \( \|(T - T_n)v\|_2 = \lim_{m \to \infty} \|(T_m - T_n)v\|_2 \leq \|v\|_1 \lim_{m \to \infty} \|T_m - T_n\|, \) which yields the claim since \( (T_n)_{n \in \mathbb{N}} \) is Cauchy. \( \square \)

In the case \( V_1 = V_2 = V \), the Banach space \( \mathcal{L}(V, V) \) often denoted \( \mathcal{L}(V) \) has an additional structure, namely an associative product given by composition. Then for any \( S, T \in \mathcal{L}(V) \),

\[ \|STv\|_V \leq \|S\|\|Tv\|_V \leq \|S\|\|T\|\|v\|_V \]

which shows that

\[ \|ST\| \leq \|S\|\|T\|. \]

The algebra \( \mathcal{L}(V) \) has a unit, namely the identity operator \( v \mapsto v \). Altogether, \( \mathcal{L}(V) \) is a unital Banach algebra.

Since \( \mathbb{C} \) is a Banach space, the above shows that the space

\[ V^* = \mathcal{L}(V, \mathbb{C}) \]

is a Banach space for any normed linear space \( V \), and it is called the dual space of \( V \). An element of \( V^* \) is a bounded linear functional on \( V \). \( V^* \) is naturally equipped with the operator norm

\[ \|\ell\|_{V^*} = \sup \left\{ \frac{|\ell(v)|}{\|v\|_V} : 0 \neq v \in V \right\}. \]
The topology induced by this norm is strong. Although it is useful as it makes $V^*$ into a Banach space, it is often convenient to consider weaker topologies on $V^*$. We will come back to this later.

**Example 5.** We have already discussed that Hölder’s inequality implies $L^q(\Omega) \subset L^p(\Omega)^*$ whenever $(p, q)$ are dual indices. Indeed: for any $f \in L^q(\Omega)$, the map $T_f(g) = \int_\Omega f g \, d\mu$ is a bounded linear functional $L^p(\Omega) \to \mathbb{C}$ with $\|T_f\| \leq \|f\|_q$. Since $|f|^{q-1} \in L^p(\Omega)$ and $T_f(|f|^{q-1}) = \|f\|_q \|f\|_q^{q-1}$, we conclude that $\|T_f\| = \|f\|_q$. In fact, they are all bounded linear functionals, provided $p < \infty$, which is the claim of the following theorem of Riesz.

The case $p = \infty$ is different, in the sense that $L^1(\Omega)$ is a strict subset of $L^\infty(\Omega)^*$, while $L^1(\Omega)^* = L^\infty(\Omega)$.

First of all, we note that bounded linear functionals separate points.

**Lemma 2.14.** Let $1 \leq p < \infty$. If $f \in L^p(\Omega)$ is such that $\ell(f) = 0$ for all $\ell \in L^p(\Omega)^*$, then $f = 0$.

**Proof.** Let

$$g(x) = \begin{cases} |f(x)|^{p-2}f(x) & f(x) \neq 0 \\ 0 & \text{otherwise} \end{cases}. $$

For $1 < p < \infty$, $f \in L^p(\Omega)$ implies $g \in L^q(\Omega)$ since $q(p-1) = p$. If $p = 1$, then $|g(x)| = 1$ whenever $f(x) \neq 0$ and $0$ otherwise so that $g \in L^\infty(\Omega)$. Now $g$ defines a linear functional, so that by assumption, $0 = \int f g \, d\mu = \|f\|_p^p$, which implies that $f = 0$ indeed. \hfill \square

**Theorem 2.15.** Let $1 < p < \infty$. Then $L^q(\Omega)$ is isometrically isomorphic to $L^p(\Omega)^*$.

The same holds for $p = 1$ provided $\Omega$ is $\sigma$-finite.
Note that an isomorphism of Banach spaces is an invertible linear map $T : V \to W$ such that both $T, T^{-1}$ are bounded. It is isometric if $\|Tv\|_W = \|v\|_V$. Here, the isomorphism is given by $f \mapsto Tf$, which is isometric.

Proof of the theorem in the case $p > 1$. Let $\ell$ be a non-zero element of $L^p(\Omega)^*$. We explicitly construct a function $\lambda \in L^q(\Omega)$ such that $\ell(f) = \int \lambda f d\mu$.

Let $N_\ell = \ell^{-1}(\{0\})$ be the kernel of $\ell$. By continuity, $N_\ell$ is closed. It is also convex: if $f, g \in N_\ell$ then $\ell(\lambda f + (1 - \lambda)g) = 0$ by linearity. Therefore, for any function $f \notin N_\ell$, there is $h \in N_\ell$ such that

$$\|f - h\|_p = \inf\{\|f - k\|_p : k \in N_\ell\}.$$  

(this is a fact for closed convex sets that would require a proof, but we will admit this rather intuitive fact). Let now $k \in N_\ell$, and let $k(t) = (1 - t)h + tk$ which is in $N_\ell$ for all $t \in [0, 1]$ by convexity. By definition of $h$, the function $[0, 1] \ni t \mapsto F(t) = \|f - k(t)\|_p$ has a minimum at $t = 0$. Since it is differentiable, we must have that $F'(0) \geq 0$, namely

$$\int_\Omega |f - h|^{p-2} \left[ (\overline{f} - \overline{h})(h - k) + (f - h)(\overline{h} - \overline{k}) \right] d\mu \geq 0.$$

for all $k \in N_\ell$ (recall that $(d/dt)\|f + tg\|_p|_{t=0} = (p/2) \int_\Omega |f|^{p-2}(\overline{fg} + f\overline{g})d\mu$). Since $N_\ell$ is a linear space and $h \in N_\ell$, we conclude that

$$\text{Re} \int_\Omega \varphi \tilde{k} d\mu \geq 0 \quad \varphi = |f - h|^{p-2}(\overline{f} - \overline{h})$$

for all $\tilde{k} \in N_\ell$. For any $k \in N_\ell$, all of $\pm k, \pm ik$ are in $N_\ell$, so that $\int_\Omega \varphi k d\mu = 0$ for all $k \in N_\ell$. 

For any \( g \in L^p(\Omega) \), let
\[
g_1 = \frac{\ell(g)}{\ell(f-h)}(f-h) \quad \text{and} \quad g_2 = g - g_1,
\]
which is well-defined since \( \ell(f-h) = \ell(f) \neq 0 \). The decomposition is so that \( g_2 \in N_\ell \), and hence, by the above,
\[
\int_\Omega \varphi \, g \, d\mu = \int_\Omega \varphi \, g_1 \, d\mu = \ell(g) \cdot I, \quad I = \frac{1}{\ell(f-h)} \int_\Omega \varphi (f-h) \, d\mu,
\]
and we note that \( \int_\Omega \varphi (f-h) \, d\mu = \|f-h\|_p^p \neq 0 \). Since \( f, h \in L^p(\Omega) \) implies that \( \varphi \in L^q(\Omega) \), the choice \( \lambda = \varphi/I \) concludes the proof of the claim. To conclude, we show that \( \lambda \) is the unique function satisfying \( (2.2) \). Indeed, let \( \lambda' \in L^q(\Omega) \) be another one. Then
\[
\int_\Omega (\lambda - \lambda') g \, d\mu = 0
\]
for all \( g \in L^p(\Omega) \). But the choice \( g = |\lambda - \lambda'|^{p-2}(\lambda - \lambda') \) yields \( 0 = \|\lambda - \lambda'\|_p^p \) and hence \( \lambda = \lambda' \). \( \square \)

We note that in the cases \( 1 < p < \infty \), the above implies that
\[
L^p(\Omega)^{**} = L^p(\Omega).
\]

A space that is equal to its bidual is called reflexive.

We now turn to one of the pillars of functional analysis, the Hahn-Banach theorem. There are various versions of it, and many rather immediate corollaries that are very useful. Vaguely put, it allows for the extension of a linear functional defined on a subset of a Banach space to the whole of the space. It is however non-constructive and it requires the axiom of choice. We first recall Zorn’s lemma.
A relation on a set $S$ that is reflexive, transitive and antisymmetric is called a partial order. We denote it by $x \prec y$. 'Partial' refers here to the fact that a pair $x, y$ of elements of $S$ does not need to satisfy $x \prec y$ or $y \prec x$. A linearly ordered set is such that for any pair $x, y$, either $x \prec y$ or $y \prec x$. An element $m \in S$ is a maximal element if $m \prec x$ implies $m = x$. Finally, an element $p \in S$ is an upper bound for $X \subset S$ if $x \prec p$ for all $x \in X$.

**Zorn’s Lemma.** Let $S$ be a nonempty partially ordered set such that every linearly ordered subset has an upper bound in $S$. Then each linearly ordered subset has an upper bound that is also a maximal element of $S$.

We start with the real version of Hahn-Banach.

**Theorem 2.16.** Let $X$ be a real vector space, let $p : X \to \mathbb{R}$ be a convex function. Let $Y \subset X$ be a subspace, and let $\lambda : Y \to \mathbb{R}$ be a real linear functional such that $\lambda(x) \leq p(x)$ for all $x \in Y$. Then there exists a real linear functional $\ell : X \to \mathbb{R}$ such that $\ell(x) = \lambda(x)$ whenever $x \in Y$ and

$$\ell(x) \leq p(x)$$

for all $x \in X$.

**Proof.** Step 1. Extending $\lambda$ along one direction. Let $z \in X \setminus Y$, and let $\tilde{Y} = \{az + y : a \in \mathbb{R}, y \in Y\}$. We shall construct $\tilde{\lambda}(z)$ and define

$$\tilde{\lambda}(az + y) = a\tilde{\lambda}(z) + \lambda(y).$$

For any $y_1, y_2 \in Y$, and any $a, b > 0$,

$$a\lambda(y_1) + b\lambda(y_2) = (a + b)\lambda\left(\frac{a}{a + b}y_1 + \frac{b}{a + b}y_2\right).$$
We now bound \( \lambda \) by \( p \), and since the latter is defined everywhere, we can add and subtract \( ab/(a+b)z \) in its argument. By convexity, we then obtain

\[
a\lambda(y_1) + b\lambda(y_2) \leq ap(y_1 - bz) + bp(y_2 + az),
\]
or equivalently

\[
b^{-1}(\lambda(y_1) - p(y_1 - bz)) \leq a^{-1}(p(y_2 + az) - \lambda(y_2)).
\]

Hence, there exists a (not necessarily unique) real number \( c \) such that

\[
\sup \left\{ b^{-1}(\lambda(y_1) - p(y_1 - bz)) : b > 0, y_1 \in Y \right\} \leq c \leq \inf \left\{ a^{-1}(p(y_2 + az) - \lambda(y_2)) : a > 0, y_2 \in Y \right\}
\]
and we define \( \tilde{\lambda}(z) = c \). The second inequality implies that \( \tilde{\lambda}(x) \leq p(x) \) for any \( x = az + y \in \tilde{Y} \) with \( a > 0 \), while the first one does in the case \( a < 0 \).

**Step 2. Extending \( \lambda \) to all of \( X \).** The set

\[
\mathcal{S} = \{(V, \ell) : V \subset X \text{ is a subspace, and } \ell : V \to \mathbb{R} \text{ is linear}\}
\]
which is not empty since \( (Y, \lambda) \in \mathcal{S} \), is equipped with the partial order

\[
(V, \ell) \prec (V', \ell') \text{ iff } V \subset V' \text{ and } \ell(x) = \ell'(x) \text{ for all } x \in V,
\]
namely \( \ell' \) extends \( \ell \) from \( V \) to \( V' \). For any \( \mathcal{S}_I = \{(V_\alpha, \ell_\alpha) : \alpha \in I\} \) linearly ordered set in \( \mathcal{S} \), the element

\[
\left( \bigcup_{\alpha \in A} V_\alpha, \tilde{\ell} \right), \quad \tilde{\ell}(x) = \ell_\alpha(x) \text{ whenever } x \in V_\alpha,
\]
is a well-defined upper bound of \( \mathcal{S}_I \) in \( \mathcal{S} \). Zorn’s lemma now implies that there exists a maximal element \((X', \ell)\) of \( \mathcal{S} \). In fact, \( X' = X \), since otherwise \( \ell \) could be extended by Step 1. \( \square \)
The complex version of Hahn-Banach is now a simple corollary.

**Theorem 2.17.** Let \( X \) be a complex vector space, let \( p : X \to \mathbb{R} \) be a function such that

\[
p(\alpha x + \beta y) \leq |\alpha| p(x) + |\beta| p(y) \quad \alpha, \beta \in \mathbb{C}, \ |\alpha| + |\beta| = 1.
\]

Let \( Y \subset X \) be a subspace, and let \( \lambda : Y \to \mathbb{C} \) be a complex linear functional such that \( |\lambda(x)| \leq p(x) \) for all \( x \in Y \). Then there exists a complex linear functional \( \ell : X \to \mathbb{C} \) such that \( \ell(x) = \lambda(x) \) whenever \( x \in Y \) and

\[
|\ell(x)| \leq p(x)
\]

for all \( x \in X \).

**Proof.** Let \( \Lambda(x) = \text{Re}\lambda(x) \), which is real linear. Since

\[
\Lambda(ix) = \text{Re}(i\lambda(x)) = -\text{Im}\lambda(x),
\]

we have that \( \lambda(x) = \Lambda(x) - i\Lambda(ix) \). Now, \( \Lambda \) is bounded by \( p \) on \( Y \) and \( p \) is convex (for real \( \alpha, \beta \)) so that it has a real linear extension \( L \leq p \) on \( X \) (here \( X \) and \( Y \) are both seen as real vector spaces). The linear functional \( \ell(x) = L(x) - iL(ix) \) extends \( \lambda \) and it is complex linear since \( \ell(ix) = i\ell(x) \). Finally, let \( x \in X \) and \( \alpha = \ell(x)/|\ell(x)| \). Then

\[
|\ell(x)| = \bar{\alpha}\ell(x) = \ell(\bar{\alpha}x),
\]

and since this is real, we conclude that

\[
|\ell(x)| = L(\bar{\alpha}x) \leq p(\bar{\alpha}x) \leq p(x),
\]

by the assumption on \( p \) since \( |\bar{\alpha}| = 1 \). \( \Box \)

Note that the Hahn-Banach theorem does not require the full structure of a Banach space. However, if \( X \) is a normed vector space, then the norm itself and related functions are good \( p \)-functions. This yields a number of useful corollaries, valid both in the real and complex case.
Corollary 2.18. Let $X$ be a normed vector space and let $Y$ be a subspace. Let $\lambda \in Y^*$. There exists $\ell \in X^*$ such that $\lambda(x) = \ell(x)$ for $x \in Y$ and $\|\ell\|_{X^*} = \|\lambda\|_{Y^*}$.

Proof. Apply H-B to $p(x) = \|\lambda\|_{Y^*} \|x\|_{X}$. □

Corollary 2.19. Let $X$ be a normed vector space, let $x \in X$ and $\zeta \in \mathbb{C}$. There exists $\ell \in X^*$ such that $\ell(x) = \zeta \|x\|_X$ and $\|\ell\|_{X^*} = |\zeta|$.

Proof. Follows from the previous corollary with $Y = \{ax : a \in \mathbb{C}\}$ and $\lambda(ax) = a\zeta \|x\|_X$, for which $\|\lambda\|_{Y^*} = |\zeta|$. □

This implies that bounded linear functionals separate points in $X$:

Corollary 2.20. Let $X$ be a normed vector space. For any $y_1 \neq y_2 \in X$, there exists $\ell \in X^*$ such that $\lambda(y_1) \neq \lambda(y_2)$

Proof. Follows from the previous corollary $\zeta = 1$, and $x = y_1 - y_2 \neq 0$, which implies $\ell(y_1) - \ell(y_2) = \lambda(x) = \|x\| \neq 0$. □

Finally, the last result shows that the norm in a normed vector space can be computed using linear functionals, which is often a very useful tool.

Corollary 2.21. Let $X$ be a normed vector space. For all $x \in X$,

$$\|x\|_X = \sup \{|\ell(x)| : \ell \in X^*, \|\ell\|_{X^*} = 1\}.$$ 

Proof. By Corollary 2.19 with $\zeta = 1$, there is $\ell \in X^*$ such that $\ell(x) = \|x\|_X$ and $\|\ell\|_{X^*} = 1$ proving $\leq$ above. The inequality $\geq$ is by definition of the norm in $X^*$, since $|\ell(x)| \leq \|\ell\|_{X^*} \|x\|_X$. □
We now turn to the second pillar of functional analysis, the Baire category theorem and its corollaries, the principle of uniform boundedness, Corollary 2.24 and the open mapping theorem, Corollary 2.25.

A subset $S$ of a metric space $M$ is nowhere dense if $(S)^\circ = \emptyset$. Since, for any set $(X^\circ)^c = X^c$, we conclude that $(S)^c = ((S)^\circ)^c = M$, namely, $(S)^c$ is dense. For example, $\mathbb{Z}$ is nowhere dense in $\mathbb{R}$.

Recall further that $D \subset M$ is dense if $D = M$, and recall that $D$ is the set of $x \in M$ such that $N_x \cap D \neq \emptyset$ for any open neighbourhood $N_x$ of $x$.

**Lemma 2.22.** $D \subset M$ is dense if and only if $D \cap O \neq \emptyset$ for every non-empty open set $O$.

**Proof.** If $D$ is dense and $O$ is open and not empty, then for any $x \in O$, we have that $x \in \overline{D}$. Hence, every open neighbourhood of $x$ intersects $D$, in particular $O$ itself. Reciprocally, assume that $D \cap O \neq \emptyset$ for every non-empty open set $O$. For any $x \in M$, let $N_x$ be an open neighbourhood of $x$ (in particular $N_x$ is not empty) and hence $N_x \cap D \neq \emptyset$. It follows that $x \in \overline{D}$. □

**Theorem 2.23.** Let $M$ be a complete metric space.

(i) If $(U_n)_{n \in \mathbb{N}}$ is a sequence of open, dense sets in $M$, then $\bigcap_{n \in \mathbb{N}} U_n$ is dense in $M$.

(ii) $M$ is not a countable union of nowhere dense sets.

**Proof.** Let $S \subset M$ be a nonempty open set. Since $U_1$ is dense, $U_1 \cap S$ is open and non-empty, so there is an open metric ball $B_{r_1}(x_1) \subset U_1 \cap S$ with $r_1 < 1/2$. Inductively, there are balls $B_{r_n}(x_n)$ with $r_n < 1/2^n$ such that $B_{r_n}(x_n) \subset U_{n-1} \cap B_{r_{n-1}}(x_{n-1})$. By construction, the sequence $(x_n)_{n \in \mathbb{N}}$ is Cauchy since for any $n, m > N$, $x_n, x_m \in B_{r_N}(x_N)$. Hence it is convergent and let $x$ be its limit. For any $N \in \mathbb{N},$

$$x \in \overline{B_{r_{N+1}}(x_{N+1})} \subset U_N \cap B_{r_1}(x_1) \subset U_N \cap S,$$
so that \( S \cap (\cap_{n \in \mathbb{N}} U_n) \neq \emptyset \). Since \( S \) was arbitrary, (i) is proved by Lemma 2.22.

(ii) Let now \((V_n)_{n \in \mathbb{N}}\) be a sequence of nowhere dense sets. Then \((\cap_{n \in \mathbb{N}} V_n)\) is a sequence of open, dense sets, and so their intersection is dense in \( M \), in particular nonempty. Hence,

\[
\bigcup_{n \in \mathbb{N}} V_n \subset \bigcup_{n \in \mathbb{N}} V_n = (\cap_{n \in \mathbb{N}} V_n)^c \neq M,
\]

concluding the proof. \( \square \)

In other words, if \( M = \bigcup_{n \in \mathbb{N}} U_n \), then at least one of \( U_n \) must have a nonempty interior.

**Corollary 2.24.** Let \( X \) be a Banach space, \( Y \) a normed linear space, and let \( F \) be a family of bounded linear transformations from \( X \) to \( Y \). If, for each \( x \in X \), the set \( \{ \|Tx\|_Y : T \in F \} \) is bounded, then the set \( \{ \|T\|_Y : T \in F \} \) is bounded.

In other words, if there is a bound on \( \|Tx\|_Y \) that is uniform in \( x \), pointwise in \( T \) (that is just the boundedness of \( T \)) and a bound on \( \|Tx\|_Y \) that is uniform in \( T \), pointwise in \( x \), then there is a bound that is uniform in \((x,T)\), hence the name of the theorem.

**Proof.** For \( n \in \mathbb{N} \), let \( E_n = \{ x : \|Tx\| \leq n, \forall T \in F \} \). By assumption, for each \( x \in X \), there is \( n_x \) such that \( x \in E_n \) for all \( n \geq n_x \), namely \( X = \bigcup_{n \in \mathbb{N}} E_n \). The Baire category theorem implies that there is \( n_0 \) such that \( E_{n_0} \) with nonempty interior. Let \( \overline{B_r(x_0)} \subset E_{n_0} \).

If \( x \in \overline{B_r(0)} \), then \( x + x_0 \in \overline{B_r(x_0)} \) and hence

\[
\|Tx\| \leq \|T(x + x_0)\| + \|Tx_0\| \leq 2n_0,
\]

namely \( \overline{B_r(0)} \subset E_{2n_0} \). In other words, \( \|x\| \leq r \) implies \( \|Tx\| \leq 2n_0 \), hence \( \|T\| \leq \frac{2n_0}{r} \). \( \square \)

This implies for example that if \( X,Y \) are both Banach spaces and \( b : X \times Y \to \mathbb{C} \) is bilinear and separately continuous, then \( b \) is jointly continuous. It suffices to prove continuity at \((0,0)\). Let \( (x_n, y_n) \to (0,0) \) as \( n \to \infty \) and let \( T_n(y) = b(x_n, y) \). Since
$b(x_n, \cdot)$ is continuous, $\{T_n : n \in \mathbb{N}\}$ is a family of bounded linear functionals. Since $x_n \to 0$, and $b(\cdot, y)$ is continuous, $\{|T_n(y)| : n \in \mathbb{N}\}$ is bounded for each $y \in Y$. The principle of uniform boundedness implies that there exists $C$ such that

$$|T_n(y)| \leq C\|y\|$$

uniformly in $n$ and hence

$$|b(x_n, y_n)| = |T_n(y_n)| \leq C\|y_n\| \to 0,$$

as $n \to 0$.

This is of course a property that arises from linearity, as it is well-known not to hold for example for functions $f : \mathbb{R}^2 \to \mathbb{R}$.

**Corollary 2.25.** Let $X, Y$ be Banach spaces, and let $T \in \mathcal{L}(X,Y)$ be surjective. For any open set $S \subset X$, $T(S)$ is open in $Y$.

In other words, a surjective bounded linear map between Banach spaces is an open map.

**Proof.** Let $B_0^X$ be the open unit ball. We first claim that $T(B_0^X)$ contains an open ball around $0 \in Y$. Let $B_1^X$ be the open ball of radius $1/2$ around $0 \in X$. Since $X = \bigcup_{n \in \mathbb{N}} nB_1^X$ (here $\lambda A = \{\lambda x : x \in A\}$) and $T$ is surjective and linear

$$Y = T(X) = \bigcup_{n \in \mathbb{N}} nT(B_1^X).$$

By Baire’s theorem, we conclude that there is $n_0$ such that $\overline{n_0T(B_1^X)}^o$ is nonempty. In particular, it contains an open ball and so does $\overline{T(B_1^X)}$, namely there is $\epsilon > 0, y_0 \in Y$ such that

$$B_\epsilon^Y(y_0) \subset \overline{T(B_1^X)}.$$  \hspace{1cm} (2.3)
Let now $y \in \overline{T(B_1^X)} - y_0$, namely $y + y_0 \in \overline{T(B_1^X)}$ as well as $y_0 \in \overline{T(B_1^X)}$. There are sequences $(x'_j)_{j \in \mathbb{N}}$ and $(x''_j)_{j \in \mathbb{N}}$ in $B_1^X$ such that

$$Tx'_j \to y_0, \quad Tx''_j \to y_0 + y \quad (j \to \infty).$$

We have that $x_j = x''_j - x'_j \in B_0^X$, and of course $Tx_j \to y$ as $j \to \infty$. It follows that $y \in \overline{T(B_0^X)}$, namely $\overline{T(B_1^X)} - y_0 \subset \overline{T(B_0^X)}$, and furthermore $B_Y^Y(0) \subset \overline{T(B_0^X)}$, see (2.3). 

If $B_n^X$ denotes the unit ball of radius $2^{-n}$, linearity implies that $\overline{T(B_n^X)} = 2^{-n}\overline{T(B_0^X)}$, and hence

$$B_{2^{-n}\epsilon} \subset \overline{T(B_n^\epsilon)}. \quad (2.4)$$

We finally show that $B_{\epsilon/2}^Y \subset \overline{T(B_0^X)}$ (no closure!). By the above, $B_{\epsilon/2}^Y \subset \overline{T(B_1^X)}$. In particular, there is $x_1 \in B_1$ such that

$$\|y - Tx_1\| < \epsilon/4.$$

We now assume inductively that there are $x_1, \ldots, x_{n-1}$ such that $x_j \in B_j$ and

$$\left\| y - \sum_{j=1}^{n-1} Tx_j \right\| < 2^{-n}\epsilon, \quad (2.5)$$

namely, the left hand side belongs to $B_{2^{-n}\epsilon}^Y$. By (2.4), there is $x_n \in B_n$ such that $\|(y - \sum_{j=1}^{n-1} Tx_j) - Tx_n\| < 2^{-(n+1)}\epsilon$. With this, the sequence $S_n = \sum_{j=1}^{n} x_j$ is Cauchy, hence convergent, say to $x$. In fact, $\|x\| \leq \sum_{j=1}^{\infty} \|x_j\| < \sum_{j=1}^{\infty} 2^{-j} = 1$, namely $x \in B_0$. Moreover, $TS_n \to Tx$ since $T$ is continuous, and (2.5) shows that $y = Tx$ indeed.

Let now $O \subset X$ be open and let $y \in T(O)$, namely $y = Tx$ for $x \in O$. There is $r > 0$ such that $B_r^X(x) \subset O$, or equivalently $x + B_r^X(0) \subset O$. By linearity, this implies that $y + T(B_r^X(0)) \subset T(O)$. By the above, there is $\delta > 0$ such that $B_\delta^Y(0) \subset T(B_r^X(0))$, and hence $B_\delta^Y(y) = y + B_\delta^Y(0) \subset T(O)$. Since $y$ is arbitrary, this proves that $T(O)$ is open. \[ \square \]
As discussed earlier, a bijective map being open is equivalent to its inverse being continuous. Hence

**Corollary 2.26.** Let \( X, Y \) be Banach spaces and \( T \in \mathcal{L}(X,Y) \) be bijective. Then \( T^{-1} \in \mathcal{L}(Y,X) \).

Finally, we discuss the closed graph theorem, which is the last important corollary of the Baire category theorem. For any two normed linear spaces \( V, W \) and any mapping \( T : V \to W \), the graph of \( T \) is the set

\[
\Gamma(T) = \{(v, w) \in V \times W : w = Tv\}.
\]

We equip \( V \times W \) with the norm \( \|(v, w)\| = \|v\| + \|w\| \).

**Corollary 2.27.** Let \( V, W \) be Banach spaces and \( T : V \to W \) be a linear map. Then \( T \) is bounded if and only if \( \Gamma(T) \) is closed.

Note that \( T \) is implicitly assumed to be defined on all of \( V \).

**Proof.** Assume first that \( \Gamma(T) \) is closed. Since \( T \) is linear, \( \Gamma(T) \) is a subspace of \( V \times W \), and since it is closed it is complete. The projections \( \pi_1(v, Tv) = v \) and \( \pi_2(v, Tv) = Tv \) are continuous since

\[
\|\pi_1(v, Tv)\| = \|v\| \leq \|v\| + \|Tv\|, \quad \|\pi_2(v, Tv)\| = \|Tv\| \leq \|v\| + \|Tv\|,
\]

and \( \pi_1 \) is a bijection. Hence its inverse is bounded. But then \( T = \pi_2 \circ \pi_1^{-1} \) is bounded.

Reciprocally, let \( T \in \mathcal{L}(V, W) \) and let \((v_n, w_n)_{n \in \mathbb{N}}\) be a convergent sequence in \( \Gamma(T) \). Let \((v_n, w_n) = \lim_{n \to \infty} (v_n, w_n)\) then by continuity \( w = \lim_{n \to \infty} w_n = \lim_{n \to \infty} Tv_n = Tv \), and hence \((v, w) \in \Gamma(T)\).
In principle, continuity of $T$ requires that $v_n \to v$ implies $Tv_n \to w$ and $w = Tv$. With the closed graph theorem, it suffices to show that $v_n \to v$ and $Tv_n \to w$ imply $w = Tv$, which is a simpler task.

Let us briefly make an excursion into unbounded linear operators. A linear operator $T$ between two normed vector spaces is *closed* if $\Gamma(T)$ is closed. The above theorem shows that if $T$ is closed and unbounded, then it cannot be defined on all of $V$. Such operators are in fact very common. Let us consider $V = C^0([0, 1]; \mathbb{R})$ equipped with $\| \cdot \|_\infty$, and $T = d/dx$ defined on $D(T) = C^1([0, 1]; \mathbb{R})$. Let $(f_n)_{n \in \mathbb{N}}$ be the sequence $f_n(x) = x^n$. Then $\| f_n \|_\infty = 1$ for all $n \in \mathbb{N}$ but

$$\| Tf_n \|_\infty = n \| f_{n-1} \|_\infty = n,$$

proving that $\sup\{ \| Tf \|_\infty / \| f \|_\infty : f \in D(T) \} = \infty$, namely $T$ is unbounded. However, let $(f_n, Tf_n)$ be a convergent sequence in $D(T) \times V$, and let $(f, g)$ be its limit. Then $g = Tf$, namely $\Gamma(T)$ is closed indeed.

We can now extend Corollary 2.25 to unbounded operators.

**Theorem 2.28.** Let $T : D(T) \subset V \to W$ be a linear, closed and bijective map. There exists $S \in L(W, V)$ such that

$$TS = 1 \upharpoonright W, \quad ST = 1 \upharpoonright D(T).$$

**Proof.** As in the proof of Corollary 2.27 with the projections being defined on $\Gamma(T)$. In the present context, $\pi_2 : \Gamma(T) \to W$ is bounded and bijective and $S = \pi_1 \circ \pi_2^{-1}$. \hfill $\square$

We conclude the example of $T = d/dx$. We consider a slightly limited domain

$$\tilde{D}(T) = \{ f \in C^1([0, 1]; \mathbb{R}) : f(0) = 0 \},$$
making $T$ injective, so that $T: \bar{D}(T) \to C^0([0, 1]; \mathbb{R})$ is bijective. Its inverse is given by

$$(Sf)(x) = \int_0^x f(y) dy,$$

which is bounded indeed since $\|Sf\|_\infty \leq \sup\{|f(x)| : x \in [0, 1]\}$.

We turn to one of the main reasons to discuss non-metric topologies in the first part, namely weak topologies on Banach spaces and the Banach-Alaoglu theorem.

**Definition 2.29.** Let $V$ be a Banach space. The $V^*$-weak topology on $V$ is usually referred to as weak topology, and it is the weakest topology on $V$ such that every bounded linear functional $\ell : V \to \mathbb{C}$ is continuous.

Note that by definition of $V^*$, every element is continuous with respect to the metric topology induced by the norm. The weak topology is the weakest topology on $V$ with respect to which this still holds. It is generated by sets of the form $\ell^{-1}(B_\epsilon(z))$, with $\ell \in V^*$ and $z \in \mathbb{C}, \epsilon > 0$. A neighbourhood base at $v_0$ is given by sets

$$N_{v_0}(\ell_1, \ldots, \ell_n, \epsilon) = \{v \in V : |\ell_j(v) - \ell_j(v_0)| < \epsilon; 1 \leq j \leq n\}, \quad \ell_1, \ldots, \ell_n \in V^*, \epsilon > 0.$$

Importantly, a sequence $(v_n)_{n \in \mathbb{N}}$ converges weakly if and only if

$$\ell(v_n) \to \ell(v) \quad (n \to \infty)$$

for any $\ell \in V^*$. Weak convergence is usually denoted $v_n \rightharpoonup v$. As per (iv) below, weak limits are unique.

**Proposition 2.30.** (i) The weak topology is not metrizable.

(ii) The weak topology is weaker than the norm topology.

(iii) Weakly convergent sequences are norm bounded.

(iv) The weak topology is Hausdorff.
Proof. We only prove (ii-iv). (ii) follows by definition, since any $\ell \in V^*$ is continuous in the norm topology.

(iii) Let $(v_n)_{n \in \mathbb{N}}$ be a weakly convergent sequence. Let $V_n \in V^{**}$ be defined by

$$V_n(\ell) = \ell(v_n).$$

By assumption, the set $\{|V_n(\ell)| : n \in \mathbb{N}\}$ is bounded for any $\ell \in V^*$. By the principle of uniform boundedness, the set $\{\|V_n\|_{V^{**}} : n \in \mathbb{N}\}$ is bounded, which concludes the proof since $\|V_n\|_{V^{**}} = \sup\{|\ell(v_n)| : \ell \in V^*, \|\ell\|_{V^*} = 1\} = \|v_n\|_V$ by Hahn-Banach.

(iv) Since linear functionals separate, for any $v \neq w$ in $V$, there is $\ell \in V^*$ such that $\ell(v) \neq \ell(w)$. Hence there is $\varepsilon > 0$ such that $B_{\varepsilon}(\ell(v)) \cap B_{\varepsilon}(\ell(w)) = \emptyset$. The preimages under $\ell$ of these discs are open in $V$, disjoint and contain $v$, respectively $w$. 

□

Remark 2.31. (i) If $V$ is infinite dimensional, then the weak topology is strictly weaker than the norm topology. For example, the weak closure of the unit sphere is in this case the whole unit ball.

(ii) Let $(v_n)_{n \in \mathbb{N}}$ be a weakly convergent sequence and let $v$ be its limit. Then by Corollary 2.19 there is $\ell \in V^*$ such that $\|\ell\| = 1$ and $\ell(v) = \|v\|$ so that

$$\|v\| = \ell(v) = \liminf_{n \to \infty} \ell(v_n) \leq \liminf_{n \to \infty} \|v_n\|.$$

(iii) It is sometimes easier to establish $\ell(v_n) \to \ell(v)$ only on a dense subset $D$ of $V^*$. We claim that it is sufficient provided $\{\|v_n\| : n \in \mathbb{N}\}$ is bounded. Indeed, let $\ell \in V^*$ and $(\ell_n)_{n \in \mathbb{N}}$ be a sequence in $D$ converging to $\ell$. Then

$$|\ell(v_n) - \ell(v)| \leq |\ell(v_n) - \ell_j(v_n)| + |\ell_j(v) - \ell(v)| + |\ell_j(v_n) - \ell_j(v)|.$$

The first two terms are bounded by $\sup\{\|\ell - \ell_j\| : j \in \mathbb{N}\}(\|v\| + \|v_n\|)$, which vanishes as $j \to \infty$ uniformly in $n$, while the last term vanishes as $n \to \infty$ by weak convergence.
(iv) Some comments on weak convergence in $L^p$-spaces. Let $g \in C_c^\infty(\mathbb{R})$ and let $f_n(x) = g(x + n)$. Then $\|f_n\|_p = \|g\|_p$ for all $n \in \mathbb{N}$ and in particular $(f_n)_{n \in \mathbb{N}}$ does not converge to zero in the norm topology. Moreover, for any $h \in C_c^\infty(\mathbb{R})$, we see that $\int_{\mathbb{R}} h f_n = 0$ for $n$ large enough since the supports are eventually disjoint. Since $C_c^\infty(\mathbb{R})$ is dense in $L^p(\mathbb{R})$, we conclude that $f_n \to 0$ by the above remark. This ‘escape to infinity’ is the first type of possible mechanisms by which $f_n$ converges weakly but not strongly. We briefly discuss the other two. The second mechanism is related to ‘oscillation to infinity’, and we use a priori knowledge of Fourier analysis. Any function $f \in L^2((-\pi, \pi); \mathbb{R})$ has a Fourier representation as

$$\|f\|^2_2 = 2\pi \sum_{n=-\infty}^{+\infty} (s_n^2 + c_n^2), \quad s_n = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x) \sin(nx) dx, \quad c_n = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x) \cos(nx) dx.$$ 

In particular, $\lim_{n \to \infty} s_n \to 0$. Since $L^2$ is its own dual, this shows that the sequence $(\sin(nx))_{n \in \mathbb{N}}$ converges weakly to 0. However, $\int_{-\pi}^{\pi} \sin^2(nx) dx = \pi$, showing again that the sequence does not converge to zero in the norm topology. Note that the same holds in any $L^p$ space, $1 < p < \infty$. The third general type of weak but not strong convergence is concentration. Let $g \in C_c^\infty(\mathbb{R})$ and let $f_n(x) = n^{1/p} g(nx)$. Then $\|f_n\|_p = \|g\|_p$ so that $f_n$ does not converge strongly to zero. However, for any $h \in C_c^\infty(\mathbb{R})$,

$$\int_{\mathbb{R}} h(x) f_n(x) dx = n^{\frac{1}{p}} \int_{\mathbb{R}} h(x) g(nx) dx = n^{\frac{1}{p} - 1} \int_{\mathbb{R}} h(y/n) g(y) dy \to 0.$$ 

Indeed, the integral converges to $h(0) \int_{\mathbb{R}} g$ by dominated convergence, and $1/p - 1 = -1/q < 0$. Again, this shows that $f_n \to 0$ by density of $C_c^\infty(\mathbb{R})$ in $L^q(\mathbb{R})$.

A similar construction provides a topology on $V^*$. Indeed any $v \in V$ is a linear functional on $V^*$ through $\ell \mapsto \ell(v)$. This family of functionals provides the weak-* topology.

**Definition 2.32.** Let $V$ be a Banach space. The weak-* topology is the weakest topology on $V^*$ such that every map $\ell \mapsto \ell(v)$, $v \in V$ is continuous.