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Abstract

This paper deals with the so-called “pseudo three-dimensional” (P3D) model for a hydraulic fracture with equilibrium height growth across two symmetric stress barriers. The key simplifying assumptions behind the P3D model, which was originally introduced by A. Settari and M. P. Cleary (Development and Testing of a Pseudo-Three-Dimensional Model of Hydraulic Fracture Geometry (P3DH), SPE 10505, Proc. 6th SPE Symposium on Reservoir Simulation, pp. 185-214, 1982) and by I. D. Palmer and H. B. Carrol (Numerical Solution for Height and Eliganted Hydraulic Fractures, SPE/DOE 11627, Proc. SPE/DOE Symposium on Low Permeability, pp. 249-878, 1983), are that (i) each cross section perpendicular to the main propagation direction is in a condition of plane-strain, and (ii) the local fracture height is determined by a balance between the effect of the stress jump across the barriers and that of the rock toughness. Furthermore, in the equilibrium height growth P3D models, the pressure is assumed uniform in each vertical cross-section. We revisit this particular model by first formulating the non-linear differential equations governing the evolution of the length, height, and aperture of the hydraulic fracture, in contrast to the numerical formulations adopted in many previous studies. Scaling of these equations shows that the solution depends, besides the dimensionless space and time coordinates, on only two numbers representing a scaled toughness and a scaled leak-off coefficient. Analysis of the governing equations enables us to determine explicitly the conditions under which breakthrough takes place (i.e., the onset of growth into the bounding layers), as well as the conditions of unstable height growth (i.e., the conditions of “runaway height” when the main assumptions of the equilibrium height model become invalid). The mathematical model is solved numerically using a novel implicit fourth order collocation scheme on a moving mesh, which makes explicit use of the fracture tip asymptotics. A complete listing of the MATLAB code for this algorithm is provided in an appendix and can be copied for experimentation. We then report the results of several numerical simulations conducted for different values of the dimensionless toughness and the dimensionless leak-off coefficients, as well as a comparison with closed-form small and large time similarity solutions that are valid under conditions where the fracture remains contained within
the reservoir layer. Finally, we discuss possible extensions of the model, including layers of different elastic moduli and power law fluids.
1 Introduction

This paper deals with the “Pseudo-3D” (P3D) model of a hydraulic fracture, a model widely used in the petroleum industry to design stimulation treatments of underground hydrocarbon reservoirs by hydraulic fracturing. The P3D model was introduced in the 1980’s [1, 2, 3, 4, 5, 6, 7], as an extension of the classical PKN (Perkins-Kern-Nordgren) model [8, 9] to simulate the propagation of a vertical hydraulic fracture into a horizontally layered reservoir. Like the PKN model, the P3D model is applicable to situations in which the height of the fracture remains small compared to its length. However, in contrast to the PKN model, the height of the P3D fracture is not limited to the reservoir thickness $H$, see Fig. 1. Indeed, the fracture is allowed to grow vertically into the adjacent layers confining the hydrocarbon bearing strata, but at a rate that is much smaller than the rate under which the fracture extends laterally, so as to justify the critical assumption of local elastic compliance, which is at the heart of the PKN and P3D models.

Solving the problem of an evolving planar hydraulic fracture is a challenging task, due in part to the moving boundary nature of this class of problems, the strong non-linearity introduced by the lubrication equation, the non-local relationship between the pressure in the fracture and its aperture, and the delay associated with leak-off of the fracturing fluid. While numerical algorithms have been developed to calculate the evolution of a planar hydraulic fracture in a layered geological medium [10, 11, 12, 13, 14, 15, 16, 17], there are situations when the solution can be simplified and can thus be obtained with much less computational expense. In particular, the P3D model simplifies the form of the boundary curve $C(t)$ that contains the evolving fracture footprint, by considering only the horizontal extent of the fracture in the reservoir and the associated vertical penetration of the fracture into the adjacent layers.

The main distinguishing feature of both PKN and P3D models is the local nature of the fracture compliance, a consequence of assuming that the height/length ratio is small. In other words, the average fracture aperture in a vertical cross-section of a PKN or P3D model depends only on the fluid pressure in that cross-section, in contrast to planar fracture models [10, 14, 17, 18] that are characterized by non-local interaction between the pressure and aperture fields. While for the PKN fracture the compliance is constant, a function only of the thickness of the reservoir layers and its
elastic properties, the local compliance in the P3D model is itself part of the solution, as it depends on the local height of fracture, which is \textit{a priori} unknown. The local compliance and height of the fracture depend also on further assumptions about the pressure field in a vertical cross-section; the pressure is assumed uniform in the “equilibrium height” P3D model [3], but is calculated on account of a vertical flow in the “dynamic height” P3D model [5]. Nevertheless, allowing vertical fracture growth brings another non-linearity to the model - in addition to that which results from the dependence of the hydraulic conductivity on the fracture aperture in the lubrication equation governing the longitudinal viscous flow of fluid in the fracture.

As a result of these various assumptions, most of which have been inherited from the PKN model, the P3D hydraulic fracture is governed by a non-linear one-dimensional diffusion type equation over a domain that is evolving in time. In the equilibrium height P3D model, the focus of this investigation, this equation can be written explicitly, as shown later in this paper. Despite its strong non-linear nature, this partial differential equation can be solved at a small fraction of the computational cost required to simulate arbitrary shaped planar hydraulic fractures. The P3D model is therefore well suited to designing hydraulic fracturing treatments, when multiple scenarios have to be evaluated, provided that the assumptions upon which the model is built are respected.

Despite the importance of the P3D model for the design of hydraulic fracturing treatments, it does not appear, however, that this model has been rigorously formulated and scrutinized, as previous studies have generally emphasized either the discretized form of the governing equations – the so-called cell-based methods [7], and/or the application of the model to particular field cases. In particular, the conditions under which equilibrium height growth takes place, a critical assumption for the validity of the equilibrium height P3D model, have not been determined.

This paper adopts a different approach from previous publications, as it seeks not only to formulate the mathematical problem rigorously, but as it also aims, through an emphasis on scaling analysis, to derive general results rather than specific ones applicable to a distinct set of parameters. For these reasons, we consider the simplest case of an equilibrium height P3D hydraulic fracture propagating in a reservoir layer bounded by two semi-infinite layers with the same elastic properties as the pay zone. Furthermore, we assume that the fracturing fluid is Newtonian and incompressible and that the injection rate is constant. These assumptions have been adopted so as not to distract from the
main objective of the paper, which is to provide a rigorous formulation of the problem and scaling of the equations. Nonetheless, these assumptions can be relaxed without affecting the equations that determine the fracture height and the fracture compliance, a main focus of this paper, nor the fundamentals of the numerical algorithm used to solve the propagation problem.

The paper is organized as follows. First we present the set of equations that govern the propagation of a P3D fracture, within the simplified context just mentioned. A scaling of the equations then shows that the solution depends on dimensionless space and time coordinates and on two numbers, $K$ and $C$, which can be interpreted a scaled toughness and a scaled leak-off coefficient, respectively. Analysis of the governing equations enables us to determine explicitly the conditions at which breakthrough takes place (i.e., the onset of growth into the bounding layers), as well as the conditions of unstable height growth (i.e., the conditions of “runaway height” when the main assumptions of the model become invalid). The mathematical model is solved numerically using a novel implicit fourth order collocation scheme on a moving mesh, which makes explicit use of the fracture tip asymptotics.

We then report the results of several numerical simulations conducted for different values of the dimensionless toughness $K$ and the dimensionless leak-off coefficient $C$, as well as a comparison with closed-form small and large time similarity solutions for conditions under which the fracture remains contained within the reservoir layer. Finally, we discuss possible extensions of the model, including layers of different elastic moduli, multiple jumps in the confining stress, and power law fluids.

## 2 Mathematical Formulation

### 2.1 Problem Definition

The geometry of a “pseudo-3D” hydraulic fracture is sketched in Fig. 1. A reservoir layer of thickness $H$ is bounded by two semi-infinite layers assumed to have the same elastic properties as the reservoir. The minimum horizontal far-field stress in the reservoir is $\sigma_o$ and there is a (positive) stress jump $\Delta \sigma$ between the reservoir and the bounding layers. Injection of an incompressible Newtonian fluid of dynamic viscosity $\mu$ at a constant volumetric rate $Q_o$ in a borehole causes the propagation of a symmetric hydraulic fracture, along the reservoir layer and with limited height-growth into the
bounding layers. The main assumptions behind this model are that (i) each cross-section perpendicular to the main propagation direction is in plane strain on account of $h_{\text{max}}/\ell$ being small (where $h_{\text{max}}$ is the maximum fracture height and $\ell$ is the fracture half-length, i.e., the length of a wing) and that the fracture height varies “slowly” with distance from the borehole, (ii) the fluid pressure is uniform in each vertical cross-section, and (iii) the local fracture height $h \geq H$ is an equilibrium height controlled, in general, by the stress jump across the layers and by the rock toughness.

Before stating the various assumptions that lead to the formulation of the P3D model, we introduce a Cartesian coordinate system with its origin located on the wellbore at the mid-height of the reservoir layer, with the $x$-axis contained in the plane of the fracture and the $z$-axis pointing upwards along the wellbore, see Fig. 1. With this choice of coordinates, both the $x$- and $z$-axes are axes of symmetry.

### 2.2 P3D Model Assumptions

The P3D model simplifies the solution of the evolution of the planar fracture in the layered elastic system through a series of assumptions that are discussed below.

**Assumption 1.** The leading edge of the fracture, which defines the maximum lateral extent of the fracture, is vertical and restricted to the reservoir layer, see Fig. 1; its position is defined by $x = \ell(t)$. The fracture height, $h(x, t)$ is bounded below by $H$ (and equal to $H$ at the leading edge), and in view of the problem symmetry, the vertical penetration, $d$, of the hydraulic fracture (if it takes place) in either bounding layer is thus equal to $d = (h - H)/2$. The fracture boundary is thus defined by the two functions $\ell(t)$ and $h(x, t) \geq H$, with $h(\ell, t) = H$; i.e., the footprint of one wing corresponds to $0 \leq x \leq \ell(t)$, and $-h(x, t)/2 \leq z \leq h(x, t)/2$.

**Assumption 2.** The vertical component $q_z$ of the fluid flux is negligible compared to the horizontal component $q_x$; i.e., $|q_z/q_x| \ll 1$. For this reason, we simplify the notation by writing $q = q_x$. This assumption implies through Poiseuille’s law, which governs the flow of the viscous fracturing fluid in the crack, that the pressure field $p_f$ does not depend on the $z$ coordinate; i.e., $p_f(x, t)$. Clearly, this assumption requires that the rate of height growth $\partial h/\partial t$ is much smaller than the horizontal
velocity $d\ell/dt$ of the leading edge; hence, the coherence of this assumption needs to be verified \textit{a posteriori}, once the solution has been obtained.

\textbf{Assumption 3.} A condition of plane strain exists in any vertical plane $(y,z)$. Provided that $h/\ell \ll 1$, the plane strain assumption is a good approximation for most of the fracture, except within a region near the leading edge of order $O(H)$ [19]. This assumption implies that the dependence of both the aperture field $w$ and the fracture height $h$ on the independent variables $x$ and $t$ is via the pressure field $p_f(x,t)$, i.e., $w(x,z,t) = w_p(z,p_f)$ and $h(x,t) = h_p(p_f)$. This assumption is alternatively referred to as the local elasticity assumption. The kinematic condition $w = 0$ at the leading edge $x = \ell(t)$, in conjunction with the local assumption, implies that $p_f = \sigma_0$ at $x = \ell(t)$, which is obviously coherent with the previously stated assumption that $h(\ell, t) = H$. As is well-known, adopting the local assumption in the region near the leading edge precludes the consideration of any propagation criterion; this assumption has to be relaxed to properly account for a fracture propagation criterion at the leading edge [19].

\textbf{Assumption 4.} Fracturing fluid leak-off into the reservoir layer is treated in accordance with Carter’s model [20], which assumes a one-dimensional diffusion process. The usual hypotheses behind this model are that (i) the fracturing fluid deposits a thin layer of relatively low permeability, known as the filter cake, on the fracture walls, at a rate proportional to the leak-off rate and (ii) the filtrate has enough viscosity to fully displace the fluid already present in the rock pores.

\subsection*{2.3 Mathematical Model}

Before proceeding with the formulation of the mathematical model, we recognize that the above set of assumptions enables one to rigorously formulate the model in terms of field quantities that depend only on the variables $x$ and $t$. Indeed, the dependence of the aperture field $w$ and the flux field $q$ on the variables $x$ and $t$ only through the pressure field $p_f(x,t)$ (or its gradient) actually implies that the model can be formulated in terms of an average aperture $\bar{w}(x,t)$ and an average flux $\bar{q}(x,t)$, respectively defined as

$$\bar{w} = \frac{1}{H} \int_{-h/2}^{h/2} w \, dz, \quad \bar{q} = \frac{1}{H} \int_{-h/2}^{h/2} q \, dz$$

(1)
We note that both averages have been defined with respect to the reservoir layer height $H$; hence $\bar{w}H$ is the cross-sectional area of the fracture and $\bar{q}H$ is the total flux through the fracture cross-section located at $x$.

**Elastic relationship between local aperture and net pressure.** One of the governing equations of the P3D model is a non-linear local relationship between the average aperture $\bar{w}$ and the fluid pressure $p_f$, which is derived from elasticity. The non-linearity stems from the dependence of the fracture height on the pressure, since the fracture growth in the vertical direction is subject to the requirement that the fracture is in a state of critical equilibrium, assuming that such equilibrium state exists. The relationship between $\bar{w}$ and $p_f$ can be derived by combining the integral equation that expresses the fracture aperture $w(z)$ in terms of the net crack loading [21], the integral expression for the stress intensity factor $K_I$ in terms of the net crack loading [22, 23, 24], and the propagation criterion $K_I = K_{Ic}$ [25, 26], i.e.,

$$w = \frac{4}{\pi E'} \left[ p \int_0^{H/2} G(s, z) \, ds + (p - \Delta \sigma) \int_{H/2}^{h/2} G(s, z) \, ds \right]. \quad (2)$$

$$K_I = \sqrt{\frac{8h}{\pi \bar{q}} \left[ p \int_0^{H/2} \frac{ds}{\sqrt{h^2 - 4s^2}} + (p - \Delta \sigma) \int_{H/2}^{h/2} \frac{ds}{\sqrt{h^2 - 4s^2}} \right]} \quad (3)$$

$$K_I = K_{Ic} \quad (4)$$

where $E' = E/(1-\nu^2)$ is the plane strain Young's modulus, $p$ is the net pressure defined as $p = p_f - \sigma_o$, and $G(s, z)$ is the elasticity kernel given by [21]

$$G(s, z) = \ln \frac{\sqrt{h^2 - 4s^2} + \sqrt{h^2 - 4z^2}}{\sqrt{h^2 - 4s^2} - \sqrt{h^2 - 4z^2}}. \quad (5)$$

Since the kernel $G$ can be integrated in closed form according to

$$\int G(s, z) \, ds = \sqrt{h^2 - 4z^2} \arcsin \left( \frac{2s}{h} \right) - z \ln \left| \frac{s\sqrt{h^2 - 4z^2} + z\sqrt{h^2 - 4s^2}}{s\sqrt{h^2 - 4z^2} - z\sqrt{h^2 - 4s^2}} \right|$$

$$+ s \ln \frac{\sqrt{h^2 - 4s^2} + \sqrt{h^2 - 4z^2}}{\sqrt{h^2 - 4z^2} - \sqrt{h^2 - 4s^2}}. \quad (6)$$
the fracture profile \( w(z) \) can be calculated explicitly for a given fracture height \( h \)
\[
\begin{align*}
w &= \frac{2}{E'} (p - \Delta \sigma) \sqrt{h^2 - 4z^2} + \frac{4\Delta \sigma}{\pi E'} \left\{ \sqrt{h^2 - 4z^2} \arcsin \left( \frac{H}{h} \right) - z \ln \frac{H \sqrt{h^2 - 4z^2} + 2z \sqrt{h^2 - H^2}}{H \sqrt{h^2 - 4z^2} - 2z \sqrt{h^2 - H^2}} \right\} \\
&- z \ln \left| \frac{H \sqrt{h^2 - 4z^2} + 2z \sqrt{h^2 - H^2}}{H \sqrt{h^2 - 4z^2} - 2z \sqrt{h^2 - H^2}} \right|
\end{align*}
\] (7)

Furthermore, a closed-form expression relating the equilibrium height \( h \) and the net pressure is
readily deduced from (3) and (4) [27]
\[
2\sqrt{\frac{h}{H}} \arcsin \left( \frac{H}{h} \right) - \left(1 - \frac{p}{\Delta \sigma} \right) \pi \sqrt{\frac{h}{H}} = \sqrt{\frac{2\pi K_I}{H \Delta \sigma}}
\] (8)

From (7) and (8), the relationship between \( \bar{w} \) and \( p \) can then be obtained in the form of a parametric
equation in terms of \( h \). Formally, this equation reads
\[
\bar{w} = \bar{w}(h), \quad p = p(h)
\] (9)

The details of the derivation are given after scaling of the equations. We note, however, that in the
particular case of the PKN model \( h = H \) and the fracture opening adopts an elliptical shape; hence
(9) degenerates into the linear relation \( \bar{w} = M_o p \), with the compliance \( M_o = \pi H/2E' \).

Poiseuille’s law. Next, we consider the relationship between the average flux \( \bar{q} \) and the pressure
gradient. According to Poiseuille’s law, the local flux \( q(z,t) \) is related to the pressure gradient by
\[
q = -\frac{w^3}{12\mu} \frac{\partial p}{\partial x}, \quad -\frac{h}{2} < z < \frac{h}{2}
\] (10)
which after integration over \( h \) yields
\[
\bar{q} = -\frac{\psi' \bar{w}^3}{\mu} \frac{\partial p}{\partial x}.
\] (11)
where \( \psi' \) is a shape factor that depends on the aperture profile and on the fracture height. The
dependence of \( \psi' \) on the problem parameters will be discussed in the Scaling Section. We simply
note here that for the PKN model \( (h = H) \), \( \psi' = \psi'_o = \pi^{-2} \).

Conservation law. The final governing equation is the local volume balance condition
\[
\frac{\partial \bar{q}}{\partial x} + \frac{\partial \bar{w}}{\partial t} + \frac{C'}{\sqrt{t - t_o(x)}} = 0.
\] (12)
where \( t_0(x) \) is the time at which the crack leading edge arrives at coordinate \( x \). The coefficient \( C' = 2C_l \) is the usual Carter leak-off coefficient \( C_l \) [20] multiplied by a factor 2 to account for leak-off through both walls of the fracture.

**Boundary conditions.** The governing equations (9), (11), and (12) are complemented by boundary conditions at the leading edge of the fracture, \( x = \ell(t) \)

\[
\bar{w}(\ell, t) = \bar{q}(\ell, t) = 0, \quad h(\ell, t) = H
\]  
and at the inlet

\[
\bar{q}(0, t) = Q_o/2H
\]
Together with initial conditions to be discussed below, this set of equations are sufficient to determine the evolution of the fracture footprint defined by the two functions \( \ell(t) \) and \( h(x, t) \), and the field quantities \( \bar{w}(x, t) \), \( p(x, t) \), and \( \bar{q}(x, t) \).

### 3 Dimensionless Formulation

#### 3.1 Scaling

Scaling of the governing equations is carried out by expressing the time and space variables and the dependent field variables, each as the product of a characteristic quantity and a dimensionless variable. In contrast to a scaling based on time-dependent characteristic quantities [28], the scaling introduced here relies on constant quantities, which leads to a form of equations that is more appropriate for numerical solution. So let \( \ell_s, h_s, \) and \( t_s \) respectively denote the characteristic height and length of the fracture, and the characteristic time; and \( w_s, p_s, \) and \( q_s \) the characteristic aperture, net pressure, and flow rate. The introduction of these characteristic quantities allows us to define the following dimensionless variables

\[
\xi = \frac{x}{\ell}, \quad \zeta = \frac{z}{h_s}, \quad \tau = \frac{t}{t_s}, \quad \gamma = \frac{\ell}{\ell_s}, \quad \lambda = \frac{h}{h_s}, \quad \Pi = \frac{\Delta p}{p_s}, \quad \Psi = \frac{q}{q_s}, \quad \Psi = \frac{\bar{q}}{q_s}, \quad \Omega = \frac{w}{w_s}, \quad \Omega = \frac{\bar{w}}{w_s}
\]  

(15)

Note that \( \xi \) is a stretching coordinate with \( \xi = 0 \) corresponding to the fracture inlet and \( \xi = 1 \) to the fracture tip, while \( \zeta \) is a fixed coordinate with \( -\lambda/2 \leq \zeta \leq \lambda/2 \).
The six characteristic quantities that have been introduced are identified by setting to unity four of the dimensionless groups that emerge from the governing equations when they are expressed in terms of the dimensionless variables. The remaining two groups are numbers that control the problem.

After some algebraic manipulation, we obtain the following expressions for the characteristic quantities

\[
\ell_\ast = \frac{\pi H^4 \Delta \sigma^4}{4 E'^3 \mu Q_o}, \quad h_\ast = H, \quad t_\ast = \frac{\pi^2 H^6 \Delta \sigma^5}{4 \mu E'^4 Q_o^2}, \quad p_\ast = \Delta \sigma, \quad q_\ast = \frac{Q_o}{2H}, \quad w_\ast = \frac{\pi H \Delta \sigma}{2 E'} = M_o \Delta \sigma
\]  

(16)

Therefore the solution of the problem consists of determining the net pressure \( \Pi(\xi, \tau) \), the average aperture \( \bar{\Omega}(\xi, \tau) \), and the flow rate \( \bar{\Psi}(\xi, \tau) \) in the evolving domain defined by the fracture length \( \gamma(\tau) \) and by the fracture height profile \( \lambda(\xi, \tau) \). This solution depends also on two numbers, namely the dimensionless toughness \( K \) of the bounding layers and the dimensionless leak-off coefficient \( C \) of the reservoir

\[
K = \sqrt{\frac{2\pi K_{1c}}{H}} \Delta \sigma
\]  

(17)

\[
C = \frac{C' H^2 \Delta \sigma^{3/2}}{\mu^{1/2} E' Q_o}
\]  

(18)

Considering that, in most practical situations, \( H \sim 10 \) to 100 m, \( \Delta \sigma \sim 0.1 \) to 10 MPa, \( K_{1c} \sim 0.1 \) to 1 MPa·m\(^{1/2}\), \( E' \sim 10^3 \) to 10\(^4\) MPa, \( \mu \sim 10^{-5} \) to 10\(^{-4}\) MPa·s, \( C' \sim 10^{-6} \) to 10\(^{-3}\) m·s\(^{1/2}\), and \( Q_o \sim 10^{-3} \) to 10\(^{-1}\) m\(^3\)/s, then \( C \) and \( K \) will generally vary between 10\(^{-2}\) and 1. As we will discuss in a later section, the number \( C \) is related to a ratio of two timescales.

### 3.2 Equilibrium Height

We can now formulate the mathematical model in dimensionless form. First, the relationship between the fracture height \( \lambda \), the net pressure \( \Pi \), and the toughness \( K \) is deduced from (8) to be

\[
\Pi = 1 - \frac{2}{\pi} \arcsin \left( \frac{1}{\lambda} \right) + \frac{K}{\pi \sqrt{\lambda}}.
\]  

(19)

For the particular case of zero toughness, we obtain

\[
\lambda = \csc \left[ \frac{\pi}{2} (1 - \Pi) \right], \quad K = 0.
\]  

(20)
With the exception of $K = 0$, the pressure $\Pi$ is not a monotonic function of $\lambda$. Indeed, according to (19), $\Pi$ achieves a maximum value when $\lambda = \lambda_u$, given by

$$\lambda_u = \frac{8 + \sqrt{K^3 + 64}}{K^2}, \quad K > 0. \tag{21}$$

The decrease of $\Pi$ with $\lambda$ for $\lambda > \lambda_u$ can readily be explained as follows. As $\lambda$ becomes relatively large (and $K > 0$), the fracture asymptotically approaches the shape of a “Griffith’s crack,” i.e., a fracture subjected to a uniform net pressure. In other words, the contribution of the loading in the reservoir layer to the stress intensity factor becomes less relevant for increasing $\lambda$. For a Griffith’s crack of length $h$ in critical equilibrium with a uniform net pressure $p' = p - \Delta \sigma$, the toughness, length and pressure are related according to $\Pi = \frac{K}{\pi \sqrt{\lambda}} + 1$ (using scaling (17)), which is exactly the dominant term in (19) for large $\lambda$, since $\arcsin\left(\frac{1}{\lambda}\right) \sim \frac{1}{\lambda} + O(\lambda^{-3})$ for $\lambda \gg 1$. Thus it is expected that the pressure $\Pi$ should eventually decay as $\sim 1/\sqrt{\lambda}$.

The main implication of the above result is that unstable height growth is expected to take place once $\lambda > \lambda_u$. We will assume that $\lambda > \lambda_u$ is indeed the criterion of instability, on noting that the net pressure increases with time according to numerical simulations. A formal argument, however, would require us to prove that $\partial \Pi / \partial \tau > 0$ in the vertical cross-section where the height becomes unstable. The equilibrium height P3D model is obviously not valid once this critical height is exceeded, as one of the assumptions, namely that the rate of flow (or fracture propagation) in the vertical direction is much less than the rate of flow in the horizontal direction, is then violated. The possibility of unstable height growth is mentioned in [27], but no criterion for calculating the critical height is given in that paper.

### 3.3 Fracture Compliance

After eliminating the pressure $\Pi$ using the equilibrium height equation (19), the scaled opening profile $\Omega(\zeta)$ can be deduced from (7)

$$\Omega = \frac{8}{\pi^2} \left[ \frac{K}{2 \sqrt{\lambda}} \sqrt{\lambda^2 - 4\zeta^2} - 2\zeta \phi_1(\zeta; \lambda) + \phi_2(\zeta; \lambda) \right] \tag{22}$$
where the functions $\phi_1$ and $\phi_2$ are defined\(^1\) by

$$
\phi_1(\zeta; \lambda) = \begin{cases}
\arctanh \left( \frac{2\sqrt{\lambda^2 - 4\zeta^2}}{\lambda^2 - 1} \right), & 0 \leq |\zeta| < 1/2 \\
\arctanh \left( \frac{\sqrt{\lambda^2 - 4\zeta^2}}{2\sqrt{\lambda^2 - 1}} \right), & 1/2 < |\zeta| \leq \lambda/2
\end{cases}
$$

$$
\phi_2(\zeta; \lambda) = \begin{cases}
\arctanh \left( \frac{\sqrt{\lambda^2 - 1}}{\sqrt{\lambda^2 - 4\zeta^2}} \right), & 0 \leq |\zeta| < 1/2 \\
\arctanh \left( \frac{\sqrt{\lambda^2 - 4\zeta^2}}{\lambda^2 - 1} \right), & 1/2 < |\zeta| \leq \lambda/2
\end{cases}
$$

A large $\lambda$ asymptotic expression for $\Omega$ can readily be derived from (22) as

$$
\Omega \approx \frac{4}{\pi^2} \left[ \left( \frac{\mathcal{K}}{\sqrt{\lambda}} - \frac{2\lambda}{\lambda} \right) \sqrt{\lambda^2 - 4\zeta^2} + \ln \left( \sqrt{\lambda^2 - 4\zeta^2 + \lambda} \right) \right], \quad 1 < \zeta < \lambda
$$

This asymptotic expression for the fracture aperture can alternatively be obtained by superposing the aperture corresponding to a uniform equilibrium pressure in the fracture and the solution for a unit force dipole that accounts for the reduced confining stress across the reservoir layer. Plots of $\Omega(\zeta)$ for different values of $\lambda$ and $\mathcal{K}$ are shown in Fig. 2.

The average opening $\bar{\Omega}$, defined as

$$
\bar{\Omega} = 2 \int_0^{\lambda/2} \Omega(\zeta) d\zeta,
$$

can then be calculated by integrating (22), which yields

$$
\bar{\Omega} = \frac{1}{\pi} \left( \frac{\mathcal{K} \lambda^{3/2}}{2\sqrt{\lambda^2 - 1}} \right), \quad \lambda > 1
$$

It is convenient to introduce the function $c(\lambda; \mathcal{K})$ defined as

$$
c = \frac{\bar{\Omega}}{\bar{\Pi}}
$$

The function $c(\lambda; \mathcal{K})$ is actually a “compliance correction function” as the fracture compliance $M = \bar{w}/p$ can be expressed as

$$
M = c(\lambda; \mathcal{K}) M_0.
$$

\(^1\) Notice that whereas the functions $\phi_1$ and $\phi_2$ are discontinuous, with singularities at $\zeta = \pm \frac{1}{2}$, the combination $-2\zeta \phi_1 + \phi_2$ is analytic for $|\zeta| \leq \lambda/2$, except at $\zeta = \pm 1/2$. However, the limit at these points exists, and is given by $\ln \lambda$. 
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Thus $c(\lambda; K)$ adjusts the elastic compliance at any given vertical section of the fracture to account for the height growth. Using (24) and (19), the latter to express $\Pi$ as a function of $\lambda$ and $K$, $c(\lambda; K)$ is given explicitly by

$$c(\lambda; K) = \frac{\sqrt{\lambda} \left( K \lambda^{3/2} + 2\sqrt{\lambda^2 - 1} \right)}{K + \sqrt{\lambda} \left[ \pi - 2 \arcsin \left( \frac{1}{\lambda} \right) \right]}.$$  \hspace{1cm} (26)

The function $c(\lambda; K)$ is a regular, strictly positive function, with $c(1; K) = 1$ and is unbounded for $\lambda \to \infty$. Plots of this function for different values of dimensionless toughness $K$ are shown in Fig. 3. For $K = 0$, the compliance correction $c$ can also be directly expressed as a function of $\Pi$, i.e.,

$$c = \frac{2}{\pi \Pi} \tan \left( \frac{\pi \Pi}{2} \right), \ K = 0.$$

Equivalently, combination of (20) and (24) allows us to derive the following direct relation between $\Omega$ and $\Pi$ for $K = 0$

$$\frac{\pi}{2} \Omega = \tan \left( \frac{\pi \Pi}{2} \right), \ K = 0.$$  \hspace{1cm} (27)

### 3.4 Viscous Flow

Using the scaling (16), Poiseuille’s law (11) becomes

$$\tilde{\Psi} = -g(\lambda; K) \frac{\Omega^3}{\gamma} \frac{\partial \Pi}{\partial \xi}$$  \hspace{1cm} (28)

where

$$g(\lambda; K) = \frac{\pi^2}{12 \Omega^3} \int_{-\lambda/2}^{\lambda/2} \Omega^3 d\zeta.$$  \hspace{1cm} (29)

The function $g(\lambda; K)$ is a regular, strictly positive function, which asymptotically tends to zero as $\lambda \to \infty$, and $\lim_{\lambda \to 1^+} g(\lambda; K) = 1$; however, it cannot be expressed in a closed form. (Details about the asymptotics of the function $g(\lambda; K)$ can be found in Appendix B.)

It is advantageous to express (28) as

$$\Psi = -\frac{1}{\gamma} \Phi(\lambda; K) \Omega^3 \frac{\partial \Omega}{\partial \xi},$$  \hspace{1cm} (30)

by defining the shape function $\Phi$ as

$$\Phi(\lambda; K) = g \frac{\partial \Pi}{\partial \lambda} \frac{\partial \lambda}{\partial \Omega}.$$  \hspace{1cm} (31)
Using (19) and (24), the function $\Phi$ can be written as

$$
\Phi(\lambda; K) = \frac{4\sqrt{\lambda - K \sqrt{\lambda^2 - 1}}}{\lambda^2 \left( 4\sqrt{\lambda} + 3K \sqrt{\lambda^2 - 1} \right)} g(\lambda; K). \tag{32}
$$

As expected, $\lim_{\lambda \to 1+} \Phi(\lambda; K) = 1$. Notice that for $K = 0$, the above expression reduces to

$$
\Phi(\lambda; 0) = \lambda^{-2} g(\lambda; 0). \tag{33}
$$

The function $\Phi(\lambda; K)$ eventually becomes negative as $\lambda$ increases, except for $K = 0$ when it tends monotonically to zero. It can readily be shown that the function becomes negative when $\lambda \geq \lambda_u$; indeed both $\partial \lambda / \partial \Omega$ and $g$ are strictly positive for $\lambda > 1$ and thus the change of sign in $\Phi$ simply reflects the change of sign in $\partial \Pi / \partial \lambda$, associated with the maximum value of $\Pi$ achieved at $\lambda_u$. A negative value for $\Phi$ actually implies a reversal of the direction of flow (i.e., the fluid would flow from the tip to the inlet - which is unphysical for a growing fracture) in that part of the fracture for which $\lambda > \lambda_u$, unless the gradient of opening $\partial \Omega / \partial \xi$ also reverses sign, at least locally. This unphysical situation for $\lambda > \lambda_u$ clearly demonstrates the limitation of the equilibrium height P3D model.

Finally the local continuity equation can be written as

$$
\frac{1}{\gamma} \frac{\partial \bar{\Psi}}{\partial \xi} + \frac{\xi}{\gamma} \frac{\partial \bar{\Omega}}{\partial \xi} + \frac{C}{\sqrt{\tau(1 - \theta)}} = 0 \tag{34}
$$

where $\theta(\xi, \tau) = t_o / t$ is the normalized arrival time. Note that the presence of the advective term is due to the stretching nature of the $\xi$-coordinate.

### 3.5 Scaled Mathematical Model

As a result of the above considerations, it is now possible to formulate the P3D model as a non-linear convection diffusion equation for the mean aperture field $\bar{\Omega}(\xi, \tau)$ and an evolution equation for the fracture length $\gamma(\tau)$.

The governing equation for $\bar{\Omega}(\xi, \tau)$ is obtained by combining Poiseuille’s law (30) and the balance law (34)

$$
\dot{\bar{\Omega}} = \xi \frac{\gamma}{\gamma} \frac{\partial \bar{\Omega}}{\partial \xi} + \frac{1}{\gamma^2} \frac{\partial}{\partial \xi} \left( \Psi(\Omega; \kappa) \Omega^3 \frac{\partial \Omega}{\partial \xi} \right) - \frac{C}{\sqrt{\tau(1 - \theta)}} \tag{35}
$$
where the function $\Upsilon(\bar{\Omega}; \mathcal{K})$ is defined as

$$
\Upsilon = \Phi \left( \tilde{\lambda}(\Omega), \mathcal{K} \right)
$$

(36)

with $\tilde{\lambda}(\bar{\Omega})$ denoting the inverse function of (24), the relationship between $\bar{\Omega}$ and the equilibrium height $\lambda$. Plots of the function $\Upsilon(\bar{\Omega}; \mathcal{K})$ for different values of the dimensionless toughness $\mathcal{K}$ are shown in Fig. 4. The function $\Upsilon(\bar{\Omega}; \mathcal{K})$ is not known in closed form; however, for large $\bar{\Omega}$, $\Upsilon \sim \bar{\Omega}^{-4}$ if $\mathcal{K} = 0$ and $\Upsilon \sim \bar{\Omega}^{-8/3}$ if $\mathcal{K} > 0$, and

$$
\Upsilon = 1, \quad \text{if} \quad 0 \leq \bar{\Omega} \leq \bar{\Omega}_b
$$

(37)

where $\bar{\Omega}_b$ is the critical value of the aperture at which height growth starts. It is readily deduced from the equilibrium condition (24) between $\lambda$ and $\bar{\Omega}$, which is only valid for $\lambda > 1$ that

$$
\bar{\Omega}_b = \mathcal{K}/\pi.
$$

(38)

Next, an equation for $\gamma(\tau)$ is obtained by integrating (12) in space over the length of the fracture and then in time from the initial time to the current time to obtain

$$
\tau = \gamma \int_0^1 \bar{\Omega}(\xi, \tau) d\xi + 2C\gamma \int_0^1 \sqrt{\tau - \tau_0(\gamma \xi)} d\xi
$$

(39)

The boundary conditions at the inlet ($\xi = 0$) and at the leading edge ($\xi = 1$) are given by

$$
\bar{\Psi}(0, \tau) = 1, \quad \bar{\Omega}(1, \tau) = \bar{\Psi}(1, \tau) = 0, \quad \tau > 0
$$

(40)

Naturally, the boundary conditions in the terms of the flux $\bar{\Psi}$ can be transformed to be expressed in terms of $\bar{\Omega}$ only, using (24) and (30).

The initial condition for $\bar{\Omega}(\xi, \tau)$ is taken to correspond to a small time asymptotic solution when the fracture remains contained in the reservoir layer (i.e. $\bar{\Omega} \leq \bar{\Omega}_b$), and when leak-off is negligible. This similarity solution, referred to as the M-solution below, is governed by (35) with $\Upsilon = 1$ and $\mathcal{C} = 0$.

The system of equations (35),(39),(40), together with the small time asymptotic solution, constitute a closed system to solve for the aperture field $\bar{\Omega}(\xi, \tau)$ and the fracture length $\gamma(\tau)$.
3.6 Tip Asymptotics

We now examine the nature of the solution near the leading edge. In the neighbourhood of the tip, the leak-off term $C/\sqrt{\tau(1-\bar{\theta})}$ can be approximated as

$$\frac{C}{\sqrt{\tau(1-\bar{\theta})}} \approx C \sqrt{\frac{\dot{\gamma}}{\gamma(1-\xi)}}, \quad 1 - \xi \ll 1$$  \hspace{1cm} (41)

Using (41), the balance equation (34) is integrated in a small region of size $\epsilon \ll 1$ near the leading edge

$$\int_{1-\epsilon}^{1} \left[ \frac{1}{\gamma} \frac{\partial \Psi}{\partial \xi} + \dot{\Omega} - \xi \frac{\dot{\gamma}}{\gamma} \frac{\partial \Omega}{\partial \xi} + C \left( \frac{\dot{\gamma}}{\gamma(1-\xi)} \right)^{1/2} \right] \, d\xi = 0$$  \hspace{1cm} (42)

which, after taking into account the boundary conditions $\Psi = \Omega = 0$ at $\xi = 1$, implies that

$$\Psi \xi^{-1} \dot{\gamma} \Omega + 2 C \sqrt{\gamma \dot{\gamma}(1-\xi)}$$  \hspace{1cm} (43)

Combining (43) with Poiseuille’s law (30) then yields

$$\frac{\dot{\Omega}^2}{\gamma} \frac{\partial \Omega}{\partial \xi} + \dot{\Omega} + 2 C \sqrt{\gamma \dot{\gamma}} (1-\xi)^{\xi^{-1} 0}$$  \hspace{1cm} (44)

where we have taken into account that $\Phi \sim 1$ as $\xi \to 1$.

In the two limiting cases of storage- and leak-off-dominated asymptotics, the behaviour of $\tilde{\Omega}$ near the leading edge can be deduced from (44), by adopting an asymptotic solution for $\tilde{\Omega}$ of the form

$$\tilde{\Omega} \sim A(\tau)(1-\xi)^{\alpha}$$  \hspace{1cm} (45)

In the storage-dominated case, the first two terms in (44) have to balance; hence

$$\alpha = \frac{1}{3}, \quad A = \sqrt[3]{\frac{2}{\gamma \dot{\gamma}}}$$  \hspace{1cm} (46)

In the leak-off-dominated case, however, the first and third term in (44) have to balance; hence the power law index $\alpha$ and the strength $A$ are given by

$$\alpha = \frac{3}{8}, \quad A = \frac{2}{3^{1/4}} \left( \dot{\gamma} \gamma^2 \right)^{1/8}$$  \hspace{1cm} (47)

The tip asymptotic behaviour in between these two limiting cases can also be obtained, see [29] for more details. However, a pragmatic approach is to adopt (46) when $\gamma < \gamma_c$ (or $\tau < \tau_c$) and (47) when $\gamma \geq \gamma_c$ (or $\tau \geq \tau_c$) where

$$\gamma_c = \frac{\gamma_{mo}^{8/3}}{\gamma_{mo}^{5/3}}, \quad \tau_c = \left( \frac{\gamma_{mo}}{\gamma_{mo}} \right)^{10/7}$$  \hspace{1cm} (48)
with $\gamma_{mo}$ and $\gamma_{\tilde{m}o}(C)$, two numbers that are related to the asymptotics of the fracture length for a PKN fracture at small and large time, i.e. when the contained fracture propagates in the storage- and leak-off-dominated regime, respectively (see (49) and (50) below). The length $\gamma_c$ corresponds to the intersection of the small and large time asymptotic solutions for the length of a PKN fracture, while $\tau_c$ is the time corresponding to the intersection of these two asymptotes. In the MATLAB code listed in Appendix C, the switch between the two tip asymptotes is based on the time criterion. This approach (based on either the length or the time criterion) is empirically justified by the observations, reported further in this paper, that the evolution of the fracture length is influenced little by the height growth. An alternative empirical approach would be to switch from (46) to (47) for the tip asymptote, when the tip velocity decreases below a critical value deduced from comparing the small and large time asymptotics for the tip velocity of a contained fracture.

4 Regimes of Solution

4.1 Time Scales and Similarity Solutions

The P3D fracture problem is governed by two time scales, one legislating the height growth and the other characterizing the transition from a storage-dominated to a leak-off-dominated regime.

The characteristic time $t_*$ introduced earlier does not depend on the toughness $K_{Ic}$ of the adjacent layers, nor on the leak-off coefficient $C'$ of the reservoir layer. It actually represents the time scale needed to reach, under the particular conditions $C = K = 0$, a large time similarity solution characterized by $\gamma = \text{Const.}$ and $\bar{\Omega} \sim \tau$ on account that $\Upsilon \sim \bar{\Omega}^{-4}$ when $\tau \gg 1$. Unfortunately, this similarity solution violates the basic assumption on which the P3D model is based, namely that the flow is mainly horizontal (i.e. longitudinal), and is therefore only a mathematical curiosity devoid of any physical interest. Nonetheless, $t_*$ represents a scale for the time required to reach this height growth dominated similarity solution.

Under conditions when the fracture remains confined to the reservoir ($\lambda = 1$), the time scale $C^{-10/3}t_*$ characterizes the transition between a regime where the injected fluid is essentially occupying the fracture to a regime where most of the fluid leaks into the reservoir. Both regimes are described
by similarity solutions with a power law dependence on time [29], see Appendix A for further details.

- M-solution (storage-dominated regime):

\[
\bar{\Omega}(\xi, \tau) = \Omega_{mo}(\xi)\tau^{1/5}, \quad \gamma(\tau) = \gamma_{mo}\tau^{4/5}
\]

with \(\gamma_{mo} \approx 1.006\) and \(\Omega_{mo}(0) \approx 1.326\).

- \(\bar{\Omega}\)-solution (leak-off-dominated regime):

\[
\bar{\Omega}(\xi, \tau) = \bar{\Omega}_{\tilde{\gamma}mo}(\xi, C)\tau^{1/8}, \quad \gamma(\tau) = \gamma_{\tilde{\gamma}mo}(C)\tau^{1/2}
\]

with \(\gamma_{\tilde{\gamma}mo} = 2/\pi C\) and \(\bar{\Omega}_{\tilde{\gamma}mo}(0) = 2/\pi^{1/2}C^{1/4}\).

Thus the transition between the early-time M-solution and the large-time \(\bar{\Omega}\)-solution evolves with the dimensionless time \(C^{10/3}\tau\). Calculations with the PKN model show, with an error of about 2\% or less, that the confined fracture grows in the storage-dominated regime if \(C^{10/3}\tau \lesssim 10^{-5}\) and in the leak-off-dominated regime if \(C^{10/3}\tau \gtrsim 10^{3}\) [29]. Reaching the \(\bar{\Omega}\)-solution requires \(K\) to be large enough (actually at least of order \(O(10C^{-2/3})\)) to ensure containment of the fracture within the reservoir layer.

The M-solution is of particular importance because it serves as a small time asymptotic solution from which the P3D fracture evolves. While other processes may have taken place at times prior to those at which the M-solution is applicable (for example, when the fracture length is smaller than or of the same order as the reservoir thickness \(H\)), the existence of an intermediate time similarity solution usually implies that the details of the earlier fracture evolution do not affect the process anymore once the similarity solution develops [30]. This means that the evolution of the P3D fracture can effectively start from the M-solution, and that the prior history can be ignored. However, as shown below, the M-solution is an appropriate small time asymptotic solution for the P3D fracture, only if the dimensionless toughness \(K > 0\).

### 4.2 Phases in Fracture Height Growth

In principle, we can identify four phases of height growth during propagation of the P3D hydraulic fracture, which are delimited by three time markers: (i) the breakthrough time \(\tau_b\), corresponding to
the onset of height growth, (ii) $\tau_p$ when the fracture has penetrated into the layers bounding the reservoir layers throughout its length, and (iii) $\tau_u$ when height growth becomes unstable.

1. Complete fracture containment: $\lambda(\xi, \tau) = 1$ for $0 \leq \xi \leq 1$ and $\tau \leq \tau_b(\mathcal{C}, \mathcal{K})$. The fracture opening $\bar{\Omega}$ is everywhere less than the threshold value $\bar{\Omega}_b = \mathcal{K}/\pi$ given by (38). During this phase, the fracture behaves according to the PKN solution [9, 29].

2. Partial fracture containment: $\lambda(\xi, \tau) > 1$ for $0 \leq \xi < \xi_l(\tau)$ and $\lambda(\xi, \tau) = 1$ for $\xi_l(\tau) \leq \xi \leq 1$; $\tau_b(\mathcal{C}, \mathcal{K}) \leq \tau \leq \tau_p(\mathcal{C}, \mathcal{K})$. At the interface, $\bar{\Omega}(\xi_l, \tau) = \bar{\Omega}_b$ and $\lambda(\xi_l, \tau) = 1$. The position $\xi_l(\tau)$ of the interface between the contained and uncontained fracture regions increases with time, with $\xi_l(\tau_b) = 0$ and $\xi_l(\tau_p) = 1$. In the limit $\mathcal{K} = 0$, the fracture is never contained, i.e., $\tau_b = \tau_p = 0$.

3. No fracture containment: $\lambda(\xi, \tau) > 1$ for $0 \leq \xi < 1$ and $\tau_p(\mathcal{C}, \mathcal{K}) \leq \tau \leq \tau_u(\mathcal{C}, \mathcal{K})$. The fracture opening $\bar{\Omega}$ is larger than $\bar{\Omega}_b(\mathcal{K})$ throughout $0 \leq \xi \leq \xi_l(\tau)$ but less than $\bar{\Omega}_u(\mathcal{K})$ at which value the height growth becomes unstable.

4. Unstable height growth: $\lambda(1, \tau) > \lambda_u(\mathcal{K})$ for $\tau \geq \tau_u(\mathcal{C}, \mathcal{K})$. The solution loses its physical meaning once the height growth becomes unstable, which corresponds to the condition $\bar{\Omega} = \bar{\Omega}_u$, given by

$$\bar{\Omega}_u = \frac{1}{\pi \mathcal{K}^2} \left( 16 + \sqrt{\mathcal{K}^4 + 64} \right) \sqrt{8 + \sqrt{\mathcal{K}^4 + 64}}$$

(51)

Since $\bar{\Omega}$ is a monotonically decreasing function, i.e., $\partial \bar{\Omega}/\partial \xi < 0$ of $\xi$ (otherwise the fluid flow would be reversed), the runaway condition will first be reached at the inlet. Hence the time $\tau_u$ at which the instability takes place corresponds to $\bar{\Omega}(0, \tau_u) = \bar{\Omega}_u$. The onset of unstable height growth marks the end of applicability of the equilibrium height P3D model, but the beginning of relevance of the dynamic height model.

Unlike the calculations of $\tau_p$ and $\tau_u$, which require solving the full set of equations governing the evolution of the P3D fracture, the breakthrough time $\tau_b(\mathcal{C}, \mathcal{K})$ can be readily calculated from the known contained (PKN) fracture solution. The evolution of the fracture aperture at the wellbore $\bar{\Omega}_0(\tau) = \bar{\Omega}(0, \tau)$ can be deduced from the PKN solution to be of the form [29]

$$\bar{\Omega}_0(\tau; \mathcal{C}, \mathcal{K}) = \left( \frac{2}{\mathcal{C}} \right)^{2/3} \bar{\Omega}_{0s} \left( \frac{\mathcal{C}^{10/3}}{24^{3/2}} \tau \right)$$

(52)
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where the function $\tilde{\Omega}_0(\tau_s)$ is the inlet opening in the PKN scaling [29]. Since the fracture starts to grow into the confining layers when the mean fracture aperture at the borehole reaches the threshold $\tilde{\Omega}_b(\mathcal{K})$, the breakthrough time $\tau_b$ is deduced to be given by

$$
\tau_b = \frac{2^{4/3}}{C^{10/3}} \tilde{\Omega}_0^{-1} \left( \frac{C^{2/3} \mathcal{K}}{2^{2/3} \pi} \right)
$$

(53)

where $\tilde{\Omega}_0^{-1}$ denotes the inverse function of $\tilde{\Omega}_0$. From the known small and large time asymptotics of $\tilde{\Omega}_0$, the asymptotics of $\tau_b$ for small and large $C^{2/3} \mathcal{K}$ can readily be deduced.

- Storage-dominated asymptote

$$
\tau_{bs} = \left( \frac{\mathcal{K}}{\pi \tilde{\Omega}_{mo}(0)} \right)^5 \simeq 0.797 10^{-3} \mathcal{K}^{-5}, \quad C^{2/3} \mathcal{K} \lesssim 0.66
$$

(54)

- Leak-off-dominated asymptote

$$
\tau_{bd} = \frac{C^2 \mathcal{K}^8}{2^{8/4} \pi^4}, \quad C^{2/3} \mathcal{K} \gtrsim 8.5
$$

(55)

The above expression for $\tau_{bs}$ shows that the M-solution is not the appropriate early-time solution for the P3D geometry, if $\mathcal{K} = 0$. However, we still use the M-solution to initialize the calculations in that case since the correct early time solution has not yet been established.

Contour plots of the breakthrough time $\tau_b(\mathcal{C}, \mathcal{K})$ in the space $(\mathcal{C}, \mathcal{K})$ are shown in Fig. 8.

5 Numerical Algorithm

5.1 A fourth order collocation scheme to solve the model equations

In this section we describe a fourth order collocation scheme to solve the two-point boundary value problem (35) along with the boundary conditions (40). In order to express the model equations as a first order system over the domain $\xi \in (0, 1)$, we revert to Poiseuille’s law and the original conservation law, which can be expressed in the form

$$
\frac{\partial \tilde{\Omega}}{\partial \xi} = -\frac{\gamma \tilde{\Psi}}{T(\Omega; \mathcal{K}) \Omega^3} = F_1(\xi; \tilde{\Omega}, \tilde{\Psi}, \gamma)
$$

(56)
\[
\frac{\partial \bar{\Psi}}{\partial \xi} = -\frac{\xi \gamma \bar{\Psi}}{\bar{\Upsilon}(\Omega; K)\Omega^2} - \gamma \dot{\Omega} - \frac{C}{\sqrt{\tau - \tau_0(\gamma \xi)}} = F_2(\xi; \bar{\Omega}, \bar{\Psi}, \gamma)
\]  
(57)

Equation (39) for \(\gamma(\tau)\), expressing global conservation of the fracturing fluid, i.e.,
\[
\tau = \gamma \int_0^1 \bar{\Omega}(\xi, \tau) d\xi + 2C\gamma \int_0^1 \sqrt{\tau - \tau_0(\gamma \xi)} d\xi
\]  
(58)

completes the system of equations. The time derivatives in (56) and (57) are replaced by the following backward difference approximations
\[
\dot{\gamma} \approx \frac{\gamma_\tau - \gamma_{\tau-\Delta\tau}}{\Delta\tau} \quad \text{and} \quad \dot{\Omega} \approx \frac{\bar{\Omega}_\tau - \bar{\Omega}_{\tau-\Delta\tau}}{\Delta\tau}
\]  
(59)

With these difference approximations, (56) and (57) are reduced to a system of ordinary differential equations for \(\bar{\Omega}\) and \(\bar{\Psi}\), which, when combined with (58), form a nonlinear system that is sufficient to determine \((\bar{\Omega}, \bar{\Psi}, \gamma)\) at time \(\tau\) given the values at \(\tau - \Delta\tau\). This time stepping strategy can be interpreted as the Implicit Euler approximation to the time derivatives in a method of lines scheme in which the spatial discretization has yet to be defined. The inlet boundary condition \(\bar{\Psi}(0, \tau) = 1\) is imposed at the left endpoint of the domain. At the right endpoint of the domain \(\xi = 1\), corresponding to the fracture tip, we have seen from our asymptotic analysis that \(\bar{\Omega} \sim A(\tau)(1-\xi)^\alpha\), where \(0 < \alpha < 1\). Thus polynomial approximations to \(\bar{\Omega}\), which include the tip, would be inaccurate due to the fact that the derivatives of \(\bar{\Omega}\) are singular. For this reason we decompose the interval \([0, 1]\) as follows \([0, 1] = [0, \xi_c] \cup (\xi_c, 1]\) into a channel region \([0, \xi_c]\) and a tip region \((\xi_c, 1]\). In the channel region we apply a collocation approximation to (56) and (57) and use a consistent approximation for the integrals in (58). The right boundary condition for this system of ODE is then provided by the appropriate tip asymptotic solution (45) evaluated at \(\xi_c\), while the remaining contributions from the tip region to the integrals in (58) are determined by the tip asymptotics. In particular, assuming the asymptotic behavior (45) we obtain the following approximation for the storage integral over the tip region
\[
\int_{\xi_c}^1 \bar{\Omega}(\xi, \tau) d\xi \approx \frac{A(\tau)}{1 + \alpha} (1 - \xi_c)^{1+\alpha}
\]  
(60)

and we make the following approximation to the leak-off integral over the tip region
\[
\int_{\xi_c}^1 \sqrt{\tau - \tau_0(\gamma \xi)} d\xi \approx \int_{\xi_c}^1 \sqrt{\frac{\gamma}{\xi}} (1 - \xi) d\xi = \left(\frac{\gamma}{\xi}ight)^{1/2} \frac{2}{3} (1 - \xi_c)^{3/2}
\]  
(61)

In order to discretize the nonlinear system (56) and (57), the interval \([0, \xi_c]\) is partitioned into \(n - 1\) subintervals with breakpoints \(\{0 = \xi_1, \xi_2, \ldots, \xi_{n-1}, \xi_n = \xi_c\}\). Defining the vector \(Y = (\bar{\Omega}, \bar{\Psi})\)
we can re-write the system of equations (56) and (57) in the following compact form

\[ \frac{dY}{d\xi} = F(\xi; Y, \gamma) \]  

(62)

where \( \gamma \) is regarded as a parameter and the components of the gradient field \( F(\xi; Y, \gamma) \) are defined in (56) and (57). Following the approximation scheme adopted in [31], we assume a Hermite cubic approximation to \( Y \) on each subinterval. Integrating (62) over a typical subinterval \([\xi_k, \xi_{k+1}]\), we obtain an integral form of (62), which we then approximate using Simpson’s Rule

\[ Y_{k+1} = Y_k + \int_{\xi_k}^{\xi_{k+1}} F(\xi; Y(\xi), \gamma) d\xi = Y_k + \frac{\Delta \xi}{6} \left[ F_{k+1} + 4F_{k+\frac{1}{2}} + F_k \right] + O(\Delta \xi^5) \]

As in [31] we use the following Hermite cubic approximant to \( \tilde{Y}_{k+\frac{1}{2}} = \frac{Y_k + Y_{k+1}}{2} - \frac{\Delta \xi}{8} (F_{k+1} - F_k) \) to evaluate \( F_{k+\frac{1}{2}} \simeq F(\xi_{k+\frac{1}{2}}, \tilde{Y}_{k+\frac{1}{2}}) \) in the Simpson approximation. Consistent with the above approximation, we use the Composite Simpson’s Rule to approximate the storage and leak-off integrals over the channel region.

The above discretizations reduce the continuous system (56)-(58) to a system of \( 2n - 1 \) nonlinear equations for the \( 2n+1 \) unknowns \( \{ \tilde{\Omega}_1, \ldots, \tilde{\Omega}_n; \tilde{\Psi}_1, \ldots, \tilde{\Psi}_n; \gamma \} \). The two boundary conditions \( \tilde{\Psi}_1 = 1 \) and \( \tilde{\Omega}_n = \tilde{\Omega}_{tip}(\xi_c) \) provide the additional constraints required to solve for the \( 2n + 1 \) unknowns. The complete system of nonlinear equations is solved at each time step using a Newton iteration scheme in which a finite difference approximation is used to evaluate the Jacobian for the system at each iteration.

5.2 Accuracy and Robustness of the Algorithm

The spatial discretization used in the numerical scheme has a global truncation error of \( O(\Delta \xi^4) \), see [31], while the backward difference formula used to approximate the time derivatives has a truncation error of \( O(\Delta \tau) \). To match the spatial to time scaling \( \xi/\sqrt{\tau} \), which is intrinsic to diffusion problems, it might be desirable to use a second order backward difference approximation to achieve a truncation order \( O(\Delta \xi^4, \Delta \tau^2) \). However, we have chosen not to do this in order to maintain the simplicity and brevity of the code listed in Appendix C. For this class of problems an explicit time stepping scheme would require a CFL condition of the form \( \Delta \tau \leq k \Delta \xi^2 \), necessitating extremely small time steps and long run times. Since the implicit backward difference time stepping scheme used in this
algorithm is an L-stable method there is no time step restriction. In order to perform simulations that connect both small and large time scales, we have found that increasing the size of the time step by a geometric factor \( r > 1 \), i.e., \( \Delta \tau_{k+1} = r \Delta \tau_k \) at each time step to be a successful approach. For the results presented in the next section, we have chosen a conservative approach for the choice of the geometric time factor \( r = 1.01 \) in order to reduce the \( O(\Delta \tau) \) truncation errors to a minimum. For the problems in which we explore the penetration of the layers, we have also chosen a relatively fine spatial mesh \( n = 60 \) in order to be able to capture the evolving penetration boundary \( \lambda = 1 \) with greater resolution. However, substantially larger \( r > 2 \) factors are possible without adversely affecting the results and, as the comparisons with the PKN asymptotic solutions demonstrate, a coarse mesh comprising just \( n = 10 \) collocation points yields results that are almost indistinguishable from the asymptotic solutions.

6 Numerical Simulations

In this section, we report results of a series of numerical simulations performed using the algorithm described above. First, we validate the algorithm by comparing the results of the simulations with the known small and large time asymptotic solutions under conditions when height growth is prohibited. Second, we perform a series of simulations in which height growth is allowed and for which the leak-off and toughness parameters, \( C \) and \( K \), assume one of the values 0 or 1.

6.1 Simulation without Height Growth (PKN)

To validate the numerical algorithm, we conducted a simulation by forcing the fracture to remain contained within the reservoir layer (i.e., \( \lambda(\xi, \tau) = 1 \)), which formally corresponds to the limiting case \( K = \infty \). Although the dimensionless leak-off coefficient \( C \) can be absorbed through a rescaling of the equations in this particular case, by redefining the characteristic time, length, and width (see Appendix A), the calculations were nonetheless performed on the basis of the originally scaled equations for \( C = 1 \). The discretization parameters for the simulation were \( n = 10 \) and \( r = 1.2 \). The calculations were started at \( \tau = 10^{-8} \) with an initial time step \( \Delta \tau = 10^{-9} \), and ended at \( \tau = 10^5 \), so as to guarantee that the computed solution indeed evolves from the small time to the large time...
similarity solution.

The computed evolution of the fracture length, \( \gamma(\tau) \), and of the average aperture at the inlet, \( \bar{\Omega}(0, \tau) \), is shown in Fig. 5, together with the small and large time asymptotes. It can be seen that the computed solution faithfully tracks the small time asymptotics initially and recovers the large time asymptotics very well at the end of the simulation. A comparison between the aperture profile computed at the beginning of the simulation (\( \tau = 1.16 \times 10^{-7} \)) with that corresponding to the small time similarity solution is shown in Fig. 6. In this figure the solid circles correspond to the actual collocation points whereas the open circles correspond to the midpoint values at which the Hermite cubic interpolants \( \tilde{Y}_{k+\frac{1}{2}} \) are used. The time horizon at which these aperture profiles are sampled is denoted by the first pair of solid circles shown on the fracture length and aperture plots presented in Fig. 5. A similar comparison at the end of the simulation (\( \tau = 10^5 \)) with the large time similarity solution can be found in Fig. 7. The time horizon at which these aperture profiles are sampled is denoted by the last pair of solid circles shown on the fracture length and aperture plots presented in Fig. 5. The numerical and the closed-form solutions are virtually indistinguishable on both plots.

### 6.2 Simulations with Height Growth

A series of four simulations with height growth were undertaken with \( C \) and \( K \), each taking the values 0 or 1. The discretization parameters for the simulation were \( n = 60 \) and \( r = 1.01 \). We choose to use a large number of spatial collocation points in order to ensure that we capture the penetration free boundary \( \lambda = 1 \) with sufficient resolution. In addition, we choose this modest geometric growth factor to ensure that the truncation error due to the first order time discretization remains negligible. The calculations were started at \( \tau = 10^{-8} \) with an initial time step \( \Delta \tau = 10^{-9} \) for both \( C = 0 \) and \( C = 1 \). The simulation proceeded until \( \tau = 10^2 \) or \( \lambda(0, \tau) = 5.0 \) whichever event occurred first.

The evolution of the fracture length, \( \gamma(\tau) \), the average fracture aperture at the borehole, \( \bar{\Omega}(0, \tau) \), and the fracture height at the inlet, \( \lambda(0, \tau) \), are shown in Figs. 9-11. Notwithstanding the use of logarithmic scales for both time and length axes in Fig. 9, it can be seen that the toughness \( K \) has little influence on the fracture length evolution. As expected, leak-off slows fracture propagation. The variation with time of the average fracture opening at the inlet, shown in Fig. 10, is also not
much influenced by $K$. These observations suggest that the treatment efficiency $\eta$ defined as,

$$\eta = \frac{2}{\tau} \int_0^1 \Omega \xi \, \mathrm{d} \xi$$

is not sensitive to $K$, as confirmed by Fig. 12. The evolution of the fracture height at the borehole shown in Fig. 11 indicates a strong dependence of $\lambda$ on both $C$ and $K$. In particular, $K$ delays the onset of the breakthrough into the adjacent layers. Figure 13 shows the influence of both $C$ and $K$ on the evolution of the inlet net pressure $\Pi(0, \tau)$. The larger $\bar{\Omega}(0, \tau)$ and $\lambda(0, \tau)$ values associated with $C = 0$ and $K = 0$ seem to yield the same $\Pi(0, \tau)$ values as the much smaller $\bar{\Omega}(0, \tau)$ and $\lambda(0, \tau)$ values associated with the case $C = 1$ and $K = 1$. These simulations imply therefore that the fracture length, mean fracture opening, and efficiency are mainly affected by the leak-off coefficient $C$. The toughness $K$ essentially impacts the vertical growth of the fracture, the maximum fracture aperture, and the fracture pressure.

Figures 14 to 21 display the fracture height profile $\lambda(\xi, \tau)$ and opening profile $\bar{\Omega}(\xi, \tau)$ at selected times for the four cases considered. The opening profiles at the time of breakthrough, $\tau_b$, for $K = 1$ (or at the start of the simulation for $K = 0$) are represented by continuous lines without symbols in these figures. These profiles demonstrate the dramatic influence of the fracture height growth on the shape of the fracture opening profile.

7 Extensions

Finally, we discuss here possible extensions of the P3D model presented in this paper to make it a useful design code for Industry.

7.1 Power-Law Fluids

Fracturing fluids used for hydrocarbon stimulation are usually composed of a mixture of a polymer gel (e.g., guar gum) with water and other additives, such as cross-linkers, delayers, breakers, friction reducers, etc. These additives are used to tailor the properties of the mixture in order to (i) achieve the right compatibility between the fluid and the reservoir rock (minimizing formation damage); (ii)
achieve the proper viscosity needed for transporting the proppant particles and creating the required fracture width; (iii) control the fluid losses; (iv) minimize friction in the pipelines; and (v) minimize negative impacts to the environment.

With very few exceptions, fracturing fluids do not exhibit a Newtonian rheology [32, 33]. One of the models that are most commonly used to approximate the rheology of these fluids is the so-called power-law model, in which the viscosity is actually a non-linear function of the shear strain rate. For unidirectional laminar flow, an incompressible power-law fluid is defined by the following law

$$\sigma_{xy} = m \left(2\dot{\varepsilon}_{xy}\right)^n$$

where $\sigma_{xy}$ is the shear stress in the fluid parallel to the flow direction, $\dot{\varepsilon}_{xy}$ is the shear strain rate in the fluid, $n$ is the power-law exponent or “fluid behavior index,” and $m$ is the “consistency index.” For a Newtonian fluid, $n = 1$ and $m = \mu$. Fluids with $0 < n < 1$ are called “shear-thinning fluids,” because their apparent viscosities tend to decrease with an increase of the shear strain rate. Most of the fracturing fluids used in the industry can be described as shear-thinning [33].

For a power-law fluid, the lubrication equation (10) becomes

$$\frac{d}{dx} \left| q \right|^{n-1} = -\frac{1}{\phi m} w^{2n+1} \frac{\partial p}{\partial x}$$

where the coefficient $\phi$ is a function of the power-law index $n$, and is given by

$$\phi = \frac{2n+1(2n+1)^n}{n^n}.$$  

(Notice that for $n = 1$ we recover $\phi = 12$ as in (10).) In general, this means that we can calculate the average flow rate and fracture width along the fracture height and obtain a similar result to (11), i.e.,

$$\bar{q} \left| \bar{q} \right|^{n-1} = -\frac{\psi'n}{m} \bar{w}^{2n+1} \frac{\partial p}{\partial x}$$

(66)

with the difference being that, in this case, the coefficient $\psi'$ is a function not only of the width profile and fracture height, but also of the power-law index $n$. For the case of a PKN fracture (elliptic cross section), we have that [34]

$$\psi' = \frac{n}{4(2n+1)} \frac{\Gamma\left(\frac{4n+1}{2n}\right)}{\Gamma\left(\frac{5n+1}{2n}\right)} \left(\frac{2}{\pi^{1/2}}\right) \frac{3n+2}{n}$$

(67)

where $\Gamma(\cdot)$ is Euler’s gamma function; for a Newtonian fluid ($n = 1$), $\psi' = \pi^{-2}$. Equations (66) and (67) indicate that the methodology presented in this paper to solve for the Newtonian fluid case can
be extended to the case of a power-law fluid. The scaling laws shown in (16) have to be partially modified to account for the new parameters \( m \) and \( n \). The length and time scales become

\[
\ell_* = \frac{\pi^{2n+1} \psi^m H^{3n+1} \Delta \sigma^{2n+2}}{2^{n+1} E^{2n+1} m Q_o^n}, \quad t_* = \frac{\pi^{2n+2} \psi^m H^{3n+3} \Delta \sigma^{2n+3}}{2^{n+1} E^{2n+2} Q^{n+1}}
\]

whereas the dimensionless leak-off coefficient \( C \) becomes

\[
C = \frac{2^{(3-n)/2} \pi^m \psi^{n/2} C' H^{(3n+1)/2} \Delta \sigma^{(2n+1)/2}}{m^{1/2} E^n Q_o^{(n+1)/2}}.
\]

The rest of the scaling parameters \((w_*, p_*, q_* \text{ and } h_*)\) and the dimensionless toughness \( K \) remain unchanged. Another important difference is that the functions \( g \) and \( \Phi \) defined in (29) and (33), respectively, would also be dependent upon the power-law index \( n \).

### 7.2 Proppant Transport

Proper placement of the proppant within the fracture footprint is one of the most important parameters to determine the success of a hydraulic fracture treatment. Modeling of the proppant transport process is usually done by assuming that the slurry (the mixture of fracturing fluid and proppant) can be represented as a two-component interpenetrating continuum. This means that all the fluid equations (lubrication and volume balance) are solved for the mixture, whereas tracking of the proppant particles is done by solving for an additional variable: the proppant volumetric concentration \( c \).

Hence, modeling of the distribution of the proppant particles consists of solving an advection equation of the form

\[
\frac{\partial (c w)}{\partial t} + \nabla \cdot (c w v_p) = 0
\]

where \( v_p \) is the proppant velocity vector, which is usually considered as equal to the fluid velocity minus a given “slip velocity,” which represents the relative velocity between the proppant particles and the fluid. Specific phenomena associated with the transport of proppant can be included in this relative velocity, e.g., if we consider that slip is caused only by settling, the slip velocity vector is parallel to the gravity acceleration vector \( g \) and is usually calculated from variations of the classical Stokes equation. Other important effects that have to be included in this type of modeling are the variation of the slurry viscosity with the proppant concentration, and the fact that the concentration
cannot exceed a given saturation limit given by the geometrical packing of the proppant particles within the fracture. For a more detailed discussion on the subject, see [35].

7.3 Multiple Layers and Asymmetric Penetration

A key ingredient in this paper, compared to previous numerical approaches to P3D models, has been the analytic expression for the compliance function for the case of a positive stress contrast with two symmetric bounding layers. This has enabled much of the analytic work, asymptotic analysis, and the identification of explicit bounds on the validity of the model, as well as the identification of multitude of propagation regimes and corresponding time scales. Naturally there is a question as to the possible extensions of the model to include more general features of the elastic medium, such as: asymmetric stress jumps in the bounding layers, or changes in the elastic moduli between the pay zone and the bounding layers, or the incorporation of the effect of multiple layers.

The simplest extension of the current analytic modeling would be to assume that the confining stress fields in the bounding layers are different rather than equal. This would make it possible to consider situations of asymmetric height growth [3, 4]. This extension can be performed analytically due to the indefinite integral given in (6), which in this case will require an additional scaling parameter to reflect the difference between the confining stresses in the adjacent layers relative to the reservoir layer. This integral could also be used to extend the current analysis to include multiple layers above and below the pay zone in which the elastic medium is assumed to be homogeneous but the confining stress field is assumed to jump at the interfaces between layers. The inclusion of asymmetric or multiple stress jumps will ultimately only affect the compliance function, which means that the governing nonlinear convection diffusion equation (35) will still apply, but with a different function $\Upsilon(\Omega)$, which reflects the changes in the fracture compliance due to the confining stress discontinuities.

The extension to multiple layers in which the elastic moduli are changing would be more complex. Indeed, the Green’s function for a displacement discontinuity in one of two bonded layers can be written down in a closed form. However, the Green’s function for a displacement discontinuity in one layer of a 3-layer elastic medium will be in the form of an infinite series involving the influences
of the image elements. In this case it will be necessary to resort to a numerical procedure for pre-calculating the compliance function, assuming a fracture propagating through a multilayered elastic medium in a state of plane strain. A semi-analytic approach to this problem [15, 16, 36] involves the use of the Fourier transform to convert the elastic equilibrium partial differential equations to a system of ordinary differential equations, which can be solved analytically in each layer. The layer solutions are then stitched together resulting in a block tridiagonal system of algebraic equations, which can be solved very efficiently to yield the Fourier coefficients of the solution. The low wave number Fourier coefficients are inverted by means of a digital filter technique involving the FFT, while the high wave number components are determined analytically from an asymptotic solution for a 3-layer medium. This procedure can be used to pre-compute the compliance function numerically, which will again yield a new function \( \Upsilon(\Omega) \) with which to adjust the coefficient of the nonlinear convection diffusion equation (35). In this case, the scaling analysis will have to include additional dimensionless parameters to represent the ratio of the layer elastic moduli relative to the moduli in the reservoir layer.

### 7.4 Other Extensions to the Numerical Algorithm

A variable injection rate \( Q(t) \) is readily accounted for by introducing a function \( \Psi_o(\tau) \) such that

\[
Q = Q_o \Psi_o(\tau)
\]

where \( Q_o \) is now a nominal injection rate. The function \( \Psi_o(\tau) \) represents the boundary condition for the average inlet flux, i.e., \( \Psi(0, \tau) = \Psi_o(\tau) \). For a constant injection rate, \( \Psi_o = 1 \).

The penetration front \( \xi(t) \) could also tracked explicitly during the partial fracture containment phase by introducing two moving meshes, one for the region \( \xi(t) < \xi < 1 (\lambda = 1) \) and one for the region \( 0 < \xi < \xi(t) (\lambda > 1) \). This would be advantageous from a computational point of view, as only a few nodes would be needed in each region to discretize the fields \( \bar{\Omega} \) and \( \bar{\Psi} \).
8 Conclusions

In this paper we have revisited the classical equilibrium height “Pseudo-3D” model of a hydraulic fracture, which is used in the design of most hydraulic fracturing treatments. This model, introduced in the early 1980’s by a number of researchers as an extension of the PKN model, allows for penetration of the fracture into the layers bounding the hydrocarbon reservoirs, while maintaining all the other simplifying assumptions on which the PKN model is built. The paper takes a different tack from previous contributions on the P3D model. Rather than following ab initio a discrete formalism, it first adopts a continuous formulation and scaling of the problem, thus allowing for further analysis of the mathematical model before embarking on the development of a numerical algorithm. This approach leads to a nonlinear convection diffusion equation with a delay term that governs the mean fracture aperture $\bar{\Omega}$, supplemented by an integral condition to be solved for the fracture length $\gamma$.

In this novel formulation of the P3D model, the effect of the height growth is entirely embodied in the function $\Upsilon(\bar{\Omega})$ – a source of additional non-linearity in the P3D model compared with the PKN model, as this function is simply unity if the fracture remains confined to the reservoir. The function $\Upsilon(\bar{\Omega})$ captures the variation of the hydraulic conductivity associated with penetration of the fracture into the adjacent layers, while implicitly accounting for the propagation criterion that controls its vertical growth. Although the paper restricts consideration to the simple but important case of identical elastic properties for the reservoir, with impermeable bounding layers and symmetric stress barriers, the formulation used is general. Other factors influencing fracture height growth, such as multiple bounding layers with different elastic properties and confining stresses, can simply be assimilated in the function $\Upsilon(\bar{\Omega})$, which is in principle computable. Even for the simple configuration of concern here, the function $\Upsilon(\bar{\Omega})$ is not known in closed form. However, its dependence on one number only, the scaled toughness $K$ of the bounding layers, ensures that it can easily be pretabulated. Furthermore, the condition of unstable height growth, which marks the limit of validity of one of the key assumptions of the P3D model, namely the vertical uniformity of the fluid pressure, can be determined explicitly in the form of a simple upper bound $\bar{\Omega}_u(K)$ on $\bar{\Omega}$.

Another contribution reported in this paper is the development of an implicit fourth order collocation scheme on a moving mesh to solve the nonlinear partial differential equations and the integral
relation governing the response of the P3D model. The numerical method, which approximates both
the mean fracture opening $\bar{\Omega}$ and the mean flux $\bar{\Psi}$ by a cubic polynomial over a discretization interval,
is fourth order accurate in the space variable. Despite being first order accurate in time, a doubling
of the size of the time step at each new step still leads to accurate results while permitting a very
rapid simulation over many temporal orders of magnitude. The fourth order spatial approximation
numerical scheme implies that the solution could satisfactorily be captured using a rather coarse
mesh. However, the accurate tracking of the penetration front ($\lambda = 1$) during the propagation phase,
when the fracture is partially contained, requires sufficient spatial resolution of the computational
grid. Nonetheless, this algorithm could, in principle, be improved by explicitly recognizing the existence of a propagation front, through the introduction of two moving meshes: one for the contained region and one for the uncontained region.

Finally, an analysis of the behavior of the P3D model was conducted through a series of numerical
simulations. Actually, an assessment of the overall behavior of the system can readily be made, as
only two numbers, $K$ and $C$, control the solution – thanks to the assumption of symmetric stress
barriers, homogeneous elastic properties, and constant injection rate adopted for this study. In
particular, the limits of the four regimes of propagation of a P3D fracture (fully, partially, and not
contained to the reservoir layer, as well as unstable height growth) can be expressed simply in terms
of time thresholds that only depend on $K$ and $C$. Also, as realistic values of the physical parameters
typically correspond to values of $K$ and $C$ within the range $[0, 1]$, we reported the results of four
simulations conducted for each combination of $K$ and $C$ taking values of 0 or 1 so as to provide
glimpse of expected variation in the response of the system. Remarkably, we found that the mean
aperture field $\bar{\Omega}(\xi, \tau)$ and the fracture length $\gamma(\tau)$ do not deviate significantly from the prediction
of the PKN model. However, since the fracture compliance $c$ is sensitive to the actual height of the
fracture, the net pressure is strongly influenced by penetration of the fracture into the bounding
layers.

The rigorous mathematical formulation of the P3D model presented in this paper has made it
possible to clearly identify the important regimes of propagation from a contained fracture initiating
in the storage regime to a final state comprising a partially or fully penetrated fracture propagating
in the leak-off dominated regime. A clear criterion for the onset of runaway height growth, beyond
which the model fails to be valid, has also been established. The scaling analysis has made it possible
to clearly establish the fundamental relationship between the front propagation dynamics and the propagation regimes of the classical PKN model and the P3D model. The novel implicit spatially fourth order collocation scheme listed in Appendix C is shown to be robust and makes it possible to accurately explore the behavior of the solution over the large range of time scales active in the problem.
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A Similarity Solutions for Contained (PKN) Hydraulic Fractures

The solution of the contained hydraulic fracture is well-known [9, 37, 29]. The quantities can be scaled in such a way that the solution does not depend on any parameters other than the stretching coordinate \( \xi \) and a dimensionless time \( \tau_s \) [29]. The relationship between the scaled quantities introduced in this paper and those defined by [29] (denoted by an asterisk) are given by

\[
\bar{\Omega} = \left( \frac{2}{C} \right)^{2/3} \bar{\Omega}_s, \quad \gamma = \left( \frac{2^5}{C^8} \right)^{1/3} \gamma_s, \quad \tau = \left( \frac{2^4}{C^{10}} \right)^{1/3} \tau_s
\]  

(A.1)

The solution degenerates into a similarity solution at small time (the M-solution) \( \tau_s \lesssim 10^{-4} \) and at large time (the \( \tilde{M} \)-solution) \( \tau_s \gtrsim 10^2 \), both characterized by a power law dependence on time.

**M-solution.** The small time asymptotic solution behaves with time according to

\[
\gamma(\tau) = \gamma_{mo} \tau^{4/5}, \quad \Omega(\xi, \tau) = \Omega_{mo}(\xi) \tau^{1/5}, \quad \tau \ll 1
\]  

(A.2)

with \( \Omega_{mo}(\xi) \) and \( \gamma_{mo} \) governed by

\[
\frac{5}{4 \gamma_{mo}^2} \frac{d^2 \bar{\Omega}_{mo}}{d\xi^2} + 4 \xi \frac{d \bar{\Omega}_{mo}}{d\xi} - \bar{\Omega}_{mo} = 0, \quad 2 \gamma_{mo} \int_0^1 \Omega_{mo} d\xi = 1, \quad \Omega_{mo}(1) = 0,
\]

(A.3)

The solution of (A.3) yields

\[
\bar{\Omega}_{mo} = \left( \frac{12}{5} \right)^{1/3} \gamma_{mo}^{2/3} (1 - \xi)^{1/3} \left( 1 - \frac{1}{96} (1 - \xi) \right) + O \left( (1 - \xi)^{7/3} \right),
\]

(A.4)

and \( \gamma_{mo} \approx 1.00063 \).

**\( \tilde{M} \)-Solution.** The large time asymptotic solution behaves with time according to

\[
\gamma(\tau) = \gamma_{\tilde{m}0} \tau^{1/2}, \quad \Omega(\xi, \tau) = \Omega_{\tilde{m}0}(\xi) \tau^{1/8}, \quad \tau \gg 1
\]  

(A.5)

with \( \Omega_{\tilde{m}0}(\xi) \) and \( \gamma_{\tilde{m}0} \) governed by

\[
\frac{d^2 \bar{\Omega}_{\tilde{m}0}}{d\xi^2} - \frac{4 C \gamma_{\tilde{m}0}^4}{\sqrt{1 - \xi^2}} = 0, \quad 2C \gamma_{\tilde{m}0} \int_0^1 \sqrt{1 - \xi^2} d\xi = 1
\]

(A.6)

The solution of (A.6) yields

\[
\bar{\Omega}_{\tilde{m}0}(\xi) = \left( \frac{8}{\pi C} \right)^{1/4} \left( \frac{2}{\pi} \arcsin \xi + \frac{2}{\pi} \sqrt{1 - \xi^2} - \xi \right)^{1/4}, \quad \gamma_{\tilde{m}0} = \frac{2}{\pi C}
\]

(A.7)
The series expansion of \( \tilde{\Omega}_{\lambda_0} (\xi) \) with respect to the tip is given by
\[
\tilde{\Omega}_{\lambda_0} (\xi) = \frac{2^{11/8}}{\pi^{1/2} (3)1/4} (1 - \xi)^{3/8} \left( 1 + \frac{1}{80} (1 - \xi) \right) + O \left( (1 - \xi)^{19/8} \right).
\] (A.8)

### B Asymptotics of the Function \( g(\lambda, \mathcal{K}) \)

It is possible to extract some information about the asymptotic behaviors of the function \( g(\lambda, \mathcal{K}) \). We first rewrite the aperture \( \Omega(\zeta; \mathcal{K}, \lambda) \) in terms of the space variable \( u = 2\zeta/\lambda \), i.e., \( \tilde{\Omega}(2\zeta/\lambda; \mathcal{K}, \lambda) = \Omega(\zeta; \mathcal{K}, \lambda) \) and express \( \tilde{\Omega} \) into two contributions, one that is independent of \( \mathcal{K} \) and another one that is proportional to \( \mathcal{K} \). Furthermore, since the aperture is symmetric with respect to \( u = 0 \), we are only concerned here with \( u > 0 \)

\[
\tilde{\Omega} = \tilde{\Omega}_o(u; \lambda) + \mathcal{K}^{1/2} \tilde{\Omega}_k(u), \quad 0 \leq u \leq 1
\] (B.1)

where
\[
\tilde{\Omega}_o = \frac{8}{\pi^2} \left[ \tilde{\phi}_2(u; \lambda) - u\lambda \tilde{\phi}_1(u; \lambda) \right], \quad \tilde{\Omega}_\parallel = \frac{4}{\pi^2} \sqrt{1 - u^2}
\] (B.2)

with
\[
\phi_1(u; \lambda) = \begin{cases} \text{arctanh} \left( \frac{\sqrt{\lambda^2 - 1}}{\sqrt{1 - u^2}} \right), & 0 \leq u < \frac{1}{\lambda} \\ \text{arctanh} \left( \frac{\sqrt{\lambda^2 - 1}}{\sqrt{1 - u^2}} \right), & \frac{1}{\lambda} < u \leq 1 \end{cases}, \quad \phi_2(u; \lambda) = \begin{cases} \text{arctanh} \left( \frac{\sqrt{\lambda^2 - 1}}{\lambda\sqrt{1 - u^2}} \right), & 0 \leq u < \frac{1}{\lambda} \\ \text{arctanh} \left( \frac{\lambda\sqrt{1 - u^2}}{\sqrt{\lambda^2 - 1}} \right), & \frac{1}{\lambda} < u \leq 1 \end{cases}
\] (B.3)

### B.1 Large Penetration Asymptote

Let \( \tilde{\Omega}_{ol} \) denote the asymptotics of \( \tilde{\Omega}_o \) for large penetration of the fracture into the bounding layers, i.e., for \( \lambda \gg 1 \), which is given by

\[
\tilde{\Omega}_{ol} = \frac{8}{\pi^2} \left[ -\sqrt{1 - u^2} + \frac{1}{2} \ln \left( \frac{1 + \sqrt{1 - u^2}}{1 - \sqrt{1 - u^2}} \right) \right], \quad \frac{1}{\lambda} < u \leq 1, \ \lambda \gg 1
\] (B.4)

Consider now the following two integrals, \( \tilde{\Omega}(\lambda, \mathcal{K}) \) and \( \Theta(\lambda, \mathcal{K}) \)

\[
\tilde{\Omega} = 2 \int_0^{\lambda/2} \tilde{\Omega}(\zeta) d\zeta = \lambda \int_0^1 \tilde{\Omega}(u) du
\] (B.5)

\[
\Theta = 2 \int_0^{\lambda/2} \tilde{\Omega}^3(\zeta) d\zeta = \lambda \int_0^1 \tilde{\Omega}^3(u) du
\] (B.6)
The large penetration asymptotes of these two integrals, \( \bar{\Omega}_l \) and \( \Theta_l \) can then be expressed as

\[
\bar{\Omega}_l = K \lambda^{3/2} \int_0^1 \bar{\Omega}_o d\mu + \lambda \lim_{\lambda \to \infty} \int_{1/\lambda}^1 \bar{\Omega}_o d\mu \tag{B.7}
\]

\[
\Theta_l = K^3 \lambda^{5/2} \int_0^1 \bar{\Omega}_o d\mu + 3K^2 \lambda^2 \lim_{\lambda \to \infty} \int_{1/\lambda}^1 \bar{\Omega}_o \bar{\Omega}_o d\mu + 3K \lambda^{3/2} \lim_{\lambda \to \infty} \int_{1/\lambda}^1 \bar{\Omega}_o \bar{\Omega}_o d\mu + \lambda \lim_{\lambda \to \infty} \int_{1/\lambda}^1 \bar{\Omega}_o d\mu \tag{B.8}
\]

All the integrals are thus only numbers, independent of either \( K \) or \( \lambda \), which can be computed either exactly or numerically

\[
\int_0^1 \bar{\Omega}_o d\mu = \frac{1}{\pi}, \quad \int_0^1 \bar{\Omega}_o d\mu = \frac{2}{\pi}, \quad \int_0^1 \bar{\Omega}_o^2 d\mu = \frac{12}{\pi^3}
\]

\[
\int_0^1 \bar{\Omega}_o \bar{\Omega}_o d\mu = \frac{88}{3 \pi^5}, \quad \int_0^1 \bar{\Omega}_o \bar{\Omega}_o^2 d\mu = \alpha_{12}, \quad \int_0^1 \bar{\Omega}_o^3 d\mu = \alpha_3
\]

with \( \alpha_{12} \simeq 0.394028 \) and \( \alpha_3 \simeq 2.36427 \).

After some manipulations, we can write the large \( \lambda \) asymptote of \( g, g_l = \pi^2 \Theta_l/12\bar{\Omega}_l^3 \), as

\[
g_l = \frac{3K^3 \lambda^{3/2} + 22K^2 \lambda + 3a_1 K \sqrt{\lambda} + 3a_2}{3\lambda^2 \left( K \sqrt{\lambda} + 2 \right)^3}
\]

where \( a_1 = \alpha_{12} \pi^5/4 \simeq 30.145 \) and \( a_2 = \alpha_3 \pi^5/12 \simeq 60.293 \).

### B.2 Small Penetration Asymptote

Let \( \bar{\Omega}_{os} \) denote the asymptotics of \( \bar{\Omega}_o \) for small penetration of the fracture into the bounding layers, i.e., for \( 1 - \lambda \ll 1 \), which is given by

\[
\bar{\Omega}_{os} = \frac{8\sqrt{2}}{\pi^2} \sqrt{\lambda - 1} \left[ \sqrt{1 - u^2} + \frac{1}{12} \frac{1}{\lambda - 1} \frac{1 + 7u^2}{\sqrt{1 - u^2}} - 2u \right], \quad 0 < u \leq \frac{1}{\lambda}, \quad 1 - \lambda \ll 1 \tag{B.10}
\]

Consider now the following two integrals, \( \bar{\Omega}(\lambda, K) \) and \( \Theta(\lambda, K) \)

\[
\bar{\Omega} = 2 \int_0^{\lambda/2} \bar{\Omega}(\zeta) d\zeta = \lambda \int_0^1 \bar{\Omega}(u) d\mu \tag{B.11}
\]

\[
\Theta = 2 \int_0^{\lambda/2} \bar{\Theta}^3(\zeta) d\zeta = \lambda \int_0^1 \bar{\Theta}^3(u) d\mu \tag{B.12}
\]

The small penetration asymptotes of these two integrals, \( \bar{\Omega}_s \) and \( \Theta_s \), can then be expressed as

\[
\bar{\Omega}_s = K \lambda^{3/2} \int_0^1 \bar{\Omega}_o d\mu + \lambda \lim_{\lambda \to \infty} \int_{1/\lambda}^1 \bar{\Omega}_o d\mu \tag{B.13}
\]

\[
\bar{\Theta}_s = K^3 \lambda^{5/2} \int_0^1 \bar{\Theta}_o d\mu + 3K^2 \lambda^2 \lim_{\lambda \to \infty} \int_{1/\lambda}^1 \bar{\Theta}_o \bar{\Theta}_o d\mu + 3K \lambda^{3/2} \lim_{\lambda \to \infty} \int_{1/\lambda}^1 \bar{\Theta}_o \bar{\Theta}_o d\mu + \lambda \lim_{\lambda \to \infty} \int_{1/\lambda}^1 \bar{\Theta}_o d\mu
\]
Hence
\[ \tilde{\Omega}_s \simeq \frac{K}{\pi} \lambda^{3/2} + \frac{2}{\pi} \lambda \sqrt{2(\lambda - 1)} \simeq \frac{2\sqrt{2}}{\pi} \lambda \left( \frac{K}{2} \sqrt{\frac{\lambda}{2}} + \sqrt{\lambda - 1} \right) \]  
(B.14)

To calculate \( \Theta_s \) and in order to remove the non-integrable terms, we approximate \( \tilde{\Omega}_s^3 \) as
\[ \tilde{\Omega}_s^3 \simeq \frac{2^{10} \sqrt{2}}{\pi^6} \left( \frac{K}{2} \sqrt{\frac{\lambda}{2}} + \sqrt{\lambda - 1} \right)^3 \left[ (1 - u^2)^{3/2} - \frac{1}{4} (1 + 7u^2) \sqrt{1 - u^2} h(\lambda; K) \right] \]  
(B.15)

where the function \( h(\lambda; K) \) is defined as
\[ h = \frac{(\lambda - 1)^{3/2}}{\frac{K}{2} \sqrt{\frac{\lambda}{2}} + \sqrt{\lambda - 1}} \]  
(B.16)

Hence
\[ \Theta_s \simeq \frac{3 \cdot 2^{10} \sqrt{2}}{\pi^6} \lambda \left( \frac{K}{2} \sqrt{\frac{\lambda}{2}} + \sqrt{\lambda - 1} \right)^3 \left[ 1 - \frac{11}{12} h(\lambda; K) \right] \]  
(B.17)

and
\[ g_s = \frac{1}{\lambda^2} \left[ 1 - \frac{11}{12} h(\lambda; K) \right] \]  
(B.18)

**B.3 Large \( \lambda \) Asymptote**

For \( K \gg 1 \), the function \( \Omega_o \) can be neglected in front of \( K \lambda^{1/2} \Omega_k \); thus
\[ \Omega \simeq \frac{4K}{\pi^2 \sqrt{\lambda}} \sqrt{\lambda^2 - 4\varsigma^2}, \]  
(B.19)

and
\[ g \simeq \frac{1}{\lambda^2}, \quad K \gg 1 \]  
(B.20)

which shows that the large \( \mathcal{K} \) asymptotics is independent of \( \kappa \).

**C MATLAB Code**

The MATLAB code *colP3D*, which implements the fourth order collocation scheme is listed in this appendix. The code has been developed under version R2009a, but should work with earlier versions for which the Gauss-Konrod integration command *quadgk* is supported. From a searchable .pdf file,
the program can be copied in a MATLAB .m file. For the parameter set listed, the code plots two figures which track the evolution of the solution. The first subplot in Figure 1 shows the spatial distributions of $\Omega$ and $\Psi$ for both the impermeable and the permeable PKN asymptotic solutions at the current time $\tau$, as well as the corresponding P3D solution. The second subplot in Figure 1 shows the spatial distribution of the height $\lambda$ at the current time. The first subplot in Figure 2 shows the dimensionless fracture length $\gamma(\tau)$ for both the impermeable (red) and the permeable (blue) PKN asymptotic solutions as well as the P3D solution (black). The close relationship between the PKN and the P3D solutions can be observed clearly from this plot. In the second plot in Figure 2, the evolution of the free boundary $\xi_l(\tau)$ is denoted by a set of solid circles. As a verification that the code is working for the parameter set provided, the program stops after 28 steps at $\tau = 26.8435$ at which time the values $\Omega(0, \tau) = 7.5134$ and $\lambda(0, \tau) = 5.4800$ are obtained. The parameters $K$ and $C$ can be changed in line 4 of the main program, while a penetration switch $ipen$ can be used to switch between the PKN ($ipen=0$) and the P3D ($ipen=1$) problems. The number of collocation points $N$ and the geometric growth factor $r$ can be set in line 6.
clear; clf; % Program ColP3D.m

% penetration flag 0=PKN, 1=P3D, dimensionless: toughness, leak-off;
pen = 1;                                                     K = 1;     C = 1;

% # of Colloc pts, Geometric time factor, Max Newton iters, residual Tol
N = 10;          rfac = 2;               Maxit = 20;          tol=1e-9;

% some constants
gamma_0=1.000632834646775270;gamma_mt=0;t0=1e-6;tM=50;tc=tM;
if C>0,
    gamma_mt=2/pi/C;Cp=10/3;tc=(gamma_mt/gamma_0)^Cp;t0=1e-6/C^Cp;tM=1e5/C^Cp;
end

% lambda_u    = (8+sqrt(K^4+64))/K^2;  % runaway height growth boundary
% set up mesh and time steps
t=t0;dt=t0/10;dx=1/N;x=0:dx:1;xf=0:dx/20:1;xft=1-dx:dx/50:1;
in=1:N;xi=x(in);xh=0.5*(x(1:N)+x(2:N+1));[xph,is]= sort([x xh(1:N-1)]);
% precalculate PHI(OMEGA)
[PHI,LAMBDA,OMEGA]=PHIOMEGA(N,K,lambda_u,ipen);
% initialize the solution to the storage PKN values
[Omega0,P0,lambda0,Psi0,gamma0,gammadot]=init_PKN(x,t0);
% collocation pts
[Omega0h,P0h,lambda0h,Psi0h,gamma0,ipen]=init_PKN(xh,t0);
% 1/2 pts
% now initialize the collocation soln at channel points
y0=[Omega0(in);Psi0(in)];y=y0;y0h=[Omega0h(in);Psi0h(in)];lambda=ones(N+1,1);
time=0;tauh=0:t/10:t;gammah=gamma_0*tauh.^(4/5);gamma=gamma_0*(t+dt).^(4/5);
while t < tM & lambda(1)<min(5,lambda_u),
t=t + dt; if t >= tM, break; end; R=[];tauh=[tauh t];gammah=[gammah gamma];
    for iter = 1:Maxit
        b=getRHS(xi,y,gamma,K,t,tc,y0,y0h,gamma0,dt,OMEGA,PHI,C,tauh,gammah,ipen);
        J= getJacN(xi,y,gamma,K,t,tc,y0,y0h,gamma0,dt,b,OMEGA,PHI,C,tauh,gammah,ipen);
        dS=J\b; y=reshape(dS(1:2*N),2,N);
        Omega0[]=y(1,:) 0;
        lambda=LamEval(OMEGA,LAMBDA,Omega);
        if lambda(1)>lambda_u,[' lambda_u exceeded '],break; break; end
        Psi0h(y(2,:) 0);
        if iter >2 & norm(b,2) < tol,
            break
        end
        end
    if iter==Maxit,[' No convergence: Residual = ',num2str(R(iter))],end
    [yh,Vol,Leak,Atau,alp] = getyh(xi,y,gamma,K,t,tc,y0,y0h,gamma0,dt,...
                                      OMEGA,PHI,C,tauh,gammah,ipen);
    lambda=LamEval(OMEGA,LAMBDA,Omega);itime=itime+1;TS(itime)=t;GAMS(itime)=gamma;
    ip=find(lambda>1,1,'last');
if ip>1,xi_l = min(x(ip-1)+(1-lambda(ip-1))/(lambda(ip)-lambda(ip-1))*(x(ip)-x(ip-1)),1);
end
XIL(itime) = xi_l;
plotsol(N,x,OMEGA,xf,t,K,C,Psi,ipen,xft,Atau,alp,lambda,lambda_u,...
     TS,GAMS,gamma_0,OMEGA,lambda_mt,XIL)
% copy vectors over for the next time step
y0=y;y0h=yh;dgamma=gamma-gamma0;gamma=gamma0+dgamma;
dt= rfac*dt;
end
function [PHI,LAMBDA,OMEGA]=PHIOMEGA(N,K,lambda_u,ipen)
% set up form factor PHI a priori at sample points ready for spline interp
if ipen==0,
    OMEGA=(1:N);LAMBDA=ones(1,N);PHI= ones(1,N);
else
    Omegafun = inline('(k*x.^(3/2)+2*sqrt(x.^2-1))/pi','x','k');
    if K==0,lambdaM=10; else lambdaM=lambda_u; end
    Ns=1500;ns=1:Ns;a=1.11;ep=(exp(lambdaM/Ns/a)-1);
    LAMBDA=[1:0.001:1.1 a*(1+ep).^ns];OMEGA=Omegafun(LAMBDA,K);PHI=Phi(LAMBDA,K);
end
end

function y=Phi(lambda,K)
y=ones(1,length(lambda));i2=find(lambda>1);lam =lambda(i2);
y(i2)=pi^2*(4*sqrt(lam)-K*sqrt(lam.^2-1)).*IntOmega3(lam,K)./(lam.^2.*...
    (4*sqrt(lam)+3*K*sqrt(lam.^2-1)))./(((K*lam.^(3/2)+2*sqrt(lam.^2-1))/pi).^3)/12;
end

function y = IntOmega3(lambda,K)
for i=1:length(lambda)
    lam=lambda(i);
    y(i)=2*quadgk(@(x)OmegaF3(x,lam,K),0,0.5*lam,'abstol',1e-12,'reltol',1e-8);
end
end

function Omega3 = OmegaF3(x,lambda,K)
Omega3 = ((4/pi)*(((K/pi/sqrt(lambda)-(2/pi)*asin(1/lambda))*...
    sqrt(lambda^2-4*x.^2))+(2/pi)*(sqrt(lambda^2-4*x.^2)*asin(1/lambda)+...
    phi12(x,lambda))).^3;
end

function y=phi12(x,lambda)
i0=find(abs(x)==0.5);i1=find(abs(x)<0.5);
i2=find(0.5<abs(x)&abs(x)<=0.5*lambda);y(i0)=log(lambda);
y(i1) = -2*x(i1).*atanh((2*x(i1)*sqrt(lambda^2-1))./
    sqrt(lambda^2-4*x(i1).^2))+(2/pi)*(sqrt(lambda^2-4*x(i1).^2)*asin(1/lambda)+...
    phi12(x,lambda))).^3;
end

function [Omega0,P0,lambda0,Psi0,gamma0,gammadot]=init_PKN(x,t0)
% initialize the solution at collocation points to the impermeable PKN
gamma_0=1.0006328466775270;Omega_0=((12/5)*gamma_0^2)^(1/3);
N=length(x);gamma0=gamma_0*t0^((4/5));gammadot=(4/5)*gamma_0*t0^(-1/5);
Omega0=Omega_0*t0^((1/5)*(-1-x).*(1-x).^3).*((1-(1-x))/96 +23*(1-x).^2/64512);
P0=Omega0;lambda0=ones(N,1);Psi0=(1-x).^(1/3);
end
function b = getRHS(x,y,gamma,K,t,tc,y0,y0h,gamma0,dt,OMEGA,PHI,C,tauh,gammah,ipen)
    [n,N] = size(y);
    F = FS(x,y,gamma,K,y0,gamma0,dt,OMEGA,PHI,C,tauh,gammah,ipen);
    h = diff(x); H = spdiags(h',0,N-1,N-1); ii = 1:N-1; ip1 = 2:N; xi = x(ii); yi = y(:,ii);
    Fi = F(:,ii); xip1 = x(ip1); yip1 = y(:,ip1); Fip1 = F(:,ip1); xih = 0.5*(xi + xip1);
    yih = 0.5*(yi + yip1) - (Fip1-Fi)*H/8;
    Fih = FS(xih, yih, gamma, K, y0h(:,ii), gamma0, dt, OMEGA, PHI, C, tauh, gammah, ipen);
    Phim = yip1 - yi - (Fip1 + 4*Fih + Fi)*H/6; dgamma = (gamma - gamma0)/dt;
    if t < tc, alp = 1/3; Atau = (3*dgamma*gamma)^(1/3); end
    else alp = 3/8; Atau = 2*(C/3)^(1/4)*gamma^(3/8)*dgamma^(1/8); end
    Voltip = Atau*h(1)^((1 + alp)/(1 + alp)); tipVal = Atau*h(1)^alp;
    Vol = (ypi(1,:) + 4*yi(l,:) + yi(l,:))*h'/6 + Voltip;
    Leaktip = (2/3)*(gamma*dt/(gamma-gamma0))^(1/2)*h(1)^((3/2);
    Leak = (sqrt(t - spline(gammah, tauh, gamma*xip1)) + ...  
        4*sqrt(t - spline(gammah, tauh, gamma*xih)) + ...  
        sqrt(t - spline(gammah, tauh, gamma*x)))*h'/6 + Leaktip;
    Phig = gamma*(Vol + 2*C*Leak) - t; Phib = GS(y(:,1), y(:,N), tipVal);
    b = [Phib(:); Phim(:); Phig];
end

function F = FS(x,y,gamma,K,t,tc,y0,y0h,gamma0,dt,OMEGA,PHI,C,tauh,gammah,ipen)
    Ups = Upsilon(OMEGA, PHI, y(1,:), ipen); tau = tauh(end);
    F(1,:) = -gamma*y(2,:)/y(1,:).^3./Ups; tau0 = spline(gammah, tauh, gamma*x);
    F(2,:) = -gamma*(y(1,:) - y0(1,:))/dt - (gamma-gamma0)* ...  
        gamma*x.*y(2,:)/y(1,:).^3./Ups/dt - C*gamma./sqrt(tau - tau0);
end

function Ups = Upsilon(OMEGA, PHI, Omega, ipen)
    if ipen == 0, Ups = ones(1, length(Omega)); end
    else il = find(Omega <= OMEGA(1)); i2 = find(Omega > OMEGA(1));
        Ups(il) = ones(1, length(il)); Ups(i2) = spline(OMEGA, PHI, Omega(i2)); end
end

function r = GS(ya, yb, tipVal)
    r(1) = ya(2) - 1; r(2) = yb(1) - tipVal; end

function J = getJacN(x,y,gamma,K,t,tc,y0,y0h,gamma0,dt,b,OMEGA,PHI,C,...  
    tauh,gammah,ipen)
    ep = sqrt(eps); [n,N] = size(y); I = eye(n*N); NC = 1:(n*N+1);
    for j = 1:n*N
        yt = reshape(y(:,i) + ep*I(:,j), n, N); J(NC, j) = (getRHS(x, yt, gamma, K, t, tc, ...  
            y0, y0h, gamma0, dt, OMEGA, PHI, C, tauh, gammah, ipen) - b)/ep;
    end
    J(NC, n*N+1) = (getRHS(x, y, gamma + ep, K, t, tc, y0, y0h, gamma0, dt, OMEGA, PHI, C,...  
            tauh, [gammah(1:end-1) gammah(end)+ep], ipen) - b)/ep;
end

function lambda = LamEval(OMEGA, LAMBDA, Omega)
    il = find(Omega <= OMEGA(1)); i2 = find(Omega > OMEGA(1));
    lambda(il) = ones(1, length(il)); lambda(i2) = spline(OMEGA, LAMBDA, Omega(i2));
end
function [yih, Vol, Leak, Atau, alp] = getyh(x, y, gamma, K, t, tc, y0, y0h, gamma0, dt, OMEGA, PHI, C, tauh, gammah, ipen)

[n, N] = size(y);
F = FS(x, y, gamma, K, y0, gamma0, dt, OMEGA, PHI, C, tauh, gammah, ipen);
h = diff(x); H = spdiags(h', 0, N - 1, N - 1);
ii = 1:N - 1; ip1 = 2:N; xi = x(ii); yi = y(:, ii);
Fi = F(:, ii); xipl = x(ip1); yipl = y(:, ip1); Fip1 = F(:, ip1); xih = 0.5 * (xi + xipl);
yih = 0.5 * (yi + yipl) - (Fip1 - Fi) * H / 8;
dgamma = (gamma - gamma0) / dt;
if t < tc, alp = 1/3; Atau = (3 * dgamma * gamma)^(1/3);
else alp = 3/8; Atau = 2 * (C/3)^(1/4) * gamma^(3/8) * dgamma^(1/8);
end
Voltip = Atau * h(1)^(1 + alp) / (1 + alp);
tipVal = Atau * h(1)^(1 + alp);
Vol = (yip1(1, :) + yih(1, :) + y(1, :)) * h' / 6 + Voltip;
Leaktip = (2/3) * (gamma * dt / (gamma - gamma0))^(1/2) * h(1)^(3/2);
Leak = (sqrt(t - spline(gammah, tauh, gamma * xip1)) + ...
    4 * sqrt(t - spline(gammah, tauh, gamma * xih))) + ...
    sqrt(t - spline(gammah, tauh, gamma * xi)) * h' / 6 + Leaktip;
end

function plotsol(N, x, Omega, xf, t, K, C, Psi, ipen, xft, Atau, alp, lambda, lambda_u, TS, GAMS, gamma_0, gamma_mt, XIL)

figure(1); subplot(2, 1, 1); plot(x(1:end - 1), Omega(1:end - 1), 'k-o', xf, exact_PKNC(xf, t, C), 'b-', xf, exact_PKN(xf, t), 'r-', ...
    x, Psi, 'ko-', x, ones(1, N + 1)*K/pi/pen, 'm', xf, Atau*(1-xft).^alp, 'k-', ...
    'linewidth', 2, 'markerfacecolor', 'k')
xlabel('\xi'); ylabel('\Omega(\xi, \tau) and \Psi(\xi, \tau) ');
tit = '{ t = ', num2str(t)}; title(tit);
legend('{ \Omega Collocation', '{ \Omega PKN Permeable ', '{ \Omega PKN Impermeable ', '{ \Psi Collocation ', '{ \Omega_b ', '1')
subplot(2, 1, 2); plot(x, lambda, 'ko-', x, ones(1, N + 1) * lambda_u, 'r', ...
    'linewidth', 2, 'markerfacecolor', 'k', 'markersize', 6)
xlabel('\xi'); ylabel('\lambda(\xi) ');
lamx = '{ \lambda_u = ', num2str(lambda_u)};
legend('Collocation', lamx)
if lambda(1) < lambda_u, ax = axis; ax(3) = 1; ax(4) = 1.2 * lambda(1); axis(ax); end
figure(2); subplot(2, 1, 1); loglog(TS, GAMS, 'k-', TS, gamma_0 * TS.^(4/5), 'r-', ...
    TS, gamma_mt * TS.^(1/2), 'b-', 'linewidth', 2)
xlabel('{ \tau}'); ylabel('{ \gamma(\tau) ');
legend('Collocation P3D ', 'Impermeable PKN ', 'Permeable PKN ', 4)
subplot(2, 1, 2); semilogx(TS, XIL, 'ko', 'markerfacecolor', 'k', 'markersize', 6)
ax = axis; ax(3) = 0; axis(ax);
xlabel('{ \tau}'); ylabel('{ \xi_l(\tau) ');
title('Penetration free boundary ')
pause(0.1)
end

function Omega = exact_PKNC(x, t)
gamma_0 = 1.0006328466775270; Omega_0 = ((12/5)*gamma_0^2)^(1/3);
Omega = Omega_0*t^(1/5)*(1-x).^((1/3).*(1-(1-x)/96 +23*(1-x).^2/64512));
end

function Omega = exact_PKN(x, t, C)
gamma_m0 = 2/pi/C; Omega_m0 = 2^(11/8)/pi^(1/2)/(3*C)^(1/4);
Omega = Omega_m0*t^(1/8)*(1-x).^((3/8).*(1+(1-x)/80));
end
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Figure 1: Problem description.

Figure 2: Plots of $w/w_*$ versus vertical coordinate $\zeta$, for different values of toughness $K$ and equilibrium height $\lambda$ ($\lambda = 1.2, 1.4, 1.6, 1.8$ and $2.0$).
Figure 3: Plot of compliance function $c(\lambda; K)$ for different values of dimensionless toughness $K$. The dashed line corresponds to $K = 0$. 
Figure 4: Plot of function $\Upsilon(\bar{\Omega}; \mathcal{K})$ for different values of dimensionless toughness $\mathcal{K}$. The dashed line corresponds to $\mathcal{K} = 0$. 
Figure 5: Comparison between computed $\gamma(\tau)$ and $\Omega(0, \tau)$ for imposed $\lambda = 1$ (PKN solution) with small and large time asymptotics (calculation performed for $\mathcal{C} = 1$).

Figure 6: Comparison between $\Omega(\xi, \tau)$ computed for $\tau = 1.16 \times 10^{-7}$ and $\mathcal{C} = 1$ (with $\lambda = 1$) and small time similarity solution (shown in red dashed line).
Figure 7: Comparison between $\Omega(\xi, \tau)$ computed for $\tau = 10^5$ and $C = 1$ (with $\lambda = 1$) and large time similarity solution (shown in blue dashed line).

Figure 8: Contour lines of the breakthrough time $\tau_b$ in the $(C, \mathcal{K})$ space.
Figure 9: Plot of the evolution of the length of one fracture wing $\gamma(\tau)$ for (i) $C = 0, K = 0$, (ii) $C = 0, K = 1$, (iii) $C = 1, K = 0$, and (iv) $C = 1, K = 1$.

Figure 10: Plot of the evolution of the inlet average opening $\bar{\Omega}(0, \tau)$ for (i) $C = 0, K = 0$, (ii) $C = 0, K = 1$, (iii) $C = 1, K = 0$, and (iv) $C = 1, K = 1$. 
Figure 11: Plot of the evolution of the inlet fracture height $\lambda(0, \tau)$ for $C = 0$, $K = 0$, $C = 0$, $K = 1$, $C = 1$, $K = 0$, $C = 1$, $K = 1$.

Figure 12: Plot of the evolution of the efficiency $\eta(\tau)$ for (i) $C = 1$, $K = 0$ and (ii) $C = 1$, $K = 1$. 
Figure 13: Plot of the evolution of the inlet net pressure $\Pi(0, \tau)$ for (i) $C = 0$, $\mathcal{K} = 0$, (ii) $C = 0$, $\mathcal{K} = 1$, (iii) $C = 1$, $\mathcal{K} = 0$, and (iv) $C = 1$, $\mathcal{K} = 1$. 
Figure 14: Fracture height profile $\lambda(\xi, \tau)$ for selected $\tau$ and $C = 0, K = 0$

Figure 15: Average fracture opening profile $\bar{\Omega}(\xi, \tau)$ for selected $\tau$ and $C = 0, K = 0$
Figure 16: Fracture height profile $\lambda(\xi, \tau)$ for selected $\tau$ and $C = 0, K = 1$

Figure 17: Average fracture opening profile $\bar{\Omega}(\xi, \tau)$ for selected $\tau$ and $C = 0, K = 1$
Figure 18: Fracture height profile $\lambda(\xi, \tau)$ for selected $\tau$ and $C = 1, K = 0$

Figure 19: Average fracture opening profile $\bar{\Omega}(\xi, \tau)$ for selected $\tau$ and $C = 1, K = 0$
Figure 20: Fracture height profile $\lambda(\xi, \tau)$ for selected $\tau$ and $C = 1, K = 1$

Figure 21: Average fracture opening profile $\Omega(\xi, \tau)$ for selected $\tau$ and $C = 1, K = 1$