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Abstract

Numerical computations are presented of the BGK-like states that emerge beyond the saturation of the bump-on-tail instability in the Vlasov–Poisson system. The stability of these states towards subharmonic perturbations is explored in order to gauge whether the primary bump-on-tail instability always suffers a secondary instability that precipitates wave mergers and coarsening of the BGK pattern. Because the onset of the bump-on-tail instability occurs at finite wavenumber, and the spatially homogeneous state is not itself unstable to spatial subharmonics, it is demonstrated that mergers and coarsening do not always occur, and the dynamics displays a richer spatio-temporal complexity.

1. Introduction

BGK modes are steadily propagating nonlinear solutions to the Vlasov–Poisson and related systems [5]. These modes can be excited by introducing a sufficiently strong wave-like perturbation to a stable, spatially homogenous equilibrium, such that nonlinearity arrests Landau damping (e.g. [21,16,7]). Alternatively, BGK-like modes can emerge due to the nonlinear saturation of the linear instabilities of an unstable homogeneous equilibria (e.g. [1,2,10,13]).

It is commonly viewed that periodic BGK modes are prone to secondary instabilities whenever the spatial domain contains more than one wavelength. The secondary instability precipitates a coarsening event wherein waves interact and merge to increase the wavelength until only a single wave survives in the domain [10]. Mathematical arguments to back up this vision have been advanced by Goldman [11], Schwarzmeier et al. [24], Guo and Strauss [12] and Lin [14,15], who present various types of stability analyses of BGK modes. A number of thermodynamic arguments in support of coalescence have also been advanced [19,9,23].

Fig. 1 illustrates the secondary instability and merger dynamics for the classical bump-on-tail instability: the simulation takes place in a periodic spatial domain, and is arranged so that the second (spatial) Fourier mode is excited at low amplitude at the beginning of the computation; that mode then amplifies exponentially until it twists up the background distribution into a BGK-like state propagating in the vicinity of the bump. The state is unsteady due to “trapping” oscillations (e.g. [25]), but for a while the mean electrostatic potential saturates at an average level. However, the fundamental Fourier mode, which was excited to a much lower amplitude at the initialization of the computation grows all the while. Eventually this mode reaches sufficient strength to disturb the cat’s-eye-like pattern generated by the original instability, triggering a merger event and the formation of a longer-scale, unsteady BGK-like state.

The purpose of the present article is to present detailed numerical computations of the nonlinear dynamics of the classical bump-on-tail instability, and thereby demonstrate that BGK-mode phenomenology is not as clear cut as the previous articles suggest. In particular, we show that coarsening mergers do not always result from BGK-mode secondary instabilities in the bump-on-tail problem. Moreover, BGK modes with multiple wavelengths can even be stable (in periodic domains of suitable length).
A key detail that distinguishes the bump-on-tail problem from other BGK-mode producing instabilities, such as the two-stream instability, is that the primary instability sets in with a finite wavenumber. In dissipative systems, this sets the stage for spatio-temporal complexity (the weakly nonlinear description is the complex Ginzburg–Landau equation, a popular model for studying chaotic dynamics in spatially extended systems; e.g. [18]). For the plasma problem, it signifies that close enough to onset, the spatially homogeneous state is stable towards perturbations with smaller wavenumbers (the subharmonics of the primary instability). Not only does this negate the existing theories that establish subharmonic instability of the primary BGK patterns that may form [12,17], but it also indicates that there may be no suitable BGK modes that can act as end states for a coarsening event. Indeed, instead of coarsening, the numerical computations reported below reveal a much richer time-dependent dynamics. The example shown in Fig. 1 does not display this dynamics, as it lies in a parameter regime much further from onset, where the subharmonic of the primary instability (the fundamental Fourier mode) is already strongly unstable.

2. Mathematical formulation

2.1. The dimensionless Vlasov–Poisson system

The dimensionless Vlasov-Poisson system for the distribution function, \( f(x,v,t) \), and electrostatic potential, \( \phi(x,t) \), can be written in the form,
\( f_t + vf_x + \varphi f_v = 0, \) 
\( \varphi_{xx} = \int_{-\infty}^{\infty} f(x, v, t) dv - \langle f \rangle, \) 

where

\[ \langle \ldots \rangle \equiv \int_{-\infty}^{\infty} \int_0^L \langle \ldots \rangle \, dx \, dv, \]

\( L \) is the length of the (periodic) spatial domain, and the \((x,v,t)\) subscripts denote partial derivatives. To arrive at this dimensionless form of the Vlasov equation, we scale time by the inverse plasma frequency \( \omega_p^{-1} \), space by the Debye length \( \lambda_D \), and speed by \( \omega_p \lambda_D \). The potential can also be represented in terms of its spatial Fourier series,

\[ u = \sum_{n=-\infty}^{\infty} \Phi_n e^{2\pi in/L}, \quad \Phi_n(t) = \frac{1}{L} \int_0^L \varphi(x,t)e^{-imx} dx, \]

and mean amplitude,

\[ \Phi(t) = \left[ \sum_{n=0}^{\infty} |\Phi_n|^2 \right]^{1/2}. \]

### 2.2. Linear theory

The spatially homogeneous solutions to (1) are characterized by a profile, \( f(x,v,t) = F(v) \). We explore normal-mode perturbations about such equilibria by setting

\[ f = F(v) + \tilde{f}(v)e^{ik(x-ct)}, \]

where \( k \) is the wavenumber and \( c \) is the wavespeed. After introducing this decomposition into (1) and (2) and then linearizing in the amplitude, \( \tilde{f}(v) \), one arrives at the familiar dispersion relation,

\[ D(c) = k^2 - \int_{-\infty}^{\infty} \frac{F(v)}{v-c} dv. \]

By way of example, we consider the family of equilibria given by

\[ F(v) = e^{-v^2} + a e^{-(v-v_0)^2/\sigma^2}, \]

where \( a, v_0 \) and \( \sigma \) are parameters. The distribution in (8) takes the form of a main Maxwellian centred at zero speed together with an additional Gaussian bump at \( v = v_0 \) of strength \( a \) and half-width, \( \sigma \). In practice, we adopt \( v_0 = 2 \) and \( \sigma = 1/2 \), then vary \( a \) in order to trigger a linear instability. Numerical results displaying the unstable region of the \((k,a)\)-plane are shown in Fig. 2.

### 2.3. Numerical scheme

We solve Eqs. (1) and (2) numerically using an operator-splitting scheme [6]. This scheme divides the time integration into two advection steps. Advection in \( x \) is performed using the fast Fourier transform on a uniform grid of \( N \) points, and
advection in \( v \) using spline interpolation on a grid of \( M \) points distributed over the truncated interval, \([-v_{\text{max}}, v_{\text{max}}]\). The grid in \( v \) is non-uniform, with a finer grid spacing placed over the region of the bump in order to resolve the dynamics there. Typically, we take \( N = 512 \) and \( M = 2500 \), with the grid in \( v \) arranged so that there are more than 600 intervals over the bump region \((1.55 < v < 1.95)\) and \( v_{\text{max}} > 4 \). The time step was 0.01 or less.

To initialize the computations, we use the equilibrium in (8), and then kick the system into action by adding a suitable forcing term to the potential in (4), as summarized in the captions to the figures. We select this device to initiate the dynamics because it mimics an electrostatic forcing of a physical system and because it generates a “dynamically accessible” re-arrangement of the equilibrium [20]. However, we could also have begun by directly perturbing the distribution function; the main results are unlikely to be any different given that the main effect of the initial perturbation is to excite at low amplitude a particular normal mode.

3. Results

3.1. Basic BGK states

To begin, we first summarize the characteristics of the basic nonlinear states that emerge from the saturation of the bump-on-tail instability in spatial domains containing a single wavelength. Fig. 3 shows a simulation with \( a = 0.115 \) in a domain of length \( 10\pi/3 \), for which there is a single unstable mode with \( k = 0.6 \). Initially, the mode amplifies exponentially with the growth rate predicted by linear theory, but then saturates by twisting up the distribution over the region of the bump into a cat’s eye pattern. This generates a nonlinear state similar to a BGK mode. However, aperiodic trapping oscillations also arise, and it is unclear for how long they persist [25]. The saturated nonlinear solutions are, therefore, not exactly equivalent to steady BGK modes, but in view of their similarity to those waves, we call them “BGK states”.

Fig. 3 also plots the maximum amplitude, \( \Phi_m \), against the distance to the stability boundary \((a - a_s, \text{with } a_s \approx 0.1034)\), for a suite of computations with \( L = 10\pi/3 \); this saturation measure follows the trapping scaling of O’Neil et al. [22] (see also [4]). The scaling is relatively weak and signifies that the re-arrangements of the equilibrium distribution in the vicinity of the bump cannot fully smooth out that feature. This is illustrated by the final spatial average of \( f(x, v, t) \) for \( a = 0.115 \) shown in Fig. 3(d).

Steady BGK waves are characterized by a functional relation, \( f(x, v, t) = F(E) \), between particle energy in the waveframe, \( E = \frac{1}{2} (v - c_x)^2 - \varphi \), and distribution function, where \( c \) is the wavespeed. In general, \( F(E) \) is a multi-valued function with different pieces corresponding to the phase space above, below or inside the cat’s eye patterns. Fig. 4 plots the relationship between \( E \) and \( f \) for the final solution of Fig. 3. Everywhere except in the vicinity of the bump, the \( f - E \) relation is equivalent to that of the initial condition (with \( \varphi = 0 \)); but over that region, the overturning within the cat’s eye mixes up the \( (f, E) \) relation to generate a broad cloud of points. In a coarse-grained sense, it is possible that the system eventually relaxes to a true, steady BGK mode characterized by a single-valued \( f - E \) relation within the cat’s eye. However, the state in Fig. 4 has yet to mix up in such a fashion and remains agitated by trapping oscillations. There is some suggestion from Fig. 4 that, if relaxation

![Fig. 3. Simulation for \( a = 0.115 \) in a domain of length \( L = 10\pi/3 \), initiated by adding \( 10^{-35} e^{-10v^2} \) to \( \Phi_t \). Panels (a) and (b) show \( \Phi(t) \); the dotted line in (a) shows the exponential growth expected from linear theory. In (c) the value of the first maximum, \( \Phi_m \) (indicated by stars in (a) and (b)), is plotted against the distance to the stability boundary, \( a - a_s \), (where \( a = 0.1034 \) is the marginally stable state) for a suite of computations with varying \( a \), along with the trend of trapping scaling of [22]. \( \Phi_m \propto (a - a_s)^2 \). A snapshot of the final \((t = 10^4)\) cat’s eye pattern in \( f(x, v, t) \) is shown as a density on the \((x, v)\)-plane in (d). To interpret the shading scheme, the plot to the right shows the spatial average (solid), equilibrium profile (dashed) and all the values of \( f(x, v, t) \) on the computational grid (light gray dots).](image-url)
does occur, the cat’s eye relation may become flat, with sharp boundary layers along the eyelids separating that constant from the double-valued relation characterizing the regions outside the cat’s eye. Note that the relation may have an infinite derivative along the cat’s eyelid, as implied by coarse-grained averages of O’Neil’s analytical solution of nonlinear Landau damping.

Despite this suggestion that the cat’s eye distribution may become flat, there are distinct undulations in the relation near the eyelids. These correspond to the ring-like features discernible in the spatial structure of the distribution in Fig. 3(d), and result from coherent secondary structures, or “quasi-particles” [25], which circulate around the cat’s eyes (two such features are visible to the lower right of the cat’s eye in Fig. 3(d)). The quasi-particles themselves are intimately connected to the trapping oscillations.

Note that the lack of symmetry between the regions above and below the cat’s eye renders the linear stability analysis of the BGK mode more complicated than assumed by Lin [14]. He presents a formal analysis suggesting that BGK modes with more than one wavelength in the spatial domain are unstable (and establishes a more rigorous foundation for some incomplete arguments made earlier by Ghizzo et al. [10]). However, the arguments rely on the self-adjointness of a operator which only takes that form provided the relation is symmetrical above and below the cat’s eye. The BGK modes that emerge if the trapping oscillations subside in Fig. 4 do not have this symmetry, and the operator arising in the corresponding stability theory is not self-adjoint. Thus Lin’s analysis is not relevant to the bump-on-tail problem. Indeed, his results cannot apply in this situation since they imply that BGK modes of wavenumber \( k \) are always unstable to subharmonics with wavenumber \( k/2 \). But these BGK modes share the stability properties of the homogeneous equilibrium state as they approach the stability boundary [12], and linear stability theory demonstrates that such subharmonic instabilities do not always occur (see Fig. 2).

### 3.2. Searching for secondary instability

![Fig. 4](image-url) Plots of energy, \( \varepsilon = \frac{1}{2} (v - c)^2 - \varphi \), against \( f(x, \nu, t) \) at all points on the computational grid (light gray dots) for the solution also shown in Fig. 3; \( c = 1.778 \). The solid line shows the initial condition.

![Fig. 5](image-url) Simulation with \( a = 0.115 \) in a domain of length \( L = 20\pi/3 \), initiated by adding \( 10^{-3} e^{-10t} \) to \( \Phi_1(t) \) and \( \Phi_2(t) \). Panel (a) shows \( \Phi(t) \) for \( j = 1 \) and 2. The circles mark the times at which snapshots of the cat’s-eye patterns in \( f(x, \nu, t) \) are shown as densities on the \((x, \nu)\)-plane in (b)–(c); the spatial averages (solid) and initial profiles (dashed) on the right indicate the shading scheme.

We now consider whether the BGK states described above suffer secondary instability. We commence with a computation for \( a = 0.115 \) and a domain of size \( 20\pi/3 \) (so the wavenumbers are \( 0.3j \), \( j = 1, 2, \ldots \)). After weakly forcing the potential with the first two Fourier modes, the system evolves as shown in Fig. 5. At these parameter settings, the fundamental is stable, but the first overtone is linearly unstable (Fig. 2). The overtone does indeed amplify as expected, and again saturates by twisting up the distribution near the bump into a pair of cat’s eyes. Over the duration of this computation, the fundamental mode oscillates at low amplitude, but does not grow (such persistent ringing is not surprising: the corresponding spatially homogeneous equilibrium has very weakly decaying “quasi-modes” [4] with \( k = 0.3 \)). Thus, there is little sign of a secondary instability for this “double” BGK state.
By contrast, when we widen the domain to $L = 10\pi$, and initialize by kicking the first three Fourier modes, we do observe a clear secondary instability; see Fig. 6. In this example, the $k = 0.6$ mode (the second overtone) is still the strongest instability and the fundamental mode ($k = 0.2$) is again linearly stable. However, the $k = 0.4$ mode (the first overtone) is also unstable, with a relatively small growth rate ($\kappa c = 2 \times 10^{-3}$, versus 0.0116 for $k = 0.6$). At the beginning of the computation, the $k = 0.6$ mode dominates the linear growth and a triple cat's eye pattern forms over the bump region. This BGK state does not persist indefinitely, but becomes disrupted by the growth of a subharmonic corresponding to the $k = 0.4$ mode; see Fig. 6.

Similarly, when we increase the bump parameter, we also observe the double BGK state to suffer subharmonic secondary instability; see Fig. 7 for $a = 0.125$. Notably, as indicated by Fig. 2, for this parameter setting, the $k = 0.3$ fundamental mode of the homogeneous state is now unstable. Thus, the secondary instabilities of the finite-amplitude BGK states appear to be closely connected to the instabilities of the homogeneous state, as already concluded by Guo and Strauss [12] (see also [17]) for BGK states of arbitrarily small amplitude.

Further details of a secondary instability are shown in Fig. 8. In this simulation, at $a = 0.125$ and $L = 20\pi/3$, the computation is initialized with a low-amplitude $k = 0.6$ disturbance, but no subharmonic; the resulting instability is then allowed to grow and saturate for a time. At $t = 1500$, the subharmonic is then kicked into action by suitably forcing the Fourier amplitude, $\phi_1$, and thereafter is observed to grow exponentially (with a rate close to 0.008, twice the growth rate of the $k = 0.3$ mode of the spatially homogeneous equilibrium, $\kappa c \approx 0.004$). By formulating the combination, $f(x, v, t) - f(x - L/2, v, t)$, we construct a corresponding "unstable mode". As shown in Fig. 8, the structure of the mode is relatively complicated, with a tightly wound spiral component within the cat’s eyes together with a wave-like perturbation riding along the outer eyelids.
Note that, although the computation shown in Fig. 5 reveals no subharmonic instability one cannot rule the possibility of instability since the trapping oscillations of the cat’s eye patterns and the persistent ringing of the \( j = 1 \) mode obscure the dynamics. Moreover, the computations are less reliable over the longer times due to the filamentation of the instability since the trapping oscillations of the cat’s eye patterns and the persistent ringing of the \( j = 1 \) mode obscure the dynamics. Indeed, the amplitude of the subharmonic mode has clearly saturated and the system appears to be converging to some (unsteady) asymptotic state. Note how the agitation of the primary BGK state, and appears to be mostly due to the finite amplitude of the disturbance. Indeed, the two cases, \( \alpha = 0.115 \) and \( \alpha = 0.125 \), converge to quite different end-states.

### 3.3. To merge or not to merge

An important detail of all the computations of Section 3.2 is that there are no merging events: secondary instabilities grow and force recognizable distortions of the BGK patterns, but the dominant wavenumber remains largely unchanged. For example, in Fig. 7, there is little suggestion that a merger will occur despite the continuation of the simulation to a time well beyond the growth of the subharmonic. Indeed, the amplitude of the subharmonic mode has clearly saturated and the system appears to be converging to some (unsteady) asymptotic state. Note how the agitation of the primary BGK state prompts it to expand and more effectively mix, flattening out any residual bump in the average distribution.

To gauge whether mergers are ever likely in the parameter regime studied in Section 3.2, we performed further computations in which we first prepared a BGK state with a single wavelength by running a computation with \( L = 10\pi/3 \) out to \( t = 1500 \). The domain was then doubled, and the distribution, \( f(x,\nu,t) \), perturbed by adding \( xe^{-4\nu^2/\alpha^2} \cos(2\pi x/L) \), where the strength parameter, \( \alpha \), was varied. Three such computations for \( \alpha = 0.115 \) are shown in Fig. 9, with \( \alpha = 10^{-6}, 10^{-4} \) and \( 10^{-3} \). In the first case, the subharmonic mode does not amplify over the duration of the computation. The stronger perturbations, however, generate noticeable disturbances in the BGK patterns, and there is some growth of the subharmonic beyond the initial perturbation (see the dots in Fig. 9(a) for \( \alpha = 10^{-4} \)), the persistent ringing of this mode obscures the picture for \( \alpha = 10^{-3} \) and so we have plotted the running average, \( (t - 1500)^{-1} \int_{1500}^{t} \Phi_1 dt \), instead. We interpret this growth to be due to an expansion of the region in which the equilibrium distribution is twisted up, which draws in more of the destabilizing background gradients and suppresses more of the bump. This growth is difficult to rationalize as a secondary instability of the primary BGK state, and appears to be mostly due to the finite amplitude of the disturbance. Indeed, the two cases, \( \alpha = 10^{-4} \) and \( 10^{-3} \), converge to quite different end-states.

---

**Fig. 8.** Simulation disturbing a saturated BGK state with \( k = 0.6 \) and \( \alpha = 0.125 \) in a domain of length \( 20\pi/3 \). At \( t = 1500 \), \( \Phi_1 \) (previously zero) is forced by \( 10^{-10}(t - 1500)e^{-10/1500} \). Panels (a) and (b) show the times series of \( \Phi_1(t) \) for \( j = 2 \) and 1, respectively. The dashed line in (b) indicates exponential growth with a rate of 0.008; the star in (a) shows the time of the snapshot plotted in (c) and (d). Panel (c) shows the structure of the “unstable mode”, as given by \( f(x,\nu,t) - f(x - L/2,\nu,t) \); (d) shows the corresponding cat’s eye pattern with the shading scheme indicated by the plots of the spatial average, the initial profile (dashed), and the values of \( f(x,\nu,t) \) at the grid points (light gray dots). We omit the scale in (c) as the mode amplitude should be arbitrary.
Note that the perturbations of the BGK states in Fig. 9 are relatively strong: the mean amplitude of the fundamental mode is actually larger than that of the first overtone at the end of the computation for $a = 10^{-3}/C_0$. Moreover, the dynamics is clearly quite different from that triggering the merger in Fig. 1. Thus, whether there is a genuine secondary instability or if the BGK state is simply strongly perturbed, mergers do not occur sufficiently close to the stability boundary. The BGK states certainly become more complicated as a result of the excitation of subharmonics: multiple frequencies are generated in the time series of the amplitude of the potential, satellite structures or quasi-particles form within the primary cat’s-eyes [25], and there is a visible expansion of the regions over which the distribution is twisted-up. However, those states are long-lived.

A more curious example is shown in Fig. 10, with $a = 0.125$ and $L = 5\pi$. In this case, the lowest two modes are both unstable and their growth rates are comparable (see Fig. 2). Consequently, both modes grow and twist up the distribution into two separate cat’s eye patterns surrounding the wave-particle resonances associated with each mode (which lie close to the two extrema of the equilibrium profile associated with the bump). The two patterns coexist for a time, but move at different speeds and perturb one another; eventually, the vortical structures within the cat’s eyes interact more strongly, merging into a single structure. The double-mode character of the instability persists, however, with the distribution showing a mixed region with an embedded quasi-particle, bordered at lower velocity by a mode-two-like wave, and at higher speeds by a mode-one-like wave (this two-frequency state is quite different from those reported in [8], which are generated by the symmetrization of the initial bump-on-tail equilibrium distribution).
4. Discussion

The purpose of this article is to demonstrate that instabilities in the Vlasov–Poisson system display a rather richer, pattern-forming dynamics than is often discussed in the literature. We specifically focussed on the bump-on-tail instability, and showed that the BGK states which appear due to nonlinear saturation display complicated time-dependent dynamics near onset. Unlike what is often claimed in the literature, these BGK states need not suffer secondary, subharmonic instabilities that lead to coarsening of the wavelength; states with more than one wavelength in the spatial domain can persist indefinitely. As concluded previously for BGK modes of arbitrarily small amplitude, the secondary stability is closely related to the instabilities of the spatially homogeneous equilibrium that spawned the BGK states. Moreover, when secondary instabilities are present, they need not trigger wave mergers and coarsening, but precipitate complicated time-dependent states. In these regards, the Vlasov–Poisson system appears to have similarities with other pattern-forming systems.

It is unclear why previous explorations have not uncovered the dynamics found here. One possibility is that computations have never been run in the relevant range of parameter space: the dynamics is sensitive to distance from stability boundary as well as numerical resolution. Indeed, as illustrated by our first example, without careful selection of the initial state, the subharmonic instabilities can be sufficiently strong to overwhelm the dynamics we have described, and thereby trigger wave coarsening.

Although the study has been based on well-resolved numerical experiments, it is important to note that there are drawbacks with this kind of approach: subharmonic instability may take a long time to develop, and it is consequently difficult to say whether a computation has run sufficiently long to observe the true asymptotic states. Moreover, numerical inaccuracies and artifacts can cloud the true dynamics, especially for the Vlasov–Poisson system in which the main dynamical variable is inexorably wound up into increasingly fine filamentary structures. Overall, a numerical approach is always less conclusive than a rigorous stability analysis.

In addition, the BGK states that we have explored are not proper BGK modes: although nonlinearity saturates the linear instability relatively quickly, the cat’s-eye patterns that form are continually winding up and agitated by aperiodic trapping oscillations. It is unclear whether these states ever converge fully to a true, steady BGK mode. Importantly, this means that there may be important differences between the current study and stability analyses of steady BGK equilibria [11,24,14,15].
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