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21.

22,

23.

24,

Since xp41 =
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(x,%/(Zx,,)) = xp/2.
1/4, x3 = 1/8.

For x% = 0 we have Xpl = Xp —
Ifxo=1, then x1 = 1/2, xp =
a) x, = 1/2", by induction.

b) x, approximates the root x = 0 to within 0.0001
provided 2" > 10,000. We nced n > 14 to ensure
this.

¢) To ensure that x2 is within 0.0001 of 0 we need
(1/2)% < 0.0001, that is, 22" > 10, 000. We need
n>17.

d) Convergence of Newton approximations to the root

x = 0 of x2 = 0 is slower than usual because the
derivative 2x of x2 is zero at the root.
_ v ifx=0
S = [J—_x ifx <0’
) = 1/(2/%) ifx>0
—1/Q2/—x) ifx <0’
The Newton’s Method formula says that
(63
Xn+1 = Xp j{/( ’:1)) Xn — 2Xp = —Xn.
If xo = a, then x; = —a, xp = a, and, in general,

xp = (—=1)"a. The approximations oscillate back and
forth between two numbers,

If one observed that successive approximations were os-
cillating back and forth between two values g and b, one
should try their average, (g + b)/2, as a new starting
guess. It may even turn out to be the root!

Newton’s Method formula for f(x) = x!/3 is

x1/3
Xngl = Xp — ___”——2/3 =Xy — 3xn = —2xn.
(1/3)xy
If xo =1, then x; = —2, xp =4, x3 = ~8, x4 = 16, and,

in general, x, = (—2)". The successive “approximations”

oscillate ever more widely, diverging from the root at
x =0

Newton’s Method formula for f(x) = x2/3 is

2/3

Xn+1 =X __—x,, 3V = Ix

An = An — FA¢n — T 5An.
(2/3)\” 1/3 2 2

Ifxo = 1, thenx) = —1/2,x0 = 1/4, x3 = —1/8,

= 1/16, and, in general, x,, = (—1/2)". The succes-
sive approximations oscillate around the root x = 0, but
still converge to it (though more slowly than is usual for
Newton’s Method).

2_
2n

Vs =1 (B20) (s
n+l 2x” - 2x" .

, we have

25.

SECTION 4.2 (PAGE 227)

It follows that

! __( 2%y )2
Y+t = X',%'f‘l

1=

n

"‘4)’ = 4yp (1 — yn).

Let y; = sin?(u;).

a) Since

sin(up41) = 4sin? (u, (1 —sin® (u,)) = 4 sin®(u,) cos (u,,) = sin2Quy,),

we have wpq; = 2u,. Thus uy41 = 2"ug. 1t follows

that

dyn = 2sin(uy) cos(un) 2" dug.

1

b) Si = —, have

} Since y, T we ha

2xy
dyy = — ———dxy.
yﬂ (1+ )2 n
Hence
1 232
dx, = ——(—%’-’) 2 sin(u,) cos(uy ) 2" dug.
Xn

Since the values of x, are assumed to neither con-
verge nor diverge, the exponential factor 2" will
dominate for large n

26,

27,

Let g(x) = f(x) —x fora < x < b. g is continuous
(because [ is), and since g < f(x) < b whenever

a < x < b (by condition (i)), we know that g{a) > 0
and g(b) < 0. By the Intermediate-Value Theorem there
exists r in [a, b] such that g(+) = 0, that is, such that
f@) = r. The fixed point r is unique because if there
were two such fixed points, say »; and ry, then condition
(ii) would imply that

[Pt —r2l = f1) = f(r2) < Klrp —ral,

which is impossible if ¥y #r; and K < 1.

We are given that there is a constant K satisfying
0 < K < 1, such that

IS @) = f() = Klu—v]

holds whenever u and v are in [a, b]. Pick any xg in
[a, b], and let x; = f(xg), x2 = f(x1), and, in general,
Xp41 = f(xn). Let r be the fixed point of f in [a, b]
found in Exercise 24. Thus f(r) = r. We have

b1 —rl =1/ (x0) = £()] < Klxo —r]
bx2 =rl=1f(x1) = f0)) < Klxy = r| < K2|xp —r],
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