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a b s t r a c t

A two-dimensional incompressible smoothed particle hydrodynamics scheme is used to simulate the
interaction of micron-sized particles suspended in quiescent medium. A uniform electric field is applied
to the particles, causing them to approach one another due to dielectrophoretic forces and form a chain.
Both fluid and particles are assumed to be polarizable and non-conductive where the permittivity
of the fluid is assumed to be lower than that of the particles. The numerical scheme is validated
by comparing its predictions for simpler case of a pair of particles with results available in the
literature. The effects of initial orientation, Reynolds number and differences in particle permittivity
on the chaining behavior are studied afterwards. The results show that the particles may follow a
convergent or divergent–convergent trajectory, depending on the initial orientation of the particle
pair with the electric field. Increasing the field intensity in low-Reynolds regime expedites the chaining
process without affecting the particle trajectory. However, the particles may diverge at larger Reynolds
numbers. Assigning different permittivities to particles skews the chaining position toward the particle
with lower permittivity. Simulating the process for multiple particles results in longer chains branching
and encompassing the entire computational domain, much like those observed in experiments.
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1. Introduction

Exposing a particle suspended in quiescent background fluid
to a sufficiently large and locally non-uniform electric field results
in spontaneous motion of the particle. This process, known as di-
electrophoresis (DEP), was initially observed in electrorheological
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fluids where an electric field is employed to control fluid viscos-
ity [1]. DEP is of great importance in manipulation and assembly
of colloidal particles and biological cells [2]. Due to better control
and faster response when compared to other means, DEP has
become one of the more popular methods for characterization
and actuation of particles [3].

Filtering, trapping, sorting and focusing of suspended particles
and biological cells within a fluid flow comprise a few appli-
cations of DEP particle manipulation [4,5]. Another application
of DEP is in the assembly of particles into different microstruc-
tures [2]. Hermanson et al. [6] and Xiong et al. [7] assembled
colloidal particles into functional microwires. Lumsdon et al. [8]
have generated two-dimensional crystals using silica and latex
particles between coplanar electrodes. Yang et al. [9] created
cardiac tissue-like structures by alignment and aggregation of
cardiac myocytes inside a microfluidic chip. Markx et al. [10] used
DEP to create cell aggregates with a defined internal architecture
similar to that of a putative hematon and showed that the cells
remain viable and active after the assembly. Formation of bio-
composites from live cells and functionalized particles is another
example of DEP application [11,12]. Pethig [3] and Velev et al. [2]
provide a comprehensive review of DEP applications.

A pair of neutrally buoyant particles suspended in quiescent
medium subject to an external electric field is one of the basic
configurations used for the study of DEP assembly. The prox-
imity of the particles distorts the local electric field, causing a
force imbalance which in turn results in relative motion of the
particles and their eventual chaining [13]. Because it is difficult
to isolate and track individual particles, very few experiments
have been done on this basic configuration. Hwang et al. [14]
experimentally observe the trajectories of particles for several
initial configurations. In other experiments, Mittal et al. [15]
measure the interparticle forces of aligned particles during their
approach. Some analytical works also deal with the interaction
of particle pairs. Parthasarathy and Klingenberg [1] provide an
analytical solution of the DEP forces between interacting particles
in an electrorheological setup. Kang and Li [16] give a similar re-
lation to that of Parthasarathy and Klingenberg [1] for DEP forces.
Additionally, they derive the trajectories of particles. However,
due to complexity of the particle interactions, these analytical
solutions require empirical coefficients and are limited to larger
separations between particles.

When compared to the experimental and analytical meth-
ods, numerical simulations provide considerable flexibility in the
study of DEP interaction of a particle pair. Recent numerical
studies use Maxwell stress tensor to account for electrical forces
and assume thin electric double layers. The chaining behaviors
of conductive and non-conductive particles are simulated for
both alternating current (AC) and direct current (DC) electric
fields. Ai and Qian [17] consider the behavior of a pair of non-
polarizable identical circular particles and observe their chaining
trajectory and velocities. Xie et al. [18] conduct similar simula-
tions assuming finite permittivity for the particles. Keeping the
electrical properties identical, they study the interaction of up
to three particles with different diameters. Kang [19] examines
the interaction of particles having zero permittivity and various
conductivity values and reports their trajectory and local snap-
shots of electrical forces on the particle surfaces. In a similar
work by Hossan et al. [20], the chaining behavior of up to three
polarizable particles with either similar or different conductivities
is investigated. In addition to circular particles, House et al. [21]
examine the chaining trajectory and orientation of a pair of
elliptic particles. The aforementioned works were all carried out
in DC electric fields. Similar studies in DEP chaining of particles
in AC fields are carried out by Ai et al. [22] and Hossan et al. [23].

Despite the large number of numerical studies in DEP chaining
of particle pairs, the discussion on DEP forces during the course of

chaining and their relation to orientation with the electric field is
inconclusive and limited to analytical works of [1,16]. Addition-
ally, most of the above studies neglect the convective terms in
fluid motion. As such, higher Reynolds flows encountered in elec-
trorheological systems remain largely unstudied. Furthermore,
interactions between particles of different permittivities have not
been examined thoroughly, although such binary mixtures of
particles are important to potential applications [11,12]. In this
study, we aim to improve on these aspects of the numerical
studies on the DEP chaining of particle pairs using Smoothed Par-
ticle Hydrodynamics method (SPH) [24]. In addition, we briefly
investigate the interactions between larger numbers of particles.
The parameters of the studies conducted here are chosen such
that the results are valid for micro-scale particles [17,18]. Further
motivations for the current study are provided at the beginning
of each section analyzing the results.

In this work we use a two-dimensional isothermal incom-
pressible SPH (ISPH) scheme based on the projection method
and corrected derivatives [25–27]. The coupling of the fluid and
solid phases is carried out through the viscous penalty method in
conjunction with rigidity constraints [28]. Both fluid and particles
are assumed to be dielectric materials subject to an external
DC electric field [29]. The particles have larger permittivity than
the surrounding fluid in most cases considered here. Particles
having lower permittivity than the fluid behave qualitatively the
same way and thus will not be discussed separately, except when
validating our simulation results. Sections 2 and 3 provide the
mathematical formulation used in this study. Simulation results
are presented in Section 4 and concluding remarks are drawn in
Section 5. From this point forward, the term ‘‘particle’’ will refer
to the SPH particles used to discretize the computational domain
while the solid objects will be referred to as discs.

2. Geometry and characteristic scales

The simplest form of DEP interaction is between two closely
positioned neutrally buoyant circular discs. Fig. 1 provides a
schematic of the problem where subscripts □1 and □2 are used
to denote discs 1 and 2, respectively. The origin of coordinate
axes (x, y) is placed at the center of computational domain. An
additional Cartesian coordinate system is attached to disc 1 which
points in parallel (n) and normal (s) directions to the line con-
necting the disc centers. The discs with radii of r1 and r2 are
suspended in a square cavity of side length H = 20r1. The
distance between disc centers is referred to as Lc and the surface-
to-surface distance is defined as Ls = Lc − r1 − r2. A constant elec-
tric potential difference of ∆φ is applied between the horizontal
walls, shown as continuous lines, resulting in an undisturbed
electric field in the vertical direction. Initially, the discs are placed
at a distance Ls/2 = r1/2 from the center of computational do-
main and their center-to-center line has an initial angle of θ with
the electric field. Side walls, shown in dashed lines, are insulated
and electric field lines are parallel to these walls. All bounding
walls are subject to no-slip and no penetration conditions.

Following Saville [30], we define a characteristic velocity uc by
balancing viscous (µcuc/l2c ) and electric (εcE2

c /lc) forces as

uc =
εc lcE2

c

µc
. (1)

All other characteristic values are chosen as

ρc = ρ0, µc = µ0, εc = ε0, lc = r1,

tc = lc/uc, Ec = E∞ = ∆φ/H, pc = ρcu2
c , (2)

where ρ is density, µ is viscosity, ε is electrical permittivity, l
is length, t is time, E is electric field intensity and p is pressure.
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Fig. 1. Schematic of the DEP chaining of two circular discs. Discs 1 and 2 are
colored in white and gray, respectively. The (n, s) coordinate axes attached to
disc 1 are shown in gray.

Subscripts □c and □0 denote characteristic and fluid phase values,
respectively. We will only consider neutrally buoyant discs in this
study.

The dimensionless values governing the test case are

R =
r1
H

, Rr =
r2
r1

,

P =
ε1

ε0
, Pr =

ε2

ε1
, (3)

along with the Reynolds number,

Re = ρ0ε0

(
r1E∞

µ0

)2

. (4)

In addition to Re, balancing electrical (εcE2
c /lc) and inertial

(ρcu2
c/lc) terms results in electro-inertial number Eic = εcE2

c /ρcu2
c

[31]. With the velocity scale of Eq. (1), however, it is identical to
the inverse of Re.

Through this study we assume the discs have identical radii
hence Rr = 1. Domain size and boundary conditions remain
unchanged for cases with more than two discs of Section 4.4. The
arrangement of discs and dimensionless values will be discussed
in the relevant sections.

3. Mathematical method

Equations governing an incompressible and isothermal flow
subject to an external electric field may be written in dimension-
less form as

∇ · u = 0, (5)

Du
Dt

= −∇p +
1
Re

[
∇ · τ + f(e)

]
, (6)

where vectors and tensors are shown in bold and D/Dt = ∂/∂t +
u·∇ represents the material time derivative. Here, τ is the viscous
stress tensor,

τ = µ
[
∇u + (∇u)†

]
, (7)

where superscript □† denotes the transpose operation while
f(e) is the electric force vector calculated through divergence of
Maxwell stress tensor [30].

Assuming small dynamic currents and neglecting magnetic
induction effects, the electric field is irrotational and may be
represented by the gradient of an electric potential, E = −∇φ.
A further assumption of slow electric relaxation compared to
viscous relaxation allows for the electric potential to be computed
through

∇ · (ε∇φ) = 0, (8)

resulting in the following form of the electric force [32],

f(e) = −
1
2
E · E∇ε. (9)

To distinguish between different phases, a color function ĉα

is defined for each of the solid and fluid bodies such that it is
unity for the region containing phase α and zero for all other
regions. As mentioned before, α = 0 denotes the fluid phase
while α ≥ 1 refer to the discs. Thermodynamic variables and
transport coefficients are interpolated using the corresponding
color function values [27].

The fluid and solid bodies are treated as liquids of different
viscosity according to the viscous penalty method [33] where a
viscosity ratio of one hundred is used [28]. Rigidity constraints
derived from conservation of momenta are applied to individual
solid regions to ensure a rigid behavior [28,34]. To maintain
enough particles for resolving the flow and electric fields in the
fluid, the minimum distance between solid surfaces (walls or
discs) is limited to two particle spacings using a local repulsive
force [28]. Details of the numerical solution procedure is provided
in [28,35].

4. Results

To assess the ability of the proposed method in capturing the
chaining behavior of rigid discs, the results of current simulations
are compared to those provided in [17,18]. Identical discs are re-
leased from an initial angle of θi = 85◦ with Reynolds number set
to 0.007. Two permittivity ratios, P = 1/40 and 40 are selected
for comparison. The fluid is discretized with particles arranged
on a uniformly spaced Cartesian grid with a particle spacing of
δp. Rigid bodies are discretized with particles conforming to disc
boundaries, positioned along concentric circles at uniform radial
spacing δp around the disc center. The number of particles on
each circle is varied to keep the separation distance between
the particles close to δp along each of the circles [28]. Here, the
smoothing length is taken as h = 1.6δp [26].

When a disc more polarizable than the surrounding fluid is
placed in a non-uniform electric field, it moves toward regions
of higher field gradient. This phenomenon is known as positive
DEP. The reverse, called negative DEP, is true for discs less po-
larizable than the surrounding fluid [2]. Two discs placed closely
in a uniform electric field affect the surrounding field and create
gradients that move the discs. If both discs are either more
polarizable or less polarizable than the surrounding fluid, the
DEP forces will align them with the electric field. Fig. 2 plots the
trajectory of disc 1 while the pair is aligning with the electric
field for different particle spacings against simulation results
in [17,18]. A filled circle marker shows the initial position of the
disc. It is seen that reducing particle spacing to δp ≤ 0.1 and
δp ≤ 0.13 for P = 1/40 and P = 40, respectively, results in very
small difference in the trajectory of the discs. As such, δp = 0.1
and δp = 0.13 are considered adequate for P = 1/40 and P = 40,
respectively. The reason for higher resolution required for P =

1/40 lies in the way the weighted harmonic mean interpolation
skews the transition region toward larger permittivity values. For
P = 1/40, the transition region shifts toward the fluid particles
and a finer resolution is needed to keep the transition close to
the disc boundary. The trajectory of the discs at the converged
particle spacings are in agreement with those of [17,18]. Xie
et al. [18] report their results for both 1/40 and 40 ratios while
Ai and Qian [17] limit their study to non-polarizable particles. Xie
et al. [18] compare their results for P = 1/40 and P = 0 and
report negligible difference, showing that discs at P = 1/40 are
essentially non-polarizable.

Hereafter, we only consider discs that have larger permittivi-
ties than the surrounding fluid and a reference permittivity ratio
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Fig. 2. Validation of particle resolution and comparison of simulation results with disc 1 trajectory data given by Xie et al. [18] and Ai and Qian [17] for P = 1/40
(a) and P = 40 (b). The starting position and trajectory of disc 2 is symmetric with respect to the center of computational domain at (0, 0).

Table 1
Elapsed time for reaching θf for different starting orientations.

θi 10◦ 30◦ 45◦ 60◦ 85◦

tf 8.13 8.62 10.94 12.22 37.08

of P = 40 is chosen. The numerical results consist of four studies.
First, the effect of initial orientation of center-to-center line with
the electric field is inspected. Then the effect of Reynolds number
on the behavior of the discs will be examined. Reynolds numbers
up to 116.1 are simulated to provide a better understanding
of the chaining behavior. The third case investigates the effects
of dissimilarities in electrical properties. Finally, the interactions
between more than two discs are investigated.

4.1. The effect of initial orientation

To our knowledge, the most detailed study on the effect of
initial orientation on the trajectory of chaining discs is carried out
by Kang [19]. However, he only shows the surface distribution of
the DEP forces on the discs at θ = 45◦ and Lc = 4 snapshots and
no time variation is examined. Ai et al. [17,22] examine the time
variation of DEP force, however, they only consider the forces in
the direction of electric field and for θi = 0◦ and 45◦. On the other
hand, the analytical solutions of [1,16] require prior knowledge of
the electric field distribution or empirical relations. In this section,
the behavior of the discs at five starting angles of 10◦, 30◦, 45◦,
60◦ and 85◦ with the electric field is examined. The two discs
are identical with P = 40, and the Reynolds number is fixed
at Re = 0.007. Simulation results are shown until the center-
to-center line connecting the discs reaches θ = 1◦, at which
point we consider the discs to be chained. The elapsed time until
θf = 1◦ is referred to as the chaining time tf . Table 1 provides the
chaining times for each starting orientation. Increasing the initial
angle results in larger chaining time with a significant increase
from θi = 60◦ to 85◦.

Fig. 3 provides the trajectories of the discs with respect to θ .
As expected, the identical discs rotate and align with the electric
field axisymmetrically. With the exception of θi = 85◦, the
distance between the discs decreases during their travel. For θi =

85◦, the distance between the discs increases initially, reaching a
maximum of Lc = 3.65 at θ = 53◦ before dropping to Lc = 2.25
at θf . Such behavior has been reported in numerical simulations
of conductive disc pairs [19,20] as well as non-conductive disc
pairs [17,18]. This also explains the much longer chaining time
when starting from an initial angle of 85◦, as observed in Table 1.

A better understanding of the effect of initial orientation on
the behavior of the discs may be obtained by observing the
changes in electrical forces with respect to θ and Lc . Fig. 4 plots

the DEP force component per unit volume in the center-to-center
direction f(en), where a positive value indicates an attractive force,
as well as the electric force component normal to the center-to-
center direction f(es), which results in a clockwise rotation if its
value is positive. Directions for (n, s) coordinate axes are provided
in Fig. 1. Since the forces are identical in magnitude for both discs,
only the DEP forces on disc 1 are shown. It is expected that as
the discs align with the electric field, the center-to-center force
reaches a maximum while the component causing the rotation
vanishes [1,16].

Fig. 4-a shows that the center-to-center component of DEP
force remains attractive throughout the trajectory for cases with
θi ≤ 45◦. Cases starting at 60◦ and 85◦ experience an initially
repulsive f(en). The angular span of the repulsive force is rather
short for θi = 60◦ and is not enough to cause a substantial
increase in the initial separation between the discs. For θi = 85◦,
on the other hand, approximately one third of the traversed angle
is spent in the repulsive region and this results in a significant
increase in separation as shown in Fig. 3-b. It is worth noting
that for both θi = 60◦ and 85◦ the repulsive force changes to
an attractive one at about θ = 53◦, which also corresponds to
the angle when the trajectory of the case θi = 85◦ changes from
a diverging path to a converging one (Fig. 3-b). The analytical
solution of [1,16] suggests that f(en) changes direction according
to the sign of 3 cos2 θ − 1, which corresponds to θ ≈ 54.7◦.
Hwang et al. [14] suggest an angle between θ = 52.6◦ and 53.4◦

based on their experimental observations. Both values are fairly
close to the current numerical result of θ ≈ 53◦. The maximum
value of f(en) is comparable for all cases, regardless of the starting
orientation and resides in the final portions of the travel.

The rotational component of DEP force f(es) versus θ is plotted
in Fig. 4-b. Unlike f(en), the largest magnitude of f(es) is dependent
on the starting orientation of the discs. According to the analytical
solution, f(es) changes with sin 2θ/L4c and reaches a maximum
when θ = 45◦ [1,16]. Our results for θi ≤ 45◦ exhibit the
largest rotational DEP force at the initial stages of the travel,
which agrees with the analytical predictions. For θi > 45◦, the
maximum of f(es) lies slightly above the 45◦ mark. Of all cases
passing through θ = 45◦, the pair of discs starting from θi = 60◦

has the largest f(es) since the separation between discs is the
smallest at θ = 45◦ (Fig. 3-b). The drop in force magnitude at
smaller separation shows that the disc pair’s orientation is the
dominant factor.

4.2. The effect of Reynolds number

Reynolds number may be changed through various parameters
(Eq. (4)). From a practical standpoint and for a given system,
changing the electric field intensity is one of the most accessible
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Fig. 3. (a) Trajectory of disc 1 (continuous) and disc 2 (dashed) with different starting angles; (b) center-to-center separation distance with respect to center-to-center
angle with electric field. The middle dotted circle passes through the center of disc 1 for different cases while the inner and outer dotted circles are tangent to disc
1 in its initial position.

Fig. 4. Center-to-center (a) and rotational (b) components of electric forces with respect to angle.

control parameters. As a result, Reynolds number is manipulated
through changes in the electric field here. Reynolds numbers
calculated through Eq. (4) for particle chaining experiments in
colloidal assembly process lie in 0.00001 < Re < 0.01 [2,11,
12,36,37]. On the other hand, Reynolds numbers encountered in
electrorheological flows are larger than those in colloidal assem-
bly and may reach up to Re ≈ 10 [38–41]. Most numerical
simulations in the literature only deal with very low-Reynolds
regime of the chaining phenomenon [17–20]. Based on the obser-
vations made in the previous section, two initial angles of 45◦ and
85◦ are chosen for our tests. The electric field intensity is doubled
in successive cases resulting in Reynolds numbers of 0.007, 0.028,
0.113, 0.453, 1.813, 7.253, 29.01 and 116.1.

Using Eq. (1) as well as balancing inertia and electric forces
result in two characteristic time scales,

tc =
µ0

ε0E2
∞

, t ′c =

(
ρ0r21
ε0E2

∞

) 1
2

, (10)

respectively. Fig. 5 provides the chaining time with respect to
Reynolds number in dimensionless form using both tc and t ′c .
The chaining time remains relatively constant with both starting
angles for Re < 1 when using tc as the timescale. This confirms
the observations made in [16] where the chaining time was found
to be constant assuming a Stokes flow regime. The chaining time
for Re > 1 is relatively constant when t ′c is used for normalization.
As a result, the chaining time in this study is proportional to
E−2

∞
at lower Reynolds numbers and to E−1

∞
at higher Reynolds

numbers.
Fig. 6 provides the trajectories and separation for starting

orientations of 45◦ and 85◦. In general, the discs follow a wider
arc as Re increases. For Re ≤ 0.113, the trajectories hardly depend
on Re. This is consistent with the small-Re results in [17]. As
Reynolds number increases beyond 0.113, the disc trajectories
become Re-dependent. For Reynolds numbers higher than unity,
the discs may overshoot the θ = 0◦ line considerably, possibly
making multiple passes across it. In such cases, the chaining is
assumed to happen when the discs pass θ = ±1◦ with the electric

Table 2
Elapsed time for reaching θf at different Pr with θi = 45◦ and 85◦ .

Pr 1 0.975 0.95 0.9 0.85 0.8 0.75 0.5 0.25

tf (θi = 45◦) 10.76 11.05 11.21 11.33 11.48 11.61 11.90 13.03 16.71
tf (θi = 85◦) 39.39 39.68 39.96 41.10 41.67 42.80 44.32 48.76 57.27

field for the last time. At θi = 85◦ and Re = 116.1, the initial sep-
aration becomes so large that the discs have negligible interaction
and no chaining occurs. An overall comparison between θi = 45◦

and 85◦ shows that the effect of Re is much more pronounced
at larger initial angle. The reason is the significant increase in
separation at the initial stages for θi = 85◦ which reduces the
magnitude of electrical forces (Fig. 6-b).

Similar to trajectories for Re ≤ 0.113, the electric forces are
also insensitive to Re. The effects of increasing Re become more
pronounced for Re ≥ 0.453 as the discs traverse wider arcs.
However, the shift between repulsion and attraction in f(en) is
independent of Re and happens at θ ≈ 53◦.

4.3. The effect of difference in permittivity

Studies involving assembly of binary mixtures of colloidal
particles such as yeast cells, NIH/3T3 mouse fibroblast cells, latex
particles and iron oxide have been conducted experimentally [2,
11,12]. However, to our knowledge, no previous study has inves-
tigated the interaction of dissimilar discs systematically, over a
wide range of electrical permittivities. To simulate such condi-
tions here, the permittivity of the first disc stays fixed at P = 40,
while that of the second disc decreases from P = 40 to 10,
resulting in disc-to-disc permittivity ratios of Pr = 1, 0.975, 0.95,
0.9, 0.85, 0.8, 0.75, 0.5 and 0.25. Two initial orientations of 45◦

and 85◦ are considered and Re is set to 0.113. Chaining times for
both starting angles, shown in Table 2, increase as Pr is reduced.

Fig. 7 plots the trajectories of the discs. These trajectories
change little for Pr ≥ 0.9, especially for disc 1. The asymmetry
in trajectory becomes more significant as Pr decreases, especially
for Pr ≤ 0.5. In general, the chaining position of θi = 85◦ remains
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Fig. 5. Dimensionless time for reaching θf with respect to Reynolds number for starting angles of 45◦ (a) and 85◦ (b). The cross marks plot the chaining time
normalized by tc while plus marks show the chaining time normalized by t ′c (Eq. (10)).

Fig. 6. Trajectory of disc 1 (continuous) and disc 2 (dashed) for θi = 45◦ (a) and 85◦ (b) at different Reynolds numbers.

close to the center of computational domain whereas for θi = 45◦

the chaining position skews toward upper-left quadrant. As Pr

decreases, disc 1 follows a longer route while disc 2 traverses
shorter arcs. The trajectories of dielectric discs presented here
are quite different from those of conductive discs with zero
permittivities. Kang [19] observes almost symmetric trajectories
for the discs released from different initial orientations, regardless
of up to 10000 times difference in conductivities.

The reason behind the different routes taken by the discs is
better explained in Fig. 8 where center-to-center and rotational
components of the DEP forces are plotted for θi = 85◦. Since
discs 1 and 2 experience different force magnitudes, both discs
are shown in the figures. A general observation is that the force
magnitudes are reduced at smaller Pr , hence the larger chaining
times observed in Table 2. Since electric forces are proportional
to permittivity gradient (Eq. (9)), reducing the permittivity of disc
2 causes a dramatic reduction in DEP forces exerted on it. The
smaller force magnitude on disc 2 explains the shorter path taken
by the disc (Fig. 7). As the permittivity of disc 2 is reduced, its
effect on the electric field lines becomes less pronounced. This
results in an indirect reduction of DEP forces on disc 1 as the field
lines around it become less asymmetric with decreasing Pr .

The movement of the chaining location may be assessed based
on the resultant force exerted on the disc pair taken as a single
body at the midpoint of center-to-center line. As an example, we
calculate the work done for Pr = 0.25. The components for θi =

45◦ are 0.0921 and 0.3815 in x and y direction, respectively. The
same components for θi = 85◦ are 0.0824 and 0.3155. While x-
components are relatively close, the difference in y-components
shows that the resultant forces in case θi = 45◦ is more inclined
to carry the disc pair toward upper wall. When regarded as a
single entity, the disc pair has a permittivity gradient pointing
from disc 2 toward disc 1 which causes an electric force in the
reverse direction. This explains the tendency of the disc pair to
move toward the upper boundary.

4.4. Chaining of more than two discs

In general, DEP interactions happen among large numbers of
interacting colloidal particles and biological cells, residing be-
tween co-planar electrodes [10–12] or parallel electrodes [36,
39,40]. To extend the observations made in previous sections,
simulations with up to 36 discs are presented here. The domain
size and fluid properties are kept similar to those of the previous
sections.

Fig. 9 plots the chaining trajectory of three, four and five discs
initially positioned in a circular arrangement where the distance
between adjacent discs is Lc = 3. The angle θi between the line
connecting the initial position of the reference disc (shown as two
concentric circles) and the center of computational domain with
the electric field is indicated above the plots. Reynolds number is
set to Re = 0.113. Unlike the two-disc configuration of previous
sections, the chain length here is comparable to the domain size.
As a result, the chains are likely to move toward the top or bottom
wall.

The top row of Fig. 9 shows the chaining process for identical
discs with P = 40. In general the discs form a single chain,
however, two separate chains may be produced in certain ori-
entations of four- and five-disc arrangements. For three discs in
a triangular arrangement, each interacts strongly with its two
neighbors, producing a single chain aligned with the field. If two
of the discs are initially symmetric with respect to the y-axis,
their order in the final chain is determined by numerical noise in
the system. As the number of discs increases, the most significant
interactions become limited to the closest neighbors. Here, the
initial tendency to repel or attract a neighbor follows essentially
the same rule as observed in Section 4.1. That is, assuming a
disc and one of its neighbors as an adjacent pair, the region
where center-to-center DEP force transitions from repulsion to
attraction is about θ ≈ 53◦.

Three orientations of four identical discs are shown in the top
row of Fig. 9. In the y-axis symmetric arrangement at θi = 0◦, all
adjacent pairs have a 45◦ angle with the electric field. This means
f(en) is attractive for all adjacent pairs and the order of discs in
the middle of the final chain is decided by numerical noise. On
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Fig. 7. Trajectory of disc 1 (continuous) and disc 2 (dashed) for θi = 45◦ (a) and 85◦ (b) with different disc-to-disc permittivity ratios.

Fig. 8. Center-to-center (a) and rotational (b) components of DEP forces with respect to angle for θi = 85◦ for different disc-to-disc permittivity ratios. Solid lines
are used for disc 1 while dashed lines are used for disc 2.

Fig. 9. Trajectories for three, four and five discs initially in a circular arrangement. Smaller filled circles denote the initial position of the discs. Larger circles show
the final position of the discs and are drawn to scale. The reference disc is shown as two concentric circles. Initial orientation of the reference disc with the electric
field is given above the respective plot. In the top row, all discs have identical properties. In the bottom row, the reference disc has half of the permittivity of the
other discs.

the other hand, the order of discs is predictable at θi = 22.5◦.
In this case, the reference disc and its neighbors initially form
22.5◦ and 67.5◦ angles with the electric field. As a result the
reference disc forms a two-disc sub-chain with its left neighbor in
the second quadrant while the remaining two discs form another
sub-chain in the fourth quadrant. These sub-chains reside at an

angle less than 90◦ with the field and as a result align with the
electric field to form a single chain. For the y-axis symmetric
arrangement at θi = 45◦, each disc repels one neighbor while
attracting the other and the discs residing on each side of the
y-axis form one sub-chain. Due to numerical noises, the line
connecting the centers of these sub-chains deviates slightly from
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Fig. 10. Positions in chaining of 36 identical discs. Initial position of each column is shown at the top. Disc positions at t = 25 are shown for Re = 0.113 in the
middle and for Re = 116.1 at the bottom. Time is scaled with tc for Re = 0.113 while t ′c is used for Re = 116.1 (Eq. (10)).

90◦ with the electric field. While the sub-chains move to chain,
the large angle with the electric field results in large separation
and leads to divergence. The individual sub-chains travel toward
opposite walls and remain separated. Similar observations are
valid for five-disc arrangements.

To see the effects of having a particle with different electrical
properties, the permittivity of the reference disc is halved for
the bottom row of Fig. 9. The general preferences in regards to
sub-chain formation of four- and five-disc arrangements remain
valid here. Additionally, as mentioned in Section 4.3, the presence
of a disc with lower permittivity skews the location of the sub-
chain toward the initial position of the said disc. This breaks the
y-axis symmetry of the centers of sub-chains and facilitates the
formation of a single chain. As a result, halving the permittivity
of the reference discs results in a single chain for four-particle
arrangement at θi = 45◦ and five-particle arrangement at θi =

18◦. On the other hand, having a disc with lower permittivity
results in different orientations with y-axis symmetric sub-chains,
as seen in four- and five-particle arrangements at θi = 90◦.

To test the chaining of larger number of discs, we place them
on a uniform Cartesian grid where adjacent discs are Lc = 3
apart. Then we apply a random perturbation of up to 0.4 in both
x and y directions to the position of each disc to mimic likely
experimental conditions. We observed the chaining behavior for
25 and 36 discs among 40 simulations. Fig. 10 shows five results
from our simulations for 36 discs. The top row shows the initial
configuration. The middle and bottom rows show chained config-
urations for Re = 0.113 and Re = 116.1, respectively, at t = 25.
Time is scaled with tc for Re = 0.113 while t ′c is used for Re =

116.1 (Eq. (10)). The maximum straight chain length is limited to
10 discs by the height of the computational domain (H/r = 20,
Section 2). As a result, a minimum of two main chains for 25-
disc case and three main chains for 36-disc case are formed.
The remaining discs may form packed structures along the main
chains, branch out from the main chains, create independent
smaller chains or remain isolated during the simulation time.
Applying periodic boundary conditions on the side walls of the
computational domain had no significant effect on the overall
arrangement of the discs observed here. The discs are more likely
to create branches and smaller independent chains at low-Re.
Qualitatively, the results look similar to the chains from the ex-
periments presented in [11,12]. Unlike the non-chaining case for a
pair of discs at Re = 116.1 and θi = 85◦ of Section 4.2, presence of
adjacent discs recovers the chaining behavior. When compared to
low-Re counterparts, branching is less likely to happen at larger
Reynolds numbers. Instead, closely packed triangular structures
are formed at parts of the main chains.

5. Conclusion

An incompressible smoothed particle hydrodynamics scheme
is used to simulate the interaction of neutrally buoyant non-
conductive circular discs suspended in quiescent medium subject
to an external electric field. The trajectories of the discs for two
reference cases of dielectrophoretic chaining are validated against
literature data [17,18] to assess the accuracy of the method.
The numerical method is then used to investigate the effects of
changes in common variables in chaining, i.e. initial orientation,
Reynolds number and unequal permittivity. Finally, the chaining
behavior of multiple discs is briefly studied.

As there are no direct methods to measure the
dielectrophoretic forces experimentally, there have been no com-
parisons of dielectrophoretic forces in prior numerical works
[17,19,22]. To bridge this gap, we compare our crossover point
of center-to-center dielectrophoretic force with analytical [1,
16] and experimental [14] data. Our results are in good agree-
ment, showing that center-to-center and tangential components
of forces derived from numerical methods are reliable analy-
sis tools. We use this decomposition to study the interactions
between multiple discs and predict their placement order.

While many studies deal with dielectrophoretic chaining in
low Reynolds regime [17–20], high-Reynolds chaining is a less
studied phenomenon. Here, we extend the Reynolds number
regime to about 100, covering the range from assembly of col-
loidal particles to electrorheological flows. In agreement with
[17], the trajectories show negligible difference at low Re. How-
ever, beyond Re ≈ 1 the trajectories become wider and possibly
divergent. A more interesting effect of Re is on the chaining time
which is proportional to E−2

∞
at lower Reynolds numbers and to

E−1
∞

at higher Reynolds numbers. For multiple discs, the chains
are likely to branch out in low Reynolds numbers, however,
packed triangular structures are observed along the chains at
larger Reynolds numbers.

Asymmetry of electrical properties is another common vari-
able in dielectrophoretic interactions [2,11,12]. The effects of
difference in conductivities are studied numerically in [19] in
detail. To complement this, we investigated the effects of permit-
tivity difference. Our results show that reducing permittivity of
one disc results in longer chaining times and skews the chaining
position toward the disc with lower permittivity. As a more prac-
tical application, we predict the position of the low-permittivity
disc in a multi-disc chain by observing the cross-over angle and
symmetry-breaking properties of the discs.
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The current work elucidates the evolution of dielectrophoretic
forces in terms of center-to-center and rotational components,
increasing the confidence in numerical force data. As a next step,
these observations have to be extended to more general particle
shapes. Further studies may allow better prediction of chaining
behavior based on system properties and achieving better control
by changing field intensity.
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