CLASSIFICATION OF SOLUTIONS OF HIGHER ORDER CONFORMALLY INARIANT EQUATIONS
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Abstract. We study higher order conformally invariant equations involving the operator \((-\Delta)^p, p > 1\) which arises naturally from conformal geometry and Sobolev embedding. We classify all possible solutions without any condition on the lower order derivatives of \(u\). Our main idea is that we first derive \textit{a priori} estimates of \((-\Delta)^j u, 1 \leq j \leq p - 1\) and then use Kelvin transform as well as moving plane method.

1. Introduction

Recently, there have been much analytic work on the conformally invariant operators as well as its associated differential equations. A well known second order conformally invariant operator comes from the Yamabe problem or, more generally, the problem of prescribed scalar curvature. Given a smooth positive function \(K\) defined on a compact Riemannian manifold \((M, g_0)\) of dimension \(n \geq 2\), we ask whether there exists a metric \(g\) conformal to \(g_0\) such that \(K\) is the scalar curvature of the new metric \(g\). Let \(g = e^{2u} g_0\) for \(n = 2\) or \(g = u^{\frac{4}{n-2}} g_0\) for \(n \geq 3\), then the problem is reduced to find solutions of the following nonlinear elliptic equations:

\[
\Delta_{g_0} u + Ke^{2u} = k_0 \tag{1.1}
\]

for \(n = 2\), or

\[
\begin{cases}
\frac{4(n-1)}{n-2} \Delta_{g_0} u + Ku^\frac{n+2}{n-2} = k_0 u \\
u > 0 \text{ on } M
\end{cases} \tag{1.2}
\]
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for \( n \geq 3 \), where \( \Delta_{g_0} \) denotes the Laplace-Beltrami operator of \((M, g_0)\)
and \( k_0 \) is the scalar curvature of \( g_0 \).

In studying equations (1.1) and (1.2) as well as other problems, it is very important to understand the solution set of the following equations
\[
\begin{align*}
\Delta u + e^{2u} &= 0 \text{ in } \mathbb{R}^2, \\
\int_{\mathbb{R}^2} e^{2u} &< \infty \text{ in } \mathbb{R}^2,
\end{align*}
\]
for \( n = 2 \), or
\[
\begin{align*}
\Delta u + u^{\frac{n+2}{n-2}} &= 0 \text{ in } \mathbb{R}^n, \\
u &> 0 \text{ in } \mathbb{R}^n,
\end{align*}
\]
for \( n \geq 3 \).

By employing the method of moving planes, Caffarelli-Gidas-Spruck [4] was able to classify all solutions of (1.4) for \( n \geq 3 \), and Chen-Li [3] did the same thing for both equations (1.3) and (1.4).

The natural generalizations of (1.3) and (1.4) are the following higher order conformally invariant equations
\[
\begin{align*}
\begin{cases}
(-\Delta)^p u &= (n-1)! e^{mu} \text{ on } \mathbb{R}^n, n = 2p, \\
\int_{\mathbb{R}^n} e^{nu} &< \infty, p > 0, p \in \mathbb{Z},
\end{cases}
\end{align*}
\]
and
\[
\begin{align*}
\begin{cases}
(-\Delta)^p u &= u^{\frac{n+2p}{n-2p}} \text{ in } \mathbb{R}^n, n > 2p, p > 0, p \in \mathbb{Z}, \\
u &> 0 \text{ in } \mathbb{R}^n.
\end{cases}
\end{align*}
\]

Equation (1.5) with \( p = 2 \) arises from the difference of log-determinants of a conformally covariant operator with respect to two conformal metrics. For background material and other related problems, we refer [5] and the references therein. Equation (1.6) can be derived from the Sobolev’s embedding of \( H^{2p} \) into \( L^{\frac{2n}{n-2p}} \):
\[
\sup_{u \in H^{2p} (\mathbb{R}^n)} \frac{\int_{\mathbb{R}^n} |(-\Delta)^{\frac{p}{2}} u|^2}{\left( \int_{\mathbb{R}^n} u^{\frac{n+2p}{n-2p}} \right)^{\frac{n-2p}{n}}}.
\]

As concerned with the classification of solutions of (1.5) and (1.6), the method of moving planes being used to study equations (1.5) and (1.6) naturally comes to one’s mind. However, the central difficulty is that the Maximum Principle can not be directly applied to \( u \) if one does not know enough information about \((-\Delta)^i u, i = 1, \ldots, p-1\). There exist several works on this classification problem but up to our
limit knowege, it seems that the said information was taken as granted in most previous works as one will comment it later.

The main point of present paper is to show that the equations (1.5) and (1.6) provided enough information for applying the maximum principle. More precisely, one states it in the following theorem which is one of main results in this article.

**Theorem 1.1.** Let $u$ be a solution of (1.5) with
\[ u(x) = o(|x|^2) \text{ at } \infty \] (1.8)
or a solution of (1.6). Then necessarily we have
\[ (-\Delta)^i u > 0, \quad i = 1, \ldots, p - 1. \] (1.9)

**Remark:** Condition (1.8) is needed in our proof and in the classification of solutions of (1.5) which has been pointed out in [10].

Once we have (1.9), we can use Kelvin transform and moving planes method to prove symmetric property of the solution. (Here we apply moving plane method to the function $(-\Delta)^{p-1}u$.)

We first have

**Theorem 1.2.** Suppose $u$ is a solution of (1.5) satisfying (1.8). Then $u(x)$ is symmetric w.r.t. some point $x_0 \in \mathbb{R}^n$, and there exists some $\lambda > 0$ so that
\[ u(x) = \log \frac{2\lambda}{\lambda^2 + |x - x_0|^2} \text{ for all } x \in \mathbb{R}^n. \] (1.10)

Next we consider equation (1.6). We prove that all solutions of (1.6) are radial:

**Theorem 1.3.** Suppose $u$ is a smooth positive solution of (1.6). Then $u$ is radially symmetric about some point $x_0 \in \mathbb{R}^n$ and $u$ has the following form
\[ u(x) = \left( \frac{2\lambda}{1 + \lambda^2 |x - x_0|^2} \right)^{\frac{n-2p}{2}} \] (1.11)
for some constant $\lambda > 0$.

We also prove a nonexistence result.
Theorem 1.4. Suppose $u$ is a nonnegative solution of

$$(-\Delta)^p u = u^q \text{ in } R^n$$

(1.12)

for $1 < q < \frac{n+2p}{n-2p}$, then $u \equiv 0$ in $R^n$.

Finally we prove a converse of Theorems 1.3 and 1.4.

Theorem 1.5. Let $u$ be a solution of

$$\begin{cases}
(-\Delta)^p u = f(u) \text{ in } R^n, \\
u > 0 \text{ in } R^n
\end{cases}$$

(1.13)

where $f(t)$ is locally Lipschitz satisfying

(f1) $f(t) \geq 0$ and is nondecreasing for $t > 0$,

(f2) $t^{-q} f(t)$ is nonincreasing for $t > 0$, and

(f3) $\lim_{t \to \infty} t^{-q} f(t) = 1$, where $1 < q \leq \frac{n+2p}{n-2p}$.

Then $n > 2p$, $f(t) = ct^{\frac{n+2p}{n-2p}}$ for $0 \leq t \leq \max_{x \in R^n} u(x)$.

We remark that the method of moving planes was first invented by A.D. Alexandrov [1], and was shown to be a powerful tool in studying equations (1.3) and (1.4) by Gidas-Ni-Nirenberg [8], Caffarelli-Gidas-Spruck [4] and Chen-Li [3].

We note that for $p = 2$, similar results are obtained independently by C. S. Lin [10] and the second author [21]. Lin uses the method of moving planes for both equations (1.5) and (1.6) while the second author uses the method of moving spheres, a variant of the method of moving planes for equation (1.5). We remark that this second method can also be applied to the equation(1.6) [22]. We also note that in [6], Chang and Yang used the method of moving planes to prove Theorem 1.1 under the condition that $u(x) = \log \frac{2}{1+|x|^2} + w(\xi(x))$ for some smooth function $w$ defined on $S^n$ (in [6], they also consider the case when $p = n/2$ for $n$ odd). Here our condition is much weaker than theirs. We also remark that in [20], Troy studied symmetry problems for system in bounded domains. For equation (1.6), if $u$ is the maximizer of the energy (1.7) which was ensured to exist by Lions’ existence theorem [11], then also by Lions’ Theorem [11], $u$ is radially symmetric and has property (1.9). Finally, $u$ was shown to be of the form (1.11) in this
case by C. Swanson [19]. Our Theorem 1.4 has been existed for several years in different form but all with the assumption that $u$ is radial and inequality (1.9) holds true for $u$, see [12] and [16].

The organization of the paper is the following: In Section 2, we first study the asymptotic behavior of solutions of (1.5) satisfying (1.8), especially we establish Theorem 1.1 for equation (1.5). Then we go on to prove Theorem 1.2 by applying the method of moving planes to reduce the solution to the radially symmetric case. And finally, we show that the radial solutions of (1.5) necessarily have form (1.11). We prove Theorem 1.1 for equation (1.6) in Section 3 and then we use moving planes method to prove Theorem 1.3 and Theorem 1.4 in Section 4. Section 5 is devoted to the proof of Theorem 1.5.

Throughout this paper, the constant $C$ will denote various generic constants. $B = O(A)$ means $|B| \leq CA$.
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## 2. Asymptotic Behavior of Solutions of (1.5)

In this section, we study the asymptotic behavior for a solution $u$ of (1.5). First, we note that the fundamental solution of the operator $(-\Delta)^p, n = 2p$, is

$$P(x, y) = \frac{1}{\beta_0(n)} \log \frac{1}{|x - y|}$$

where $\beta_0(n) = 2^{p-1} p! (p - 1)! \omega_n, \omega_n$ is the volume of the unit ball in $\mathbb{R}^n$.

Let $u$ be a solution of (1.5). Set

$$\alpha = \frac{(n - 1)!}{\beta_0(n)} \int_{\mathbb{R}^n} e^{\nu u(x)} dy$$

(2.1)
and
\[ v(x) = \frac{(n-1)!}{\beta_0(n)} \int_{\mathbb{R}^n} \log \frac{|x-y|}{|y|} e^{nu(y)} dy. \] (2.2)

Obviously, \( v(x) \) satisfies
\[ (-\Delta)^{p} v(x) = -(n-1)! e^{nu(x)} \text{ in } \mathbb{R}^n. \] (2.3)

We first have some preliminary analysis of \( u \).

**Lemma 2.1.** Let \( u \) be a solution of (1.5) satisfying (1.8). Then we have
\[ (-\Delta)^{i} u \geq 0, \quad i = 1, ..., p-1. \] (2.4)

**Proof:** Let \( v_i = (-\Delta)^{i} u, \quad i = 1, ..., p-1 \). We first prove that
\[ v_{p-1} \geq 0. \] (2.5)

Suppose not, there exists \( x_0 \in \mathbb{R}^n \) such that
\[ v_{p-1}(x_0) < 0. \]

Without loss of generality, we assume that \( x_0 = 0 \). We introduce the average of a function
\[ \bar{f}(r) = \frac{1}{|\partial B_r(0)|} \int_{\partial B_r(0)} f d\sigma. \]

Then we have by Jensen’s inequality (see [14] in the case \( p = 1 \),
\[ \Delta \bar{u} + \bar{v}_1 = 0, \]
\[ \Delta \bar{v}_1 + \bar{v}_2 = 0, \]
\[ ..., \]
\[ \Delta \bar{v}_{p-1} + e^n \leq 0. \]

Since \( \bar{v}_{p-1}(0) < 0 \) and \( \bar{v}'_{p-1} < 0 \), we have
\[ \bar{v}_{p-1}(r) \leq \bar{v}_{p-1}(0) < 0 \text{ for all } r. \] (2.6)

Then it is easy to see that
\[ \bar{v}'_{p-2} > \frac{(-\bar{v}_{p-1}(0))}{n} r. \]

Hence
\[ \bar{v}_{p-2}(r) \geq c_2 r^2, \quad \text{for } r \geq r_1. \] (2.7)
Same arguments shows that
\[ \tilde{v}_{p-3}(r) \leq -c_3 r^4, \text{ for } r \geq r_2 > r_1, \]  
(2.8)
and
\[ (-1)^i \tilde{v}_{p-i}(r) \geq c_i r^{2(i-1)}, \text{ for } r \geq r_{i-1}, i = 1, \ldots, p. \]  
(2.9)

Hence
\[ (-1)^{p-1} \tilde{u}(r) \geq c_0 r^{2(p-1)}, \text{ for } r \geq r_{p-1}. \]  
(2.10)

Since \( p \geq 2 \), we have \( |\tilde{u}(r)| \geq Cr^2 \) for \( r \geq r_{p-1} \). This is in contradiction with assumption that \( u(x) = o(|x|^2) \).

Hence \( v_{p-1} \geq 0 \).

Now we show that \( v_{p-i} > 0 \) for all \( 1 \leq i \leq p - 1 \) by mathematical induction. For \( i = 1 \), we have shown that \( v_{p-1} > 0 \) above. Assume for \( k \leq i \), \( v_{p-k} > 0 \) and \( v_{p-(i+1)} < 0 \) at some point \( x_0 \). Without loss of generality, we can assume that \( x_0 = 0 \). Thus we can form the above system again. Now since by assumption, \( v_{p-i} > 0 \), we get \( \Delta v_{p-(i+1)} < 0 \). Integrate it to see that \( v_{p-(i+1)} \leq v_{p-(i+1)}(0) < 0 \). Then it follows that \( v_{p-(i+2)} \geq c_2 r^2 \) for some constant \( c_2 \). Repeatedly integrate the system to conclude that
\[ (-1)^j \tilde{v}_{p-(i+j)} \geq c_j r^{2(j-1)}, i + j \leq p. \]

If \( j \geq 2 \), again we are done since then \( |\tilde{u}| \geq cr^2 \) at infinity and \( c > 0 \).

If \( j = 1 \), then \( i = p - 1 \). Then \( \tilde{v}_1(r) \leq \tilde{v}_1(0) < 0 \). Clearly this implies that \( \tilde{u} \geq cr^2 \) which contradicts to assumption again. This finishes the proof of Lemma 2.1.

We now study properties of \( v \). We have

**Lemma 2.2.** Suppose \( v \) is given by (2.2) and Let \( \alpha \) be defined by (2.1). Then
\[ v(x) \leq \alpha \log |x| + C \]  
(2.11)
and
\[
\lim_{|x| \to \infty} (-\Delta)^i v(x) = 0, i = 1, \ldots, p - 1. \tag{2.12}
\]

Moreover,
\[
\lim_{|x| \to \infty} (-\Delta)^k v(x)|x|^{2k} = a_k, k = 1, \ldots, p \tag{2.13}
\]
where \(a_k\) is given by
\[
a_1 = \alpha(2 - n), a_{k+1} = (2k)(2k - n + 2)a_k.
\]

**Proof:**

The proof of (2.11) is elementary, see Lemma 2.1 in [10].

To prove (2.12) and (2.13), we first note that if \(u\) is a solution of (1.5) and satisfies (1.8), then \(u \leq C\) for some constant \(C > 0\). In fact, by Lemma 2.1, we know that \(-\Delta u \geq 0\). Assume that there is a constant \(\epsilon_0 > 0\) such that \(\Delta u \leq -\epsilon_0\), then it is easy to show that \(u \leq u(0) - \epsilon_0/2nr^2\) which contradicts to the assumption that \(u = o(|x|^2)\). Thus \(\lim_{|x| \to \infty} \Delta u = 0\). Hence, \(\Delta u \geq -C\), i.e., \(\Delta u\) is bounded. Similar argument shows that \((\Delta)^i u\) are also bounded for \(i = 2, 3, \ldots, p - 1\). Therefore \(u\) has upper bound by the following the proof of Theorem 1 of [21]. Hence we can differentiate the integral in (2.2) to obtain
\[
(-\Delta)^i v(x) = \frac{(n - 1)!}{\beta_0(n)} \int_{\mathbb{R}^n} (-\Delta_x)^i \log(|x - y|)e^{nu(y)}dy.
\]

Thus
\[
\int_{\mathbb{R}^n} |(-\Delta_x)^i \log(|x - y|)|e^{nu(y)}dy \leq C \int_{\mathbb{R}^n} \frac{e^{nu(y)}}{|x - y|^{2i}}dy.
\]

Hence
\[
(-\Delta)^i v(x) \to 0 \text{ as } |x| \to \infty.
\]

Observe that
\[
(-\Delta)^k \log |x - y| = c_k |x - y|^{-2k}
\]
where \(c_1 = (2 - n), c_{k+1} = (2k)(2k - n + 2)c_k\). (2.13) follows by elementary calculations and an observation that \(a_k = \alpha c_k\).
Lemma 2.3. We have
\[ (-\Delta)^i(u + v) = 0, \, i = 1, ..., \, p - 1. \] (2.14)

Proof: We first prove it for \( i = p - 1 \).

Let \( w(x) = (-\Delta)^{p-1}(u + v)(x) \). Then \( \Delta w(x) = 0 \) and by Lemma 2.1 and Lemma 2.2, we have \( \lim_{|x| \to \infty} w(x) \geq 0 \) and by maximum principle \( w(x) \geq 0 \).

By Liouville’s Theorem, we have \( w(x) = C_0 \) for some nonnegative constant \( C_0 \).

We claim that \( C_0 = 0 \). In fact, suppose not. Then \( (-\Delta)^{p-1}w(x) \geq C_0 \). Let \( \bar{w} \) be the average of \( w \) as in Lemma 2.1. Let \( w_i = (-\Delta)^i w, \, i = 1, ..., \, p - 2 \). Then as in Lemma 2.1, we will have
\[ (-1)^{p-1}\bar{w}(x) \geq C_0 r^{2(p-1)} \]
for \( r \geq r \).

Clearly it contradicts to the fact that \( w(x) = o(|x|^2) \).

Now that \( (-\Delta)^{p-1}(w(x)) = 0 \). Then we have \( (-\Delta)w_{p-2} = 0 \). Similar arguments as before show that \( w_{p-2} = 0 \). The rest of the proof follows then.

Lemma 2.4. For any \( \epsilon > 0 \), there exists a constant \( C_\epsilon > 0 \) such that
\[ v(x) \geq (\alpha - \epsilon) \log |x| - C_\epsilon \] (2.15)
for \( |x| \) large.

Proof: This follows exactly from the arguments of [10] (note that now \( (-\Delta)^iu \leq C, \, i = 1, ..., \, p - 1 \) by Lemma 2.3). We omit the details.

Next lemma is the key result in this section.

Lemma 2.5. Suppose \( |u(x)| = o(|x|^2) \) at \( \infty \). Then
\[ u(x) = \frac{(n - 1)!}{\beta_0(n)} \int_{\mathbb{R}^n} \log(\frac{|y|}{|x - y|}) e^{nu(y)} dy + C_0 \] (2.16)
where \( C_0 \) is a constant. Furthermore, we have

\[
\lim_{|x| \to \infty} \frac{u(x)}{\log(|x|)} = -\alpha, \quad (2.17)
\]
\[
\lim_{|x| \to \infty} (-\Delta)^k u(x) |x|^{2k} = a_k, \quad k = 1, \ldots, p, \quad (2.18)
\]
\[
|\nabla^k u(x)| = O(|x|^{-k}) \quad \text{for all } 1 \leq k \leq 2p, \quad (2.19)
\]

where \( a_k \) is given by

\[
a_1 = \alpha(2 - n), \quad a_{k+1} = a_k(2k)(2k - n + 2). \]

**Proof:** By Lemma 2.3, we have \( \Delta(u + v) = 0 \) in \( \mathbb{R}^n \). By the assumption and Lemma 2.2 and Lemma 2.4, we have \( |u + v|(x) = o(|x|^2) \). Since \( u + v \) is a harmonic function, by the gradient estimates of harmonic functions, we have \( u(x) + v(x) = \sum_{j=1}^{n} a_j x_j + a_0 \) for some constants \( a_j \in \mathbb{R}, \quad 0 \leq j \leq n \). Thus

\[
e^{nu(x)} = e^{a_0} e^{-nv(x)} e^{\sum_{j=1}^{n} a_j x_j} \geq C|x|^{-n\alpha} e^{\sum_{j=1}^{n} a_j x_j}.
\]

Since \( e^{nu(x)} \in L^1(\mathbb{R}^n) \), we have \( a_j = 0 \) for \( 1 \leq j \leq n \). Hence we have proved (2.16).

The other claims follows from Lemma 2.2 and Lemma 2.3 and integral representation (2.16) of \( u \).

\( \square \)

Next we shall prove that \( \alpha = 2 \). To this end, we need the following Pohozaev’s identity.

**Lemma 2.6.** For any function \( u \) so that \( (-\Delta)^p u = f(u) \) and \( F(u) = \int u f(t)dt \), we have

\[
\int_{\Omega} [n F(u) - \frac{n}{2} - 2p u f(u)] dx = -\int_{\partial \Omega} B_p(u) d\sigma \quad (2.20)
\]

where when \( p = 2m \),

\[
B_p(u) = (2 - \frac{n}{2}) \sum_{k=1}^{m} (-\Delta)^{2m-k} u \frac{\partial (-\Delta)^{k-1} u}{\partial \nu} - F(u) < x, \nu >
\]

\[
-(2 - \frac{n}{2}) \sum_{k=1}^{m} \frac{\partial (-\Delta)^{p-k} u}{\partial \nu} (-\Delta)^{k-1} u + 1/2((-\Delta)^m)^2 < x, \nu >
\]
\[
+2 \sum_{k=1}^{m-1} \sum_{j=1}^{k} [(-\Delta)^{p-j} u \frac{\partial(-\Delta)^{j-1} u}{\partial \nu} - \frac{\partial(-\Delta)^{p-j} u}{\partial \nu} (-\Delta)^{j-1} u] \\
+ \sum_{k=1}^{m} \langle x, \nabla (-\Delta) u \rangle \frac{\partial(-\Delta)^{p-k} u}{\partial \nu} \\
- \sum_{k=1}^{m} \langle (-\Delta)^{p-k} u \rangle \frac{\partial< x, \nabla (-\Delta)^{k-1} u >}{\partial \nu}
\]

when \( p = 2m + 1 \),

\[
-B_p(u) = F(u) < x, \nu > -2 \sum_{k=1}^{m} \sum_{j=1}^{k} [(-\Delta)^{p-j} u \frac{\partial((-\Delta)^{j-1} u)}{\partial \nu} \\
- ((-\Delta)^{j-1} u) \frac{\partial((-\Delta)^{p-j} u)}{\partial \nu} ] - 1/2|\nabla [(-\Delta)^{m} u]|^2 < x, \nu > \\
+(1 - n/2) \sum_{k=1}^{m} ((-\Delta)^{k-1} u) \frac{\partial((-\Delta)^{p-k} u)}{\partial \nu} \\
-(1 - n/2) \sum_{k=1}^{m} (-\Delta)^{m} u \frac{\partial((-\Delta)^{m} u)}{\partial \nu} \\
+ \sum_{k=1}^{m} < x, \nabla[(-\Delta)^{k-1} u > \frac{\partial((-\Delta)^{p-k} u)}{\partial \nu} \\
- \sum_{k=1}^{m} \langle (-\Delta)^{p-k} u \rangle \frac{\partial< x, \nabla (-\Delta)^{k-1} u >}{\partial \nu} \\
+ < x, \nabla (-\Delta)^{m} u > \frac{\partial((-\Delta)^{m} u)}{\partial \nu}
\]

where \( \nu \) is outward normal vector along the boundary \( \partial \Omega \).

**Proof:** Notice that

\[
(-\Delta)[ < x, \nabla (-\Delta)^{i} u > ] = 2(-\Delta)u + < x, \nabla (-\Delta)^{i+1} u > .
\]

By repeatedly using this fact and the second Green’s identity, we can get above formula easily. \( \square \)

**Lemma 2.7.** We have

\[
\alpha = 2. \tag{2.21}
\]
Proof: Let $u$ be a solution of (1.5) with $u(x) = o(|x|^2)$.

Let

$$u_0 = \frac{\alpha}{2} \psi_0$$

where

$$\psi_0(x) = \log \frac{2\lambda}{\lambda^2 + |x|^2}.$$  

Note that by Lemma 2.4, choose $\lambda$ such that $u(0) = \psi_0(0)$, then $u = u_0 + o(1), |x|^{2i}(\Delta)^i(u - u_0) = o(1)$. By plugging the asymptotic formula of both $u$ and $u_0$, we have

$$B_p(u) = B_p(u_0) + o(R^{1-n}).$$

Hence

$$\int_{R^n} (-\Delta)^p u(x, \nabla u) dx = \int_{R^n} (-\Delta)^p u_0(x, \nabla u_0) dx$$

$$= \left(\frac{\alpha}{2}\right)^2 \int_{R^n} (-\Delta)^p \psi_0(x, \nabla \psi_0) dx$$

$$= \frac{\alpha^2}{4} \int_{R^n} (n-1)! e^{n\psi_0} (x, \nabla \psi_0)$$

$$= \frac{\alpha^2}{4} (n-1)! \left( - \int_{R^n} e^{n\psi_0} \right).$$

Similarly we have

$$\int_{R^n} (-\Delta)^p u(x, \nabla u) dx = -(n-1)! \int_{R^n} e^{nu} = -\beta_0(n)\alpha.$$  

Hence

$$\frac{\alpha^2}{4} (n-1)! \int_{R^n} e^{n\psi_0} = \beta_0(n)\alpha.$$  

So

$$\alpha = 2.$$  

\[\square\]

Proof Of Theorem 1.2: By the proof of Theorem 1.2 in [6], since $u$ satisfies Lemma 2.5 and Lemma 2.7, $u$ is radially symmetric with respect to some point $x_0$. Without loss of generality, we can assume $x_0 = 0$. Thus $u = u(r)$ where $r = |x|$. Choose $\lambda$ so that $u(0) = \log(2/\lambda)$. And set $u_{\lambda}(r) = \log \frac{2\lambda}{\lambda^2 + r^2}$. It is well-known that $u_{\lambda}$ is a solution of (1.5). Set $\phi(r) = u(r) - u_{\lambda}(r)$. Then by our choice of $\lambda$,
\[ \phi(0) = 0. \text{ And since } \phi(r) \text{ is smooth at } r = 0, \text{ we have } \phi^{(2k+1)}(0) = 0 \text{ for } k = 0, 1, 2 \cdots, p - 1. \text{ Now since } u \text{ and } u_\lambda \text{ are both solution of (1.5), we get} \]

\[ (-\Delta)^p \phi = g(r) \phi \]

where \( g(r) = n[(1 - \theta)e^{\mu u} + \theta e^{\mu x_\lambda}](n - 1)! \) for some \( \theta = \theta(r) \) between 0 and 1. Lemma 2.5 and the implicit expression of \( u_\lambda \) imply that

\[ \lim_{r \to \infty} \sup r^{2p} g(r) = 0. \]

This implies that \( \phi \) cannot be oscillatory at \( \infty \). Thus by the theory of ordinary differential equation, \( \phi \) can only have at most finitely many zeros on \((0, \infty)\). If \( \phi \) is not identically zero, then by simple counting the zeros of \((-\Delta)^k \phi \), we can see that the number of zeros of \( \phi \) must be zero and similarly \( \Delta \phi \) cannot have zero either on \((0, \infty)\). But the fact that \( \phi(0) = \phi(\infty) = 0 \) forces \( \phi \) identically zero. The interesting reader can find the details of this argument in [19]. Therefore the proof of Theorem 1.2 is complete.

\[ \square \]

3. Proof of Theorem 1.1 For Equation (1.6)

In this section, we prove Theorem 1.1 for equation (1.6). In fact, we can prove more. Namely, we shall prove

**Theorem 3.1.** Let \( u \) be a solution of

\[ \begin{cases} 
(-\Delta)^p u = u^q \text{ in } \mathbb{R}^n, \\
u > 0 \text{ in } \mathbb{R}^n, 1 < q.
\end{cases} \tag{3.1} \]

Then we have

\[ (-\Delta)^i u > 0, i = 1, 2, \ldots, p - 1. \tag{3.2} \]

**Proof:** Let \( v_i = (-\Delta)^i u, i = 0, 1, 2, \ldots, p - 1 \) with \( v_0 = u \). We first prove the following

\[ v_{p-1} > 0. \tag{3.3} \]

Suppose not, there exists \( x_0 \in \mathbb{R}^n \) such that

\[ v_{p-1}(x_0) < 0. \]
Without loss of generality, we assume that \( x_0 = 0 \). As in the proof of Lemma 2.3, we introduce the average of a function
\[
\tilde{f}(r) = \frac{1}{|\partial B_r(0)|} \int_{\partial B_r(0)} f \sigma.
\]
Then we have by Jensen’s inequality (see [14] in the case \( p = 1 \)).
\[
\Delta \tilde{u} + \tilde{v}_1 = 0, \\
\Delta \tilde{v}_1 + \tilde{v}_2 = 0, \\
..., \\
\Delta \tilde{v}_{p-1} + (\tilde{u})^q \leq 0.
\]
Since \( \tilde{v}_{p-1}(0) < 0 \) and \( \tilde{v}'_{p-1} < 0 \), we have
\[
\tilde{v}_{p-1}(r) \leq \tilde{v}_{p-1}(0) < 0, \text{ for all } r > \bar{r}_1 = 0. \tag{3.4}
\]
Then it is easy to see that
\[
\tilde{v}'_{p-2} \geq \frac{(-\tilde{v}_{p-1}(0))}{n} r.
\]
Hence
\[
\tilde{v}_{p-2}(r) \geq c_2 r^2, \text{ for } r \geq \bar{r}_2 > \bar{r}_1. \tag{3.5}
\]
Same arguments shows that
\[
\tilde{v}_{p-3}(r) \leq -c_3 r^4, \text{ for } r \geq \bar{r}_3 > \bar{r}_2 \tag{3.6}
\]
and
\[
(-1)^i \tilde{v}_{p-i}(r) \geq c_d r^{2(i-1)}, \text{ for } r \geq \bar{r}_i, i = 1, \ldots, p. \tag{3.7}
\]
Hence if \( p \) is odd, we have a contradiction with the fact that \( u > 0 \).

So \( p \) must be even and we have
\[
\tilde{u}(r) \geq c_0 r^{\sigma_0}, \sigma_0 = 2(p - 1) \tag{3.8}
\]
and
\[
(-1)^i \tilde{v}_{p-i} > 0
\]
for \( r > \bar{r}_0 > 0 \).

Setting \( A = (2q(p - 1) + n + 2p) \) and suppose now that
\[
\tilde{u}(r) \geq \frac{c_0^q r^{\sigma_k}}{A^k}, \text{ for } r \geq r_k. \tag{3.9}
\]
Then we have
\[ r^{n-1}(\tilde{v}_{p-1})' \leq r_k^{n-1}(\tilde{v}_{p-1})'(r_k) - \int_{r_k}^{r_s} \sigma^{n-1} u''(s) ds, \]
\[ \tilde{v}'_{p-1} \leq - \frac{r_k^{q\sigma_k+1} - r_k^{q\sigma_k+1}}{b_k^2 (q\sigma_k + n)} c_0^{q+1}. \]
Hence
\[ \tilde{v}'_{p-1} \leq - \frac{c_0^{q+1} r_k^{q\sigma_k+1}}{2 A^{q\sigma_k}(q\sigma_k + n)} \]
for \( r \geq 2 \frac{1}{q\sigma_k+1} r_k. \)

Similarly
\[ \tilde{v}_{p-1} \leq - \frac{c_0^{q+1} r_k^{q\sigma_k+1}}{4 A^{q\sigma_k}(q\sigma_k + n)(q\sigma_k + 2)} \]
for \( r \geq 2 \frac{1}{q\sigma_k+2} \frac{1}{q\sigma_k+1} r_k. \)

Hence
\[ \tilde{v}_{p-1} \leq - \frac{c_0^{q+1} r_k^{q\sigma_k+2}}{A^{q\sigma_k} 4(q\sigma_k + n)^2} \]
for \( r \geq 2 \frac{2}{q\sigma_k+1} r_k. \)

By induction, we have
\[ (-1)^i \tilde{v}_{p-i}(r) \geq \frac{c_0^{q+1} r_k^{q\sigma_k+2i}}{(q\sigma_k + n + 2p)^{2i} A^{q\sigma_k} 4^{i}}, \]
\[ r \geq 2 \frac{2^i}{2^i} r_k. \] (3.10)

Hence
\[ \tilde{u}(r) \geq \frac{c_0^{q+1} r_k^{q\sigma_k+2p}}{2^{2p} A^{q\sigma_k} (q\sigma_k + n + 2p)^{2p}}, r \geq 2 \frac{2^p}{2^p} r_k. \] (3.11)

Set
\[ \sigma_0 = 2(p - 1), r_0 = \tilde{r}_0, \]
\[ \sigma_{k+1} = q\sigma_k + 2p, \]
\[ r_{k+1} = 2^{2p} r_k. \]

First of all, by mathematical induction, it is easy to see that
\[ 2^{2p}(q\sigma_k + n + 2p)^{2p} \leq A^{2p(k+1)} \]
by noticing that
\[ q\sigma_k + n + 2p \leq A(q\sigma_{k-1} + n + 2p). \]
Hence we also can set
\[ b_0 = 0, \quad b_{k+1} = q b_k + 2p(k + 1). \]

Then we have
\[ \bar{u}(r) \geq c_0 \frac{r^{\sigma_{k+1}}}{A^{b_{k+1}}}, \quad r \geq r_{k+1}. \]

Notice that
\[ r_{k+1} \leq cr_0 \]
where \( c \) can be chosen to be \( 2^{\sum_{k=0}^{\infty} \frac{2p}{q^2}} \).

Also notice that, by using the iteration formulas above, we have
\[ \sigma_k = 2p \frac{q^{k+1} - 1}{q-1}, \]
and
\[ b_k = 2p \frac{q^{k+1} - (k+1)q^2 + k}{(q-1)^2}. \]

Hence, if we take \( M > 1 \) is large enough so that \( MA^{2/(q-1)} \geq 2cr_0 \) if \( c_0 \geq 1 \) and \( MA^{2/(q-1)}c_0^{-1} \geq 2cr_0 \) if \( c_0 < 1 \), and then take \( r_1 = MA^{2/(q-1)} \) or \( MA^{2/(q-1)}c_0^{-1} \) depending on whether \( c_0 \) is greater than or less than 1, then we have
\[ \bar{u}(r_1) \geq [A^{1/(q-1)^2}2pq^{k+1} - 4(p+q)+4+2p(k+1)q^2-2pk] \to \infty \quad \text{as} \quad k \to \infty. \]

Since \( r_1 \) is independent of \( k \), a contradiction is reached.

Hence
\[ v_{p-1} \geq 0. \]

Next we claim that
\[ v_{p-i} \geq 0, \quad i = 2, 3, \ldots, p - 1. \]

The proof is exactly the same as before except now that we need take extra care about the case that \( p \) is odd if \( i \) is even. We omit the details.

Next we recall the following lemma.

**Lemma 3.2.** (i) Let \( u \in C^{2p}(\mathbb{R}^n), p \geq 1 \) be a positive solution of (3.1). Then \( q \) is necessarily greater than or equal to \( n/(n - 2p) \);
(ii) Let $u \in C^2(R^n), p \geq 1$ be radially symmetric satisfying the inequalities
\[
(-\Delta)^k u \geq 0 \text{ in } R^n \text{ for } 0 \leq k \leq p
\]
where $2p < n$. Then necessarily we have
\[
(ru' (r) + (n - 2p)u(r))' < 0.
\]
\[
(3.12)
\]

Proof:
(i) The argument for this is standard. We refer interesting reader to [22] for the proof of case $p = 2$. With help of Theorem 3.1, it is not hard to generalize it to present case. We omit the detail here.
(ii) This is a well-known fact. There are several different forms for it. The details can be found, for example, in [2].

Let $u$ be a smooth positive solution of
\[
(-\Delta)^p u = u^q \text{ in } R^n
\]
for $1 < q \leq \frac{n+2p}{n-2p}$. We define the Kelvin transform
\[
u^*(x) = |x|^{2p-n} u(\frac{x}{|x|^2}).
\]
(3.13)
By a direction computation, $u^*$ satisfies
\[
(-\Delta)^\tau u = |x|^{-\tau} u^q \text{ in } R^n \setminus \{0\}
\]
where $\tau = n + 2p - q(n - 2p) > 0$.

Let $v_{p-1} = (-\Delta)^{p-1} u$. Then $v$ has the following asymptotic behavior at $\infty$.

\[
\begin{align*}
v_{p-1}(x) &= c_0 |x|^{2-n} + \sum_{j=1}^{n} \frac{a_j x_j}{|x|^n} + O(\frac{1}{|x|^n}), \\
v_{p-1, x_i} &= -(n - 2)c_0 |x|^{-n} x_i + O(\frac{1}{|x|^n}), \\
v_{p-1, x_i x_j} &= O(\frac{1}{|x|^n})
\end{align*}
\]
(3.15)
where $c_0 > 0$ and $a_j \in R$. In particular, we have for large $|x|$,
\[
v_{p-1, x_i} = O(\frac{1}{|x|^n}) > 0.
\]

(3.16)
The key fact in using moving plane method is the following lemma.
Lemma 3.3.

\[ v_{p-1}(x) > 0 \text{ in } \mathbb{R}^n \backslash \{0\} \]

**Proof:** We first prove that \(|x|^{-\gamma}(u^*)^q \in L^1(B_{1/2})\). In fact, suppose not, then we have

\[
\int_{\partial B_r} \frac{\partial v_{p-1}}{\partial r} - \int_{\partial B_s} \frac{\partial v_{p-1}}{\partial s} + \int_{B_r \backslash B_s} |x|^{-\gamma}(u^*)^q = 0.
\]

Take \(r = \frac{1}{2}\). Then we have

\[
-\frac{1}{|\partial B_r|} \int_{\partial B_r} \frac{\partial v_{p-1}}{\partial r} \leq -c_1 r^{1-n} \int_{B_{1/2} \backslash B_r} |x|^{-\gamma}(u^*)^q
\]

which implies

\[
\tilde{v}_{p-1}(r) \leq -c_2 r^{2-n}
\]

for \(0 < r \leq r_1\).

Similar as in the proof of Theorem 3.1, we have by induction

\((-1)^{i} \tilde{v}_{p-i}(r) \geq c_i r^{2i-n}, 0 < r \leq r_i.\)

If \(p\) is odd, then \(\tilde{v}_0 = \tilde{u}(r) < 0\) which is a contradiction. Hence \(p\) must be even. In this case, we have

\[
\tilde{v}_1(r) < 0 \text{ for } r < r_{p-1}.
\]

Namely

\[-\Delta \tilde{u}^*(r) < 0.\]

This implies that \((\tilde{u}^*)'(r) < 0\) for \(r\) small otherwise \(\tilde{u}^*(r)\) is increasing for \(r\) small and hence \(\tilde{u}^*(r) \leq C\) which is impossible by noticing Lemma 3.2(i) and assumption that \(|x|^{-\gamma}(u^*)^q\) is not in \(L^1(B_{1/2})\).

On the other hand, if we let \(\tilde{u}(s) = s^{2p-n} \tilde{u}^*(\frac{1}{2}).\) Then

\[
(-\Delta)^p \tilde{u}(s) \geq s^n \tilde{u}^q(s).
\]

By the argument in the proof of Theorem 3.1, we have

\((-\Delta)^i \tilde{u}(s) \geq 0, i = 1, ..., p.\)

By Lemma 3.2,

\((s\tilde{u}')(s) + (n - 2p)\tilde{u}(s))' < 0,\)
i.e. \[ \ddot{u} + \frac{n - 2p + 1}{s} \dot{u} (s) < 0. \]

Note that an easy computation shows that

\[ \Delta \tilde{u}^s (r) = r^{2p-n-4} [\ddot{u} + \frac{n - 2p + 1}{s} \dot{u} (s)] + \frac{2p - 2}{r} (\tilde{u}^s)' (r) < 0 \]

(since \((\tilde{u}^s)' (r) < 0\) and \(p > 1\)).

Thus we get the desired contradiction.

Hence \(|x|^{-\gamma} u^a \in L^1(B_1)\). Then we can prove that \(v > 0\) in the distribution sense. The proof is standard, we include it here for the sake of completeness.

In fact, let \(\varphi \in C_0^\infty (B_{1/2})\) be a nonnegative function. We want to prove that

\[ \int_{\mathbb{R}^n} \Delta \varphi v dx \leq 0. \quad (3.17) \]

Let \(\eta_\epsilon \in C_0^\infty (B_{1/2})\) satisfy \(\eta_\epsilon (x) \equiv 1\) for \(|x| > 2\epsilon\), and \(\eta_\epsilon (x) \equiv 0\) for \(|x| \leq \epsilon\). We also assume that

\[ |D^j \eta_\epsilon (x)| \leq \frac{C}{\epsilon^j} \]

for \(1 \leq j \leq n\). Multiplying (3.14) by \(\varphi (x) \eta_\epsilon\), we have

\[ 0 < \int \varphi \eta_\epsilon (x) |x|^{-\gamma} u^a (x) dx \quad (3.18) \]

\[ = \int (-\Delta)(\varphi (x) \eta_\epsilon (x)) (-\Delta)^{p-1} u (x) dx \quad (3.19) \]

\[ = \int v (x) \{ (-\Delta) \varphi (x) \eta_\epsilon (x) - 2 \nabla \varphi (x) \nabla \eta_\epsilon - \varphi (x) \Delta \eta_\epsilon \} dx \quad (3.20) \]

Let \(\psi (x) = 2 \nabla \varphi (x) \nabla \eta_\epsilon + \varphi (x) \Delta \eta_\epsilon (x)\). We have \(\psi (x) \equiv 0\) for \(|x| \leq \epsilon\) and for \(|x| \geq 2\epsilon\), and \(|\Delta \psi^i (x)| \leq C \epsilon^{-2i} \).
Since \( \frac{n}{s} + \frac{s}{p} = \frac{n}{q} + n > n \) where \( \frac{1}{s} = 1 - \frac{1}{q} \), we have
\[
\left| \int (-\Delta)^{p-1} v(x) \psi(x) dx \right| \\
\leq \int v(x) (-\Delta)^{p-1} \psi(x) dx \\
\leq C \epsilon^{-n} \left( \int_{|x| \leq 2\epsilon} |x|^{-\gamma} u^{q}(x) dx \right)^{\frac{1}{q}} \epsilon^{\frac{n}{q} + \frac{s}{p}} \\
\leq C \epsilon^{\frac{n}{q} + \frac{s}{p} - n} \to 0
\]
as \( \epsilon \to 0 \). Therefore, by (3.18), we have
\[
\int (-\Delta)^{p-1} u(x) (-\Delta) \varphi(x) dx
= \lim_{\epsilon \to 0} \int \eta_{\epsilon}(x) (-\Delta)^{p-1} u(x) (-\Delta) \varphi(x) dx
= \int \varphi(x) |x|^{-\gamma} u^{p}(x) dx > 0.
\]
Thus \( v > 0 \) in \( B_{\frac{1}{2}}(0) \).

\[\square\]

4. Proof of Theorems 1.3 and 1.4: Moving Plane Method

In this section, we apply the well-known method of moving plane to prove Theorem 1.3 and Theorem 1.4. Since the method is standard, we shall only sketch the proof. For more details, please see [6] and [10]. The key point is that we apply moving plane method to the function \( (-\Delta)^{p-1} u \).

Let \( u \) be a solution of (1.12). Let \( u^{\ast}(x) = |x|^{2p-n} u(|x|^{p}) \). Let \( u_{p-1}^{\ast}(x) = (-\Delta)^{p-1} u^{\ast}(x) \). By Lemma 3.3, \( u_{p-1}^{\ast} > 0 \) in \( \mathbb{R}^{n}\setminus\{0\} \) and \( u_{p-1}^{\ast}(x) \) satisfies for any \( r > 0 \),
\[
v_{p-1}^{\ast}(x) \geq \inf_{\partial B_{r}(0)} u_{p-1}^{\ast}(x) > 0, \text{ for } x \in B_{r}(0). \tag{4.1}
\]
Since \( u^{\ast}(x) \) is a superharmonic function in \( B_{r}(0)\setminus\{0\} \) (by the proof of Lemma 3.3) and \( u^{\ast} > 0 \), then we have
\[
u(x) \geq \inf_{\partial B_{r}(0)} u(x) > 0, \text{ for } x \in B_{r}(0). \tag{4.2}
\]

Following conventional notations, for any \( \lambda \), and \( x = (x_1, x_2, \cdots, x_n) \), we let \( T_{\lambda} = \{ x \in \mathbb{R}^{n} | x_1 = \lambda \} \), \( \Sigma_{\lambda} = \{ x | x_1 < \lambda \} \) and \( x^{\lambda} = (2\lambda - x_1, x_2, ..., x_n) \) be the reflection point of \( x \) with respect to \( T_{\lambda} \). To start the
process of moving planes along the $x_1$-direction, we need two lemmas below.

**Lemma 4.1.** Let $v$ be a positive function defined in a neighborhood at infinity satisfying the asymptotic expansion (3.15). Then there exists $\bar{\lambda}$ and $R > 0$ such that the inequality

$$v(x) > v(x^\lambda)$$

holds true for $\lambda \geq \bar{\lambda}, |x| \geq R$ and $x \in \Sigma_\lambda$.

**Lemma 4.2.** Suppose $v$ satisfies the assumption of Lemma 4.1, and $v(x) > v(x_{\lambda_0})$ for $x \in \Sigma_{\lambda_0}$. Assume that $v(x) - v(x_{\lambda_0})$ is superharmonic in $\Sigma_{\lambda_0}$. Then there exists $\epsilon$ and $S > 0$ such that the following hold true.

(i) $u_{x_1} < 0$ in $|x_1 - \lambda_0| < \epsilon$ and $|x| > S$.
(ii) $v(x) > v(x^\lambda)$ in $x_1 \geq \lambda_0 + \epsilon/2 > \lambda$ and $|x| > S$
for all $x \in \Sigma_\lambda, \lambda_1 \leq \lambda$ with $|\lambda_1 - \lambda_0| < \epsilon$.

The proofs of both lemmas are contained in [4].

Now let $w_\lambda(x) = u^*(x) - u^*(x^\lambda)$ in $\Sigma_\lambda$. Since $v_{p-1}(x) = (-\Delta)^{p-1} u^*$ has a harmonic expansion (3.15) at infinity, by Lemma 4.1 and (4.1), there exists a $\bar{\lambda}_0 > 0$ such that

$$(-\Delta)^{p-1} w_\lambda > 0 \text{ in } \Sigma_\lambda$$

for all $\lambda \geq \bar{\lambda}_0$. By the maximum principle, we have

$$w_\lambda(x) > 0 \text{ in } \Sigma_\lambda$$

for all $\lambda \geq \bar{\lambda}_0$. (There is a subtle estimate, please see [6] and [10] for similar arguments.)

We consider the case $q < \frac{n+2p}{n-2p}$ first. Let

$$\lambda_0 = \inf \{\lambda > 0 | (-\Delta)^{p-1} w_\mu(x) < 0 \text{ in } \Sigma_\mu \text{ for } \mu \geq \lambda\}.$$ 

Although $u^*$ may be singular at 0, by (4.1) and (4.2), we still can apply the same arguments as in Theorem 1.2 to prove $w_{\lambda_0}(x) \equiv 0$ in $\Sigma_{\lambda_0}$. Since $\tau < 0$, we must have $\lambda_0 = 0$. Since we can move the hyperplane along any direction in $\mathbb{R}^n$, $u^*(x)$ is radially symmetric w.r.t. 0. Since we can take any point in $\mathbb{R}^n$ as the origin, we conclude that if $u$ is a
positive smooth solution of $R^n$, then $u \equiv \text{constant}$ in $R^n$ which implies $u \equiv 0$ in $R^n$. Thus, Theorem 1.4 is proved.

The proof of the case $q = \frac{n+2p}{n-2p}$ is similar. So the solutions to equation (1.12) with $q = \frac{n+2p}{n-2p}$ are radial. Theorem 1.3 is proved by the following lemma.

**Lemma 4.3.** Let $u = u(r)$ be a radial solution of $(-\Delta)^p u = u^{\frac{n+2p}{n-2p}}$. Then

$$u(r) = u_{\lambda_0}(r)$$

for some $\lambda_0 > 0$ where

$$u_{\lambda,0}(r) = \left(\frac{2\lambda}{1 + \lambda^2 r^2}\right)^{\frac{n-2p}{2}}.$$

**Proof:** Notice that $u_{\lambda,0}(r)$ is a solution of equation (1.6). It is not hard to see that if $y(r) > 0$ satisfies

$$y'' + \frac{n-1}{r} y' + \phi(r) \leq 0, \quad r > 0$$

with $\phi$ non-negative and non-increasing, and $y'$ bounded for $r$ near 0, then

$$y(r) \geq cr^2 \phi(r)$$

where $c$ is a dimensional constant. The interesting reader can find the proof for it in [17].

From this, we can easily get that $u^q(r) \leq cr^{-(n+2p)/2}$. Since $u$ is smooth on $R^n$, $u \in L^2(R^n)$. Hence the Liouville’s theorem will imply that $u$ has the integral representation

$$u(x) = c_{n,p} \int_{R^n} \frac{u^q}{|x - y|^{n-2p}} dy.$$

Therefore, $u(r) = O(r^{2p-n})$ at $\infty$.

Let $u(r)$ be a solution of equation (1.6). Let $\lambda_0$ be such that $u(0) = u_{\lambda_0,0}(0)$. We now claim that $u(r) = u_{\lambda_0,0}(r)$. In fact, let $\phi(r) = u(r) - u_{\lambda_0,0}(r)$. First we have the equation

$$(-\Delta)^p \phi = g(r) \phi$$

where $g(r) = q[(1 - \theta) u + \theta u_{\lambda_0,0}]^{q-1}$. According to our estimates above and the implicit expression of $u_{\lambda_0,0}$, we clearly have $g(r) = o(r^{-2p})$.
Therefore we can argue exactly as in the proof of Theorem 1.2 to conclude that $\phi$ is identically zero. Thus we finish the proof of Lemma 4.3 and hence the proof of Theorem 1.3.

\[ \square \]

5. PROOF OF THEOREM 1.5

In this section, we prove Theorem 1.5.

Let $q$ be defined by (f2) and (f3). By condition (f2) and (f3), we have

$$c_1 t^a \leq f(t) \leq C t^q.$$ 

Then the argument in the proof of Theorem 3.1 can be adopted to show that $u$ satisfies

$$(-\Delta)^p u \geq c_1 u^q, (-\Delta)^i u \geq 0, i = 1, ..., p - 1.$$ 

From this, by taking the spherical average, it is standard that $n > 2p$ and $q \geq \frac{n}{n - 2p}$.

If we set $v(x) = |x|^{2p-n} u(\frac{x}{|x|})$, then $v$ satisfies

$$(-\Delta)^p v = G(x, v)$$

in $\mathbb{R}^n \setminus \{0\}$ where $G(x, v) = \frac{1}{|x|^{n-2p}} f(|x|^{n-2p} v)$. And it is clear that

$$\lim_{x \to \infty} |x|^{n-2p} v(x) = u(0).$$

According to our assumption (f2) and (f3), $G(x, t_1) \leq G(y, t_2)$ holds when $t_1 \leq t_2$ and $|y| \leq |x|$, hence the moving planes method can apply to $(-\Delta)^{p-1}$ again. Therefore we conclude that $u$ is radial symmetric about some point $x_0$. Again, we assume that $x_0 = 0$.

Now the same argument in Lemma 4.3 shows that $f(u) \in L^2(\mathbb{R}^n)$, hence $u = O(r^{2p-n})$ at $\infty$.

By using the integral representation of $u$, we have

$$(-\Delta)^i u = v_i \leq C r^{2p-2i-n},$$

$$|r^{n-1}((-\Delta)^j u)' (-\Delta)^s u| \leq C r^{4p-2(j+s)-2-n}, 1 \leq j, s \leq 2m - 1,$$

$$|r^{n-1}((\Delta^k u)' (\Delta^s u)') | \leq C r^{4p-2(k+s+1)-1-n}, 1 \leq k, s \leq 2m - 1,$$

$$|r^n(\Delta^m u)^2| \leq C r^{4p-4m-n},$$
\[ r^n |\Delta^k u \Delta^{p-k} u| \leq C r^{4(p-2(k-2)+n}, 1 \leq k \leq 2m - 1. \]

This clearly implies that
\[
\int_{\partial B_r} B_r d\sigma \to 0 \text{ as } r \to \infty.
\]

Applying the above inequality to the Pohozaev identity (see Lemma 2.5), we have
\[
\int_{\mathbb{R}^n} (nF(u) - \frac{n-2p}{2} f(u)) = 0.
\]

Since \( nF(u) - \frac{n-2p}{2} uf(u) \) never changes sign by condition (f2), we have
\[
[nF(u) - \frac{n-2p}{2} uf(u)](x) = 0 \text{ for all } x \in \mathbb{R}^n.
\]

Hence
\[
f(t) = ct^{\frac{n+2p}{n-2p}}, \text{ for } 0 \leq t \leq \max_{x \in \mathbb{R}^n} u(x).
\]
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