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ABSTRACT. Perhaps the most classical diffusion model for chemotaxis is the Keller-Segel system
ut = Au— V- (uVv) in R? x (0, 00),

_ 1 1
v=(—Ag2) lu:= ) log T u(z,t)dz, (%)

u(-,0) =ug >0 in R2.

We consider the critical mass case f]RZ ug(xz) der = 8w which corresponds to the exact threshold
between finite-time blow-up and self-similar diffusion towards zero. We find a radial function ug
with mass 87 such that for any initial condition ug sufficiently close to uf the solution u(z,t) of (x)
is globally defined and blows-up in infinite time. As t — 4oc0 it has the approximate profile
1 z—&(t) ) 8
u(z,t) ~ =U , Uly) = —r—,
@550 (55 W= T wee
where \(t) ¥ —5—, £(t) — ¢ for some ¢ > 0 and ¢ € R2. This result answers affirmatively the

Viogt’
nonradial stability conjecture raised in [26].

1. INTRODUCTION

This paper deals with the classical Keller-Segel problem in R?,
uy =Au — V- (uVo) in R? x (0, 00),

_ 1
v =(—Age)tu = o s log

u(-,0) = up in R?,

P u(z,t)dz, (1.1)

which is a well-known model for the dynamics of a population density u(x,t) evolving by diffusion
with a chemotactic drift. We consider positive solutions which are well defined, unique and smooth
up to a maximal time 0 < T' < 4o00. This problem formally preserves mass, in the sense that

/ u(z, t)dr = / uo(x)dr =: M forall te (0,7T).
R2 R2

An interesting feature of (1.1) is the connection between the second moment of the solution and its
mass which is precisely given by
2
4 |z|? u(z,t) de = 4M — %,
dt R2 2w
provided that the second moments are finite. If M > 8w, the negative rate of production of the
second moment and the positivity of the solution implies finite blow-up time. If M < 87 the solution
lives at all times and diffuses to zero with a self similar profile according to [5]. When M = 8 the
solution is globally defined in time. If the initial second moment is finite, it is preserved in time, and
there is infinite time blow-up for the solution, as was shown in [4].
Globally defined in time solutions of (1.1) are of course its positive finite mass steady states, which
consist of the family

_i x—& _ 8
U,\@(m)—vU( ;) ) U(y)—7(1+|y|2)2, A>0, £ €R? (1.2)

We observe that all these steady states have the exact mass 87 and infinite second moment
/ Ur¢(x)dz = 8, / |22 Une(z) dr = +o0.
R2 R2
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As a consequence, if a solution of (1.1) is attracted by the family (Uj ¢), its mass must be larger than
87 and if the initial second moment is finite, then blow-up occurs in a singular limit corresponding
to A — 0+.

In the critical mass M = 8w case, the infinite-time blow-up in (1.1) when the second moment is
finite, takes place in the form of a bubble in the form (1.2) with A = A(t) — 0 according to [2, 4].
Formal rates and precise profiles were derived in [12, 8] to be

At) ~— ast— +oo.

A radial solution with this rate was built by Ghoul and Masmoudi in [26] and its stability within the
radial class was established. The framework of the construction in [26] was actually fully nonradial,
but for stability a spectral gap inequality only known in the radial case was used. Numerical evidence
for this inequality was obtained in [7], and stability for general nonradial perturbation was conjectured
n [26]. A related spectral estimate, useful in the analysis of finite time blow-up was found in [15].

In this paper we construct an infinite-time blow-up solution with a different method to that in [26],
which in particular leads to a proof of the stability assertion among non-radial functions. The following
is our main result.

Theorem 1.1. There exists a nonnegative, radially symmetric function ul(x) with critical mass
Jg2 ug(x) de = 87 and finite second moment [, ||? uf(x) de < +oo such that for every uy(z) suffi-
ciently close (in suitable sense) to ufy with [g, uy do = 8w, we have that the solution u(x,t) of system
(1.1) with initial condition u(x,0) = uy(z) has the form

1 x —E&(t) 8
1) = U 1+0(1), Uly)=—— 1.3
u(e.t) = 5ot (g ) (e, Ul = g (13)
uniformly on bounded sets of R?, and
¢
At) = — (1 1 t t
(t) \/@(JFO()), §(t) = q ast— +oo,
for some number ¢ > 0 and some q € R2.
Sufficiently close for the perturbation uj(z) = uj(x) + ¢(x) in this result is measured in the

C'-weighted norm for some o > 1
Il = 11+ |- 1)@l Lo @2y + (1 + ] - [PF7) V() || Lo r2) < +00.

The perturbation ¢ must have zero mass too.

“Uniformly on bounded sets” of R? in (1.3) means that for any bounded K C R?
—£(t)\ L 1 —&(t

SO) M ate0 - gt (5| o

A sup 2e7U( NO) NGO

The expansion of u(z,t) can be made more precise though, and this is explained along the proof of
theorem.

The scaling parameter is rather simple to find at main order from the approximate conservation of
second moment, see Section 2. The center £(¢) actually obeys a relatively simple system of nonlocal
ODEs.

We devote the rest of this paper to the proof of Theorem 1.1. Our approach borrows elements of
constructions in the works [16, 21, 18, 17] based on the so-called inner-outer gluing scheme, where a
system is derived for an inner equation defined near the blow-up point and expressed in the variable
of the blowing-up bubble, and an outer problem that sees the whole picture in the original scale. The
result of Theorem 1.1 has already been announced in [20] in connection with [16, 21, 18].

There is a huge literature on chemotaxis in biology and in mathematics. The Patlak-Keller-Segel
model [44, 35] is used in mathematical biology to describe the motion of mono-cellular organisms,
like Dictyostelium Discoideum, which move randomly but experience a drift in presence of a chemo-
attractant. Under certain circumstances, these cells are able to emit the chemo-attractant themselves.
Through the chemical signal, they coordinate their motion and eventually aggregate. Such a self-
organization scenario is at the basis of many models of chemotaxis and is considered as a fundamental
mechanism in biology. Of course, the aggregation induced by the drift competes with the noise
associated with the random motion so that aggregation occurs only if the chemical signal is strong
enough. A classical survey of the mathematical problems in chemotaxis models can be found in [31,
32]. After a proper adimensionalization, it turns out that all coefficients in the Patlak-Keller-Segel
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model studied in this paper can be taken equal to 1 and that the only free parameter left is the total
mass. For further considerations on chemotaxis, we shall refer to [30] for biological models and to [11]
for physics backgrounds.

In many situations of interest, cells are moving on a substrate. The two-dimensional case is
therefore of special interest in biology, but also turns out to be particularly interesting from the
mathematical point of view as well, because of scaling properties, at least in the simplest versions of
the Keller-Segel model. Boundary conditions induce various additional difficulties. In the idealized
situation of the Euclidean plane R2, it is known since the early work of W. Jiger and S. Luckhaus
in [33] that solutions globally exist if the mass M is small and blow-up in finite time if M is large.
The blow-up in a bounded domain is studied in [33, 1, 39, 40, 46]. The precise threshold for blow-up,
M = 8r, has been determined in [23, 5], with sufficient conditions for global existence if M < 8 in [5]
(also see [22] in the radial case). The key estimate is the boundedness of the free energy, which relies
on the logarithmic Hardy-Littlewood-Sobolev inequality established in optimal form in [9]. We refer
to [3] for a review of related results. If M < 8, diffusion dominates: intermediate asymptotic profiles
and exact rates of convergence have been determined in [7]. Also see [41, 25]. In the supercritical case
M > 8, various formal expansions are known for many years, starting with [27, 28, 49] which were
later justified in [45, 38], in the radial case, and in [14], in the non-radially symmetric regime. This
latter result is based on the analysis of the spectrum of a linearized operator done in [15], based on
the earlier work [19], and relies on a scalar product already considered in [45] and similar to the one
used in [6, 7] in the subcritical mass regime. An interesting subproduct of the blow-up mechanism
in [45, 29] is that the blow-up takes the form of a concentration in the form of a Dirac distribution
with mass exactly 87 at blow-up time, as was expected from [29, 24], but it is still an open question
to decide whether this is, locally in space, the only mechanism of blow-up.

The critical mass case M = 8 is more delicate. If the second moment is infinite, there is a variety
of behaviors as observed for instance in [36, 37, 43]. For solutions with finite second moment, blow-up
is expected to occur as t — +o00: see [34] for grow-up rates in R?, and [48] for the higher-dimensional
radial case. The existence in R? of a global radial solution and first results of large time asymptotics
were established in [2] using cumulated mass functions. In [4], the infinite time blow-up was proved
without symmetry assumptions using the free energy and an assumption of boundedness of the second
moment. Also see [42, 43] for an existence result under weaker assumptions, and further estimates
on the solutions. Asymptotic stability of the family of steady states determined by (1.2) under the
mass constraint M = 87 has been determined in [10]. The blow-up rate A(t) and the shape of the
limiting profile U were identified in formal asymptotic expansions in [50, 51, 47, 12, 13] and also in [8,
Chapter 8]. As already mentioned, a radial solution with rate A(t) ~ (logt)~'/? was built and its
stability within the radial class was established in [26].

2. FORMAL DERIVATION OF THE BEHAVIOR OF THE PARAMETERS

We consider here a first approximation to a solution u(z,t) of (1.1), globally defined in time, such
that on bounded sets in =z,

L fe—€)
A<t>2U< )

for certain functions 0 < A(t) — 0 and £(t) — g € R?, where we recall that

8
YW T

We know that (2.1) can only happen in the critical mass, finite second moment case:

/ u(x,t)dx = 8m, / |z[2u(z, t)dr < +oo,
R? R2

which according to the results in [4, 26, 12] is consistent with a behavior of the form (2.1). Since
the second moment of U is infinite, we do not expect the approximation (2.1) be uniform in R? but
sufficiently far, a faster decay in = should take place as we shall see next. We will find an approximate
asymptotic expression for the scaling parameter A(¢) that matches with this behavior.

u(z,t) = > (I14+0(1)) ast— 400 (2.1)

Let us introduce the function Ty := (=A)~1U. We directly compute

Lo(y) = log A+ 2



4 J. DAVILA, M. DEL PINO, J. DOLBEAULT, M. MUSSO, AND J. WEI

and hence I'y solves the Liouville equation
—ATy = e =U inR%

Then VIy(y) = —li% for all large y, and hence we get, away from x = &,

Y (@V(-A) )~ AV LS
(uV(~A) ) i
Therefore, defining
E(u) == Au— V- (uV(=A) 1) (2.2)

and writing in polar coordinates
u(r,0,t) = u(z,t), x=E(t)+re?,

we find €(u) ~ 0%u + g&,u. Hence, assuming that §(t) — 0 sufficiently fast, equation (1.1) approxi-
mately reads

5
Oy = afu + —0ru,
r

which can be idealized as a homogeneous heat equation in R® for radially symmetric functions. It is
therefore reasonable to believe that beyond the self-similar region > v/t the behavior changes into a
function of r/+/t with fast decay at +oo that yields finiteness of the second moment. To obtain a first
global approximation, we simply cut-off the bubble (2.1) beyond the self-similar zone. We introduce
a further parameter «(t) and set

ale,t) = %U(””Kf)x(x,t), (2.3)
where
xwt) = () (2.0

with xo a smooth radial cut-off function such that

1 if 2] <1,
= - 2.5
Xo(?) {0 if 2] > 2. (255)

We introduce the parameter «(t) because the total mass of the actual solution should equal 87 for
all t. But

% R2U(mgg)x(x,t)dxz&r—l—lfiwl')f—&-O(i\:), (2.6)

as t — oo, where
(oo}
T = / (Ro(s) — 1)s™3ds < 0, (2.7)
0
and xo(x) = Xo(|z|). To achieve [, u(x,t) dr = 87 we set o = & where
)\2 )\4
a(t) =1-202- +0(%;).
a(t) - tO0( %
Next we will obtain an approximate value of the scaling parameter A(t) that is consistent with the

existence of a solution u(z,t) = u(x,t) where @ is the function in (2.3) with « = @. Let us consider
the “error operator”

S(u) = —ue + E(u), (2.8)
where £(u) is defined in (2.2). We have the following well-known identities, valid for an arbitrary

function w(z) of class C?(R?) with finite mass and D?w(x) = O(|z|~%77) for large |z|. We have

2
/ |z|2€ (W) de = 4M — %, M= | w(x)dz (2.9)
R2 2 R2
and

/ x€(w)dx =0, E(w)dx = 0. (2.10)
R2

R2
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Let us recall the simple proof of (2.9). Integrating by parts on finite balls with large radii and using
the behavior of the boundary terms we get the identities

|z|? Aw dx = 4M,
RQ

/ |22V - (wV(=A) Hw) dz = 72/ r-wV(—A)lwdr
R2

/RZ/R? (x |2>dxdy
7rjézjézumx>w<y>‘é?;ij;‘y>dxdy

M
= — 2.11
o (2.11)
and then (2.9) follows. The proof of (2.10) is even simpler. For a solution u(x,t) of (1.1) we then get
M2
— =4M - —, M= .
o (x t)|x2de = 5 . u(z, t)dx

In particular, if u(z, t) is sufficiently close to @(x,t) and since [, u(x,t)dz = 8, we get the
approximate validity of the identity

%/RQ a(z,t)|z|*dr = 0.

al(t) = /Rz )\2U< iy 6) X0 <$\;££> |z|?dz = constant.

We readily check that for some constant x
NG

A 3d \/E
I(t) = 16w \2 LA 1) = 167A% log ~— 1 — 0.
(t) = 16w /0 (1+p2)2+li+0() 6mA° log iy +Kr+0(1) asA—0

Then we conclude that A\(¢) approximately satisfies

This means

Mlogt = ¢ = constant

and hence we get at main order
c

M) =

We also notice that the center of mass is preserved for a true solution, thanks to (2.10):

7|, zu(z,t)dx = 0.

Since the center of mass of @(x,t) is exactly £(t) we then get that approximately
&(t) = constant = q.
3. THE APPROXIMATIONS 1y AND u;

From now on we to consider the Keller-Segel system starting at a large to:

=Au—V - (uVv) in R? x (tg, 00),
:(—ARZ)_I

u(-,tg) = ug in R?,

u(z,t) dz, (3.1)

21 Jge ©8 |z — 2|

which is equivalent to (1.1). We do this so that some expansions for ¢ large take a simpler form.

In this section we will define a basic approximation to a solution of the Keller-Segel system (3.1).
Let us consider parameter functions

0<A(t)—=0, &t)—q, at)—1 ast— +oo

that we will later specify. Let us consider the functions

U@:Hﬁ#? To(y) = log U(y)
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and define the approximate solution ug(z,t) as

uola,t) = 150 (55 )xte ),

vo(w,t) = (—Ag) tug = 2 oo log o — 7|

uo(Z, t) dz,

where x is the cut-off function (5.3). We consider the error operator

where

S(u) = =0 + E(u),

g(u) = A.Lu -V (UV;,;’U), v = (—Aw)_lu.

and next measure the error of approximation S(ug).

We have
0oz, 1) = g Uu)xo(2) + o Zoxo(2) + - T, U(0) xo(2)
gV WE Tox0(2) + 5 U W) Vanol) -2
z = r—¢
Vit
where
Zoy) =20 () + - V,00), y="3"
We also have
5(11,0) = AIUO — VI . (UOVIU())
= V000 VW) + S350 0000 ) — 57U 0)V-x0(:) - Varo
+ axffz) | (xo(2)a = )U2(y) = V,U(y) - (Vyro — VyTo)|
Let us decompose
vo(y) = al'o(y) + R(y).
For the term R in (3.5) we directly estimate
XLy >,
V,R Iyl
|y<>|_{ e
Then
£(w) = 5377V 0() - VU ) + S 35800200 (0) = 12U (0 -x0(:) Voo
+ O [ )02) — (0~ DY,UE) - V,T0() + alxo(z) ~ DU()
- V,U) - V,R()]-
and thus
(1) = U xa(e) + a5 Zoxols) + 5+ T,00) xal2)
+ /\zoi/iU(y)é - Vaxo(z) + mU(y)VzXO(Z) "z
+ V() VU0 + § 355000 0) - U000 - Vo

_ @m0l G 1), To ()

A4

PRI [a(x ~1)U%(y) - V,U(y) - VyR(y)|.

)\4

(3.2)

(3.4)
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For a function v(¢) defined for ¢ € R? consider the operator

B6v(€) = Au(€) + 45  Verlo) (3.7)

The reason for the notation is that for radial functions v = v(r), r = |{|, we have
9 5)
Agv = 07v + —0,v,
T

which corresponds to Laplace’s operator in RS on radial functions.
Let @5 (¢,t) be the (radial) solution to

to

at@)\ :A6¢>\+E(<at) in Rz X (5700)7
to (3.8)
Pr(n5) =0 in R?,
given by Duhamel’s formula, where F((,t) is the radial function
e Ay (6Y (S L (s ;
Bt = 5575 )00(55) + 33U (5) Voxole) -2 + B ), (3.9)
and
. ] 2 1
E((,t;A) = sz)(o(z) -V U(y) + EAZXO(Z)U(y)
1
- WU(y)szO(Z) -VyTo(y), (3.10)
Withz:%,y:%.
We then define
pa(z,t) = ga(x —&(1), ). (3.11)

The reason to define ¢y for t > %’ is that it gives better properties for the first approximation of
A constructed in Section 7. Since A(t) is defined naturally for ¢ > ¢, we will need to define A(t) for
%‘) < t < tg in an appropriate way (see Proposition 5.1 and Section 7). We will write A = Ao + A;
where both of these functions are constructed so that they are defined for ¢ > %0 The construction

€0

of Ay is given in Proposition 5.1. In particular Ao(t) = @(1 +o0(1)) as t = oo. Note that ¢, (-, )

is not zero.

We define the approximate solution
Up 1= Uy + O (3.12)
which depends on the parameter functions a(t), £(t), A(t). Correspondingly, we write
v = (=AL) Hu).
We will establish in the next sections that a suitable choice of these functions makes it possible to
find an actual solution of (3.1) as a lower order perturbation of u;.
4. THE FIRST ERROR OF APPROXIMATION

We will assume the following conditions on A, «a, &

O+ g0 < s
o)< o (41)
@)~ 11 < foe 16001 < )

where % <7y <2
We compute

S(u1) = S(uo + pr) = S(ug) — Fsox + Luy[oa] = V- (0aVhy).
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where
Luolp] = Ap =V - (pVrg) = V - (ug V),
Ur = (—A)"ron, vo = (—A) ug.
Then
16 /\ o . « .
S(u1) = —FU(Q)X + (o — 1)FZ0X + ﬁf -V U(y) x + )\T\/EU(Q)f -VXo
(a—1) 1 xr—¢& 2a-1)
% 2 UV .xo \/i + \371/2 V.Xo VyU
(a—1) 1 a? -1 !
+ ; AXOFU - )\3\/{% UVZX(] . VyFO - AT\/-EUVZXO : VyR
ala—1 o?v(1 — @
_ o - )xvy (UV,To) + x(A4 X2 TnyU VR
-4
+Vpr-§— ;Brgo)\ — V- (eaVg) = V- (uoVpr) — V- (oA V1)), (4.2)

where R is defined in the decomposition (3.5).
Lemma 4.1. Let ¢y be defined by (3.11)-(3.8) with X\ satisfying (4.1). Then

1 4/\2+|;_5|2 lz — ¢ < Vi
ox(@, )] + (lz =&+ N)[Veor(z,t)| < C—; e (4.3)
| /\( )| (| tlogt %e“ 4§| |x—§| > \/2?
We also have
C T —
V(. 1) 28 g < Vi (4.4)

<
= tlogt (A + |z —&)*’

Proof. In terms of the function ¢, defined in (3.8), with r = |z — £| we claim that

1
s 1 </t
orin )| < oL L TSV
tlogt %efﬂ r > /L.

For the proof of this we use barriers. Consider
1 1
)= ——————
Nt = gt e 12
and note that
)\74

S .
“Glogt(l+r/ N = Vi

Oun — (Ore+ 20, )i >

for some ¢ > 0, 6 > 0.
Let x5.7(r,t) = )20(5:/{) where xo € C*(R) is such that xo(s) =1 for s < 1 and xo(s) = 0 for
s > 2. Consider

T . 2
——e
t2logt

4t

¢(T, t) = ¢1 (7‘, t)X(S\/{(T) t)
The function E (3.10) can be estimated by

B0 < 5zt (55)

where hj(z) is a smooth function with compact support. Then E (3.9) has the estimate

. AN 1 ¢
B(CO1< Oy + szt ()

where ha(2) is a smooth function with compact support.
Then for C; sufficiently large

0~ (00 + 20,)0 > el B(r, 1),

where ¢ > 0.
By the comparison principle,
I@A(ra t)' < Ciﬁ(ﬁ t)’
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for some uniform constant C'. After a suitable scaling, from standard parabolic estimates we also get
(A + T)‘V£¢/\(T7 t)| < C¢(7‘a t)
With these two inequalities we obtain (4.3).

x

To prove (4.4) we change variables y = %5 in the equation (3.8) and define
- 1 /r
2 =350 (51)
We get the equation, after interpreting p = |y, y € RS

M0, = Ared + AA20x + - V@) + ME(\y, t),

where E is defined in (3.9). Differentiating with respect to y and using the bound we already have
for V¢, from (4.4), and using standard parabolic estimates, we get

C 1
D2pa(y,t)] € —— s < /tlogt.
| y(p)\(ya )| = thgt (1 + |y|)4a ‘y| = 0g

Using that V@, (0,t) = 0 we deduce that

. C |yl ey
)] < _— < +/tlogt
‘Vy()o)\(:% )| = tlogt (1 ¥ |y|)4a ‘y| = ogt,

which readily gives (4.4).

Il
Lemma 4.2. Assuming (4.1) we have
1 log(2+ [y]) z—§
4 < = 4.
and
S(D|(1—x) € O e (46)
“ =M logte ’ '

for some c € (0,1).

Proof. Let us analyze the terms involving p,. We estimate, using Lemma 4.1,

2 1 1
<C——— < +/tlogt.
U@AE + )| < Cpo s ol < Vilogt

Similarly, by (3.5)
4 ~ 4 - - .
- T<p,\—Vg0,\-Vvoz—; -Px — Vour - VIg— (a—=1)V@y - Vg —Voy - VR
— 4= o,z 1)V - VTo — Vs - VR 47
=i(mm )09 @ - DVp VI - Va VR ()
By (4.4)
1 C 1
4 r _Z < - - < +\/tl .
‘/\ (7‘2+/\2 r)ar(p)“_tlogt(1+|y|)6’ vl < Vot

The other terms in (4.7) are estimated similarly, using the hypotheses on « and the estimate on R
(3.6), and we get

1
< ¢ 1 ly| < \/tlogt.

= tlogt (1+ |y|)8’

4, .
‘_r »ox — Vo - Vg
The terms involving ¥ = (—A)~!py are estimated using the formula
1 T
Orth(r,t) = f/ oa(s,t)sds.
™ Jo

In A*S(u1) we have also the term —&\2U (y)x, which thanks to (4.1) can be estimated as

C\? 1 C 1
<

)4x(y> t)

NaU ‘ -— t).
VUi < pp s o ()

< _ - -
~ tlogt (1+ |y

The remaining terms are estimated similarly, and we obtain (4.5).
The stated inequality (4.6) follows from the Gaussian decay of ¢, in Lemma 4.1. O
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5. THE INNER-OUTER GLUING SYSTEM

Let us consider the initial approximation
up(x,t) = uo(x,t) + ox(z,t)

built in Section 3 for a given choice of the parameter functions A(t), a(t), £(t) satisfying (4.1). Here
up is the function defined in (3.2) and ¢ that in (3.11). We look for a solution of the Keller-Segel
equation (3.1) in the form of a small perturbation of u;, namely

u(z,t) = uy(z,t) + ®(z,t). (5.1)

We write the perturbation ® as a sum of an “inner” contribution, better expressed in the scale of uy,
and a remote effect that takes into consideration the “outer” regime. Precisely, we write
z—¢

B 1) = 150 X 1) + (1), y =", (52)

where x is the smooth cut-off

xet) = () (53)

with xo a smooth radial cut-off function such that xo(z) = 1 if |z| < 1, xo(2) = 1 if |2] > 2. (The
same as defined in (2.4).)

Recall S(u) given by
S(u) = =0+ Au—V - (uVv), v=(-A)"tu,
where the operators act on the original variable x unless otherwise indicated. In the computations
that follow we will express the equation
S(u; +®) =0

for @ given by (5.2), as a parabolic system in its inner and outer contributions ¢* and ¢°. The
coupling in that system will be small if ¢'(y,t) decays sufficiently fast in space and time. That can
only be achieved for suitable choices of the parameters a, A, £ that yield certain solvability conditions
satisfied. The set of all these relations is what we call the inner-outer gluing system. Next we
formulate this system. It will be necessary to successively refine its original expression by further
decomposing ¢* into two contributions with separate space decay, finally arriving at the equations
(5.47), (5.48), (5.49) and (5.51) which are the ones we will actually solve.

Let us observe that
1 i o 1 i o
S(ur + @) = S(u1) = 9 (556'%) = 0up” + Ly [556'X] Lo ¢”)
V- (oV(-A)"'®),
where
Lo le] = Ap =V (V1) = V- (i1 V(=A)"lp), vy = (=A) luy.

We use the notation )
1/) = F(_A)_1¢i7 ¢
in the expressions that follow. We expand
1 . 1 - 2 . 1 . 1 . .
Ly, [FWX] = XﬁAﬁbz + FVX Vo' + FWAX -V (FQSZXVUH -V (11 V).

‘We have

= (-8 @),

V- (Vi) = V- (GUVOX A+ V- (5UV( = 6)x + 15UV - Vi
+V - (@AVY) + V- (@aV () - 9))

and
i 1, 1
V. (59'xVu) =V- (ﬁ¢ Vi) x + F(b Vx - V.
Recall the notation

v =0+ Vr, Vo =5(=A)THUx), ¥r=(-A)""px,
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and also (3.5)
v=allg+R, R= g(fA)*l(U(X -1)).

\2
Then
1, 1, 1, 1,
V- (§¢> xVvi) =V (ﬁfb Vu)x +V - (§¢> Viba)x + p¢ VX - Vug
1
+ pdfvx - Viby
- i L L
= FV (¢'VIo)x +V - (F(b VR)x +V - (FQS V) x
o 1 . 1 .
+ FWVX - VT + FQSZVX -VR + ﬁqbZVx - Vby.
Therefore

1, 1 ;2 1
Loy [paﬁlx] = XFAW +a2 VX Vo' + FWAX
o 1 1,
— [V (6 VX + V- (556 VRIX + V- (576' V)X

a 1 . 1 .
+ FQS’VX - VI + FWVX -VR + P(;S’VX - Vi

«

—[V-(/\Qva)x+V~(

e
£V (A V) + V- (aV (i = ).

(07

UV () = )X + 15U Vx - VY

Next we expand
Loy [¢°] = Ag® = V- (¢°Vor) = V- (w V), ¢° = (=A)71”
We have
V- (V) = V- (GUXVE?) + V- (92 74)
= V- (UVE)X + 5UVX- V7 + V- (o2 V4°)x
+ V- (eaVeo)(1 = x),
and
V- (¢°Vu1) =V - (¢°Vug) + V- (¢°Viha)
=aV - (¢°VIo) + V- (p’VR) + V- (¢°V)y)
=V VI — %U@O + (a—=1)V - (¢°VT)H)
+ V- (¢°VR) + V- (¢°Vy).
Therefore,

(0% (0%
Lunl¢%) = Ap® = |V (GUVE)x + 5UVX - V2 + V- (o2 V°)x

+ V- (o291 - )]
1
¥l
£V ($TR) + V- (9°V0).

- [Wf' - VDg — —Ug® + (a — 1)V - (¢°VTy)

Based on the previous formulas we formulate the inner equation
Nu(556) = LI = (o = DV, - (UF,8) = (@ = D)V, - (6'VTo) + XS (u)
— N2V, - (@AVy0°) — N2V, - (V1)) + N2U° — aV,, - (UV,1°)
— AV, - (@aVy¥) = Vi (6'Vy0n) = (@ = D)A*V - (9°VI)
—aVy - (UV, (= 1)) = AV, (@2 (§ = 1)) = Vy - (0'x + N29")V, (§ +0°)),

where

L[QI)] = Ay¢ - vy . (vaw) - Vy ’ (¢VF0)- (5-4)
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We slightly modify the inner equation into the form
N0,¢" = L[¢'] + Bol¢'] + Exx + F(¢', 9%, P)X

where

p = (A’ a’ 5)7

r—§
B\ )

Er(y.t) = N'S(ui(p)(2,1), y=

F(¢',¢°,p) = =N’V - (eaVy1h°) = A2V, - (9°Vyihn) + AU °
— (=AY, - (¢°V,To) — aV, - (UV,1°)
+ Aé ’ qusi - >‘2vy ! (%\Vzﬂ/’) - vy ’ (‘bivyﬂb\)
—(a=1)V, - (UV,) — (a— 1)V, - (¢'V,To)
—aV, - (UVy () — ) = A2V, - (22 Vy (¢ — 1))
— V- (X + X))V (0 +¢°), = (=4y) " (¢'%),

Bol¢'] = M(2¢" +y - V,0'),

and

A
et =x(57)
with xo as in (2.5). Similarly we formulate the outer equation as
Bip” = Ap® — Vo - Ve° + G(¢', ¢°, p)
where

. 2
G(djza(poap) = S(ulap)(l - X) + F

1
+ 32U (=) - aN’UVy - V§° = V- (o Vi°)(1 = x)

—(a=1V - (¢°VIo)(1 = x) = V- (¢°VR) = V- (¢°Vihy)(1 = x)

i 1 L a
Vx - Vo +F¢AX—§¢@X—F¢VX'VFO

1 , 1 1,
— 5V (@' VR)X — 59'VXx VR — 59"V - Vihy

A2 A2 A2
_ %va V=V (V% — )1 - x)

L x4 )V @+ 0) (1 - ).

V@Vl -x) = V- (53

(5.5)

(5.10)

If ¢°, ©° is a solution to system (5.5), (5.9), then u given by (5.1), (5.2) satisfies the Keller-Segel

system (3.1).

5.1. Choice of \y and ag. We explain the choice of Ay in the context of the elliptic equation

L[¢] =h in R?
where h is radial.
Lemma 5.1. Let h(y) be a radial function such that
1+ Iyl () = 2y < o0,
for some v > 4 and satisfying

/ h(y)dy =0
R2
[ nwloPay =o.
R2
Then there exists a radial solution ¢(y) of equation (5.11) such that

o)l < CIA+ [y h(y) | Lo @) if v #6

1
1+ Jyhr=2’

(5.11)

(5.12)

(5.13)

(5.14)
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log(1 + |y .
6] < L+ ) by o i = (5.15)
and
| oty o (5.16)
Proof. Defining g = % — (=A)"1¢ we obtain the equation
V- (UVg) = h. (5.17)

Assuming v > 6 we choose the radial function g defined by

o0 1 T
9(p) = - / 7 [ Mesdsar. o=

and using (5.12) we get

1
<A+ |y) k|| ®mey ————-
l9(p)| < ClI(1+ [y[)"hl[ Lo r2) A
Now we solve Liouville’s equation
—AY—Uyp=Ug inR?* 4(p) =0 asp— oo. (5.18)

Multiplying (5.17) by |y|? and using (5.13) we see that

1
| azody=5 | nw)lyPay =0,
R2 R2

with Zy defined in (3.4). Then by the variations of parameter formula we find that (5.18) has a
unique solution ¢, which satisfies

ot
(T4 fyh)r=*

Then we see that ¢ defined by ¢ = Ug + U satisfies (5.11), (5.14) and (5.16) because ¢ = —A and
1 has the decay (5.19).

If 4 < v <6 we do almost the same, except that we define

9(p) = / ’ %(r) /0 ' h(s)sdsdr.

[P+ A+ DIV < I+ [y) bl @2 (5.19)

O

Remark 5.1. We observe that L[Zy) = 0. This can also be seen in the context of the Lemma 5.1,
where ¢ = Zy which corresponds to g being constant. Indeed, suppose g = 1. Then from (5.18)
P=-1-— %Zo, where zg is defined in (9.2). This gives ¢ = Ug+ Uy = f%zo = f%ZO. This shows
that L[ Zp] = 0.

If h doesn’t satisfy the zero second moment condition (5.13), then a solution still exists but with
worse decay and non-zero mass. More precisely, if h is radial, ||(1 + |y|)"h(y)|| L= ®2) < 00 for some
~v > 6, and satisfies only (5.12), then one can construct a solution ¢ to (5.11), but any such solution
has the estimate
log(1 + |y|)

(1 +[yh*

so worse decay than the one in (5.14). Moreover, the mass of ¢ becomes

1
o= [ do=—[ 9z0=3 [ nwlyPdy
R2 R2 R2 R2

For the inner equation (5.5) it is then natural to impose that the first error S(up)y satisfies the
second moment condition

o) < CIA+ [y h(y) | Lo r2)

/ S(u)x|y|*dy =0, for all t > tg.
R2

The next lemma gives a way of expressing the second moment of u;.
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Lemma 5.2. Let uy be defined in (3.12). Then
/ S(ul)\x—f\dezél/ tp,\dx—a/ E(x—& Nz —€&dx
R2 R2
+/ Vordo - fﬁ/ Ux|:zzf§|2dx—(lfoz)/ E(z — &t \) |z — €2 dx
R2
+4 / +/ 1 / L / ) (5.20)
U - — - = . .
R2 0 R2 g 8 R2 o 8 R2 g
where E, E are defined in (3.9), (3.10).

Proof of Lemma 5.2. Using (2.11) we see that

/ S(ur) | — £dx = —/ Byuole — £[2dz — / drprle — £2da
R2 R2 R2

([t [o) (g Lo L)

But recall that ¢y (z,t) = @x(z — £(t),t) where Py satisfies (3.8). Multiplying that equation by |¢|?
and integrating on R? results in

S M2 g N 2
[ owalcrac==a [ onacr [ BN

Therefore

I _(x—f)'é ~ 2
[ oosle—e@dn==a [ onao-C=E [ a0 [ Bcoira

and then

/S(u1)|x—£|2dm:—/ 8tu0|a:—§|2dx+4/ <p>\da:—|—/ Vgo)\da:-é—/ E(x — &, t)|z — €2 dx
R2 R? R2 R2 R2

+4(/RQuO+/Rz<pA)(1—Siw/Rzuo—Siﬂ/RzgpA). (5.21)

But from the formula for d;ug (3.3) and the definitions of E and E (3.9), (3.10) we get

O Uy)x0(z) + 0Bz — &) — aB(z — £,1).

—atuo(x,t) = b\

Hence
/Rz (Bhuo + Bz — €.))|x — £dx
= [ 0 +aB@ =)~ gPdo+ (1) | B =00~ ¢Pds
7'2 Uxlz — €2dz + oz/R2 Bz — &)z — ePdz + (1 — ) /R Bz — &)z — £[2da.
Replacing this in (5.21) we obtain (5.20). O
In the definition (3.12) of u; we will stress the dependence on the parameters by writing p

(A, &) and uy = ui(p). At this point we would like to construct Ao and ag so that setting pg =
(Mo, g, 0) we have

/ u1(po)dx = 8, (5.22)
R2

/]R2 S(u1(po))|z — &2 dx = O(t;-o)’ (5.23)

for some o > 0. The reason for allowing in (5.23) an error is that it is difficult to solve with right
hand side equal to 0 and a remainder of size O(t_%_”) with o > 0 is sufficiently small to proceed
with the rest of the construction.
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Assuming that (5.22) holds, we get

/S(U1)Ix—§|2dﬂﬁ=4/ wdw—a/ E(x— &t MN)|e — ¢ ds
R2 R2 R2
é

—|—/ Vo dr - _ﬁ/ Ux\m—f\Qda:—(l—oz)/ E(x — &t \)|x — €)da.
R2 R2 R2

It turns out that the main terms in the expression for [, S(ui)|x — £|*dx are the first two. So the
equation

/ S(u1 (po))|z — €2z = 0
RZ

is at main order given by

4/ goAdx—/ Elz — ¢dz = 0.
R2 R2

~ A2 A4
— 2 — - -
/]R? Elz —¢|°dx 64rY ; +O(t2>’ (5.24)

see Lemma 7.5, where T is given in (2.7), so that the equation we want to solve becomes at main
order,

It will be shown later that

/\2
/ padr + 16717 — = 0.
R? t

In §7 we will show that

t—\?2 \ 2 2 4
A A A N loglogt
ordz = —4r ds — 21 — 16772 + O 228080 (5.25)
2 A t t t

see Corollary 7.1. Using (5.25) we see that

A2 = A2 Aloglog ¢
dr + 16772 = —4 ds + > | + o 225280 5.26
/Rz‘” SR WUW t—s 5+2t]+ ( t ) (5.26)

so that the equation for A is at main order

t—\? \ 2
AA A
/ ds+ — =0.
t

/2 t—s 2t
One can check that \*(t) = \/ﬁf?, where ¢y > 0 is an arbitrary constant, is an approximate solution.
Indeed
—()\*)2 % Lk % (%2 «
/t R NOLNO FINECY S I / Y ds | X
t/2 t — S 2t f,/2 t — S 2t
: ()2
~ A (DA () logt + %)

_1d
24t
The error left out in the approximation (5.26) is too big. We give next a result that shows that for

an appropriate modification of \* we can achieve a smaller error. Let us write E()\) the expression
defined in (3.10) with the explicit dependence on A.

[A*(t)? log t} =0.

Proposition 5.1. Let ¢g > 0 be fized. Forty > 0 sufficiently large there exists Ay : [%’, o0) — (0, 00)
such that

1 ~ 1
/}R2 O dr — i /}R2 E(Xo)|z — €|2de = O(t%"’")’ t > to, (5.27)

for some o > 0. Moreover, for arbitrarily € > 0 small, Ay has the expansion

Co 1
Molt) = Viogt N O<(logt)%*5>7

: Co 1
Ao(t) = — O
o(t) 2t(log t)3/2 + (t(logzﬁ)%*s)7

< -
|>‘O(t)| = tQ(logt)3/27
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ast — 00.

We will prove this result in §7.1.
Once Ag is constructed in Proposition 5.1 we choose aq so that (5.22) holds, by imposing

alt) [ Ut (2"

We note that by (2.6), (5.27) and (5.24) we get
1
co(t) = O(t%JrU)

as t — oo. A byproduct of the proof of Proposition 5.1 is that

d C
% /]R2 @Xodl‘

<. (5.29)
o (t)] < g (5.30)

) dy +/ Oro (T, 1) de =8m, t > to. (5.28)
R2

t
and from this and (5.28) we get

As a corollary of Proposition 5.1 we get:

Corollary 5.1. Let p, = (Mo, ,0) with ag defined by (5.22) and Ao be given by Proposition 5.1.
Then

1
— 2 —
[, Stusto)le —€Pde = 0( ).
for some o > 0.
Proof. Using Lemma 5.2 we have
/ S(uy) |z — &P de = 4/ O dr — / E(x —&,t; Xo)|x — £|?dx
R2 R? R2

%3 [ U Pdo— (1= a0) [ BGa- 60l - €Pds
A R2 R2

- O(t%id)’

for some o > 0, since dy(t) = O(%) and

2
E(z — &t Mo)|z — €P2da = 0(%)
RQ

by (5.24) and a direct estimate for the remaining terms in E (c.f. (3.9)).

O

5.2. A further improvement of the approximation. We introduce a correction ¢f(y), y = “"T*E
in the inner approximation to eliminate the radial part of S(u1(p)) (defined in (4.2)), which we define
as

a A (a—1) 1 r—¢
So(u1(p)) = =3 Uy)x + (@ = 1) 5 Zox + 5 — 35 UVaxo- v
2(a —1) (a—1) 1 a? -1 a
+ )\3t1/2 VzXO . VUU + AXOFU — AS\/E UVZXO . V’L/FO — Ad\/%UVZXO A vyR
ala —1)x o?x(1—-x) ax
— Tvy (UV,To) + TU2 — Fva -V, R.
4
— S Orox — V- (oaVuvg) = V- (ugVhy) = V- (oA Vhy). (5.31)
‘With this definition
o (67 .
S(u1) = So(u1) + F'E -V, U(y) x + WU(ZUK - VXxo,

and the terms not in S(uy) correspond to %ﬁ -V, U(y) x + )\%\/EU(y) which are in mode 1.
Then we want ¢} to be an appropriate solution to the equation

L[p4] + M So(u1(pg)) (2, 1) = co(t)Wo  in R?, =€+ Ny, (5.32)
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where L is the linear operator (5.4), t > g is regarded as a parameter, Wa(y) is a fixed smooth radial
function with compact support, and

[ Wiy =0. [ W)y =1. (53

By Lemma 5.2 and Proposition 5.1, the choice p = p; is so that (5.22), (5.23) hold. Since the
difference between S(uq) and Sy(u;) contains terms in mode 1 only, we get from Corollary 5.1

/Rz XS0 (us (po)) |y [*dy = O(t;m)_ (5.34)

In (5.32) we select ¢o(t) such that
[ MSa(un(po)) + coWalloPPdy =0, ¢ > 1o
R

and thanks to (5.34) we have

colt)] < =

< t>h (5.35)

Note that we have
[ Satur(p) = o
R2
which follows from the constant mass in time of ui(pg) in (5.22) and the form of the operator Sy
(5.31).
We let ¢} be the solution to (5.32) constructed in Lemma 5.1. By (5.15) and (4.5)
: Clog(1 + |y])
iy )] < =28 T 5.36

and

¢6(y? t)dy = 07 t> tO-
R2

5.3. Reformulation of the system. In the outer problem (5.9) we would like to separate the effect
of the initial condition from the coupling G(¢%, ¢°, p).

We take the initial condition in (5.9) to be

L)00(',2‘;0> = @aa

and let ¢*(z,t) denote the solution of
r—§

A

B = Ap* — vmro( ) Vo' in R? x (fy, 00)

(5.37)
©* (- t0) = @ in R%
The initial condition ¢f(z) will be later used to prove the stability claimed in Theorem 1.1. The
topology for ¢ will be specified later on.
Note that VxFo(””T_f) = —4@% so that ¢* is a function of the parameters X, €. Therefore we

will write ¢*(z,t; p) when convenient.

We decompose

=)+ ¢
="+ (5.38)
P=PotP;

where
Po = ()\()70[070)7 P = ()\lua17£1)u
with A\ the function constructed in Proposition 5.1 and «g chosen so that (5.22) holds.

We substitute the expressions for ¢¢, ¢° and p in (5.38) into the equations (5.5), (5.9), and are
led to the following problem for ¢, ¢

{ N0y = L@] + Bo[o] + E2X2 + Fa(¢, 0, P1,05)%  in R? x (tg, 00) (5:30)

¢(-,to) = ¢o inR?
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x _5 * . 2
= Ay — I . R
8“0 2 V:v 0( A\ ) v@ + G2(¢a @, P1, QDO) m X (t07 OO) (540)
o(,to) =0 in R?,
where X is defined in (5.8),
By = =0, + Bo[¢] + co(t)Wa
Fy(¢, 0, P15 04) = F(¢h + &, 0" + 0, + P1) + A [So(u1(py + 1)) — So(u1(py))]
. al? .
+ Ay - VU (y) x + WU(Q)& - VXxo (5.41)
G2(¢7 ®,P1, @8) = G((sz + ¢7 90* + ®, Po + pl) + )\_4E2(1 - X?)X (542)
- x—¢
() =x( 37,

d > 0 is a small constant to be fixed later on, and xo is as in (2.5). We recall that F' and G are
defined in (5.6) and (5.10). The expressions for Fy and G2 depend on the initial condition ¢f through
©* (5.37) and ¢g. The role of ¢y will be clarified later on.

By the estimate for Ao in Proposition 5.1 and (5.35) we get
¢ log(1+yl)

C
Ey(y,t)] < W. , < C+/tlogt. 5.43
| Q(y )‘ — t2(10gt)2 1+ ‘y|4 + t%+g| Q(y)| |y| = og ( )
The reason that we introduce the cut-off x5 is to achieve
C
Eyxo(y, t)| £ ———————,
| 2X2(y )l = tu(1+|y|)6+g

if v <1+26—%. We will choose § and o positive small numbers such that 26 — Z > 0 so that we
can find 1 <v <1426~ 3.

5.4. Splitting the inner solution ¢. We perform one more change in the formulation (5.39), (5.40),
which consists in decomposing

¢ = o1+ Po.

The function ¢; will solve an equation with part of the right hand side of (5.39), which will be
projected so that it satisfies the zero second moment condition.

For any h(y,t) with sufficient spatial decay we define

molt)(6) = [ b0y maltl() = [ w0l (5.44)
and
mog ) = [ bt 5= 1.2,

which denote the mass, second moment and center of mass of h.
Let Wy € C*°(R?) be radial with compact support such that

Wody = 1, / Woly|*dy = 0.
R2 R?
Let W1 ;, j = 1,2 be a smooth functions with compact support and with the form W1 ;(y) = W (|y|)y;
so that
Wi;(y)y; = 1.
RZ

We recall that W5 defined in (5.33).

Then, h — mo[h|Wy has zero mass, h — mo[h|W3 has zero second moment, and h — mq 1[h]W711 —
ma,2[h]W1 2 has zero center of mass.
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We modify of the operator By appearing in (5.39), and defined in (5.7). The idea is to work with
a variant of it, which coincides with it for radial functions, but for functions without radial part it is

cutoff outside the region |y| < % More precisely, we decompose ¢ in a radial part [¢],.q defined by
1 27 )

[¢]7‘ad(p7 t) = 27 Qs(pewv t)de (545)

T Jo

and a term with no radial mode ¢1 = ¢ — [¢];qa. We note that the other linear terms in the equation
behave well with this decomposition. Then we define

BI6] = AM(2[6)raa + - VIdlrad) + AN261 +y - Vor)vo ( (5.46)

Ay )
5Vt
where xo is a smooth cut-off in R with xo(s) =1 for s < 1 and xo(s) =1 for s > 2.

With these definitions we introduce the following system for ¢1, ¢2, ¢, P1,
N0yp1 = Lig1] + Blor] + Fs(d1 + ¢2, 0,1, 95)
— mo[F5(¢1 + ¢2, 0. 1, 95)|Wo — ma[F3(1 + 2,0, Py, 95)]Wa
—m11[F53(01 + @2, 0, P15 90) W11 — mao[F3(d1 + b2, 0, P1, ¢0) ] Wi 2 (5.47)
in R? x (t, 00)

¢1(-t0) =0 in R?,

{ N8y = Llpa] + Blgo] + ma[F3(d1 + ¢, 0, Py, 95)]W2  in R? x (tg, 00) (5.48)
ba(-,to) = ¢o  in RZ, '
{ O =Ap — VLo Vo+ Ga(p1 + ¢2,0,P1,05) in R? x (tg,00) (5.49)
o(-,to) =0 in R?, .
where
F3(¢, P15 5) = EaXa + F2(6, 0, P, 95) X, (5.50)

A solution ¢1, ¢a, ¢ to (5.47), (5.48) and (5.49) gives a solution to the system (5.39), (5.40)
provided p; is such that the following equations are satisfied

0 = mo[F3(¢1 + ¢2,0,P1, %)) (5.51)
0 =mi;[F3(é1 + ¢2,0,P1,90)], 7 =12 '

5.5. Mass and second moment. In this section we derive some formulas for the mass and second
moment appearing in the right hand side of (5.47).

In the computation of mg[F3(¢, ¢, Py, ¢4)] and ma[F3(¢, ¢, Py, ¢§)], the following formulas will be
useful.

Lemma 5.3. We have

S(ur(p))dz = —825/ uodx —(“)t/ oxdz
2 R2

R? R
ol 1] a5 ]
and
/]RZ(S(Ul(p)) - S(ul(po)))dx = *8t{041 {8%(1 + 2'1*/\72) Te (%2)} I 167T040T)\2 — )\g

coufer (%) () + [ or- i)

where e1(s) is defined by
/\2

/R2 updr = 8ra [1 + QT%Q} + aeq (7) (5.52)

Recall that T is given in (2.7) and note that

e1(s) = O(s?), ass—0.
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Proof. For this we recall that (c.f. (2.8))
S(u1(p)) = —0kuo — e + E(uo + px),

SO
/ S(ui(p))de = —8t/ uodx — at/ pxadx
R2 R2 R2
2 2
= —at{Sﬂa{l + QT)\T} + aeq ()\7) + /R2 @Adm}.
Therefore
/R2(S(u1(p)) — S(us(po))dr = ~9, {87 (1 + 2T)\72) +e (A;)}  16magr

ranfes () ~ea () [ on

Lemma 5.4. We have
A'ma[So(ur(py + p1)) — So(ur(py))]

_ & =& =& o @/312
= —aoran 35 [ VT T e - o+ S [ UGG s

“afees () ~oves ()] = oea(5) ~ewea ()]
- (/RQ(w - wxo)dl‘)z

_(1-a) E(z—ﬁ,t,)\)|x—§|2d:c+(1—ao)/ Bzt Ao)|a]? da
R2 R2

~ 16 [ Stur(po)de.

Proof. We have defined the second moment mq (5.44) integrating with respect to y. Note that

[ sy = [ (555)le - g

and therefore

Xtma[So(u1 (P + P1)) — So(u1(py))] = X* /]Rz So(u1(po +P1))(€ + Ay)lyl*dy
ot [ ol (po)(€ + My
R2
= [ So(utpo + p) (@) -y
- [ Sotatpo))@e - .
We have by Lemma 5.2,
/R2 S(uy) |z — &P de = 4/]Rz prdx — oz/]RZ E(x —&,t;\)|z — £ dx
+/, Verda - € - %/W Uxle — &*dx
—(1- a)/ E(x — &6\ |x — €2 de
R2

+4(/Rzu0+/Rz<p’\)(1_8i7r/Rzuo_8i7r Rz%\)- (5.53)

where E, E are defined in (3.9), (3.10). Let

m= [ (uo+gr)dr, om=m—8r.
R2
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Since
[ o+ on)io = s,
R2
by (5.22), we have
om = / (pa — Pa,) dz.
RZ
Replacing m in (5.53) we get
1 ~
/ S(uy(p))|z — &|*dx = 327 — 4/ updr — — (6m)? — a/ E(x — &6\ |z — £2dx
R2 R2 27 R2
+ Vgo,\dx-f—%/ Ux|z — &*dx
R2 A2 Jpe

—(-a) /R Bz — &6 \)|e — ¢2dz. (5.54)

Also under (4.1) we have by (5.24):

/R2 Elz — ¢2da = —647TT)\72 + e (A;) (5.55)
where
ea(s) = O(s?), ass— 0.
Combining (5.54), (5.52) and (5.55) we get
[, Stun)ie — €Pde = 2m(1 =) = 5-(om)? = 55 [ Ule o

+/RQwAdx~é—(1—a)/RQE<x—£,t;A>\m—a2dx

e (5) ().

We can apply this formula to p = pg and get

& T
/ S(us (po))|2dz = 327 (1 — ) — %’/ Uy |zl2dz
R2 )\O R2 )\0

~ (1= a0) [ Blatido)lalds
SWNE )
Note that
|, Sotateonle = e = [ Sous(po)laPda + |67 [ Sofus(po))da
= [ Sota(polafds+1€P [ S(po)ds
because

So(ui1(po)xjde = 0.
]RQ
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Therefore,

/R?[S(ul(p)) — S(u1(po))]|z — E‘de

o x—fx—ff_z@/zﬁz
3 L, VT o le =€ da+ 55 | UGNl da

“ifoa(5) ~eon ()] - foer () - oea ()]
~([Lor—on)ar)

7<170&)/R E($*§,t,)\)|x—g|2dx+(1*040)/RQE(93,f,>\0)|x|2d5E

= =327 —

~1¢F [ St (pos

6. PROOF OF THEOREM 1.1

Next we define norms, which are suitably adapted to the terms in the inner linear problems (5.47),
(5.48). Let us write the linearized versions of these problems as

N?0y¢ = Llg] + Bl] + h(y,t) in R* x (to,00), (6.1)
o(-,t0) =0 in R?. '
Given positive numbers v, p, € and m € R, we let
12]l0,0,m,p,e =inf K such that (6.2)
1% ] 1 ly| < /tlogt,
Ih(y, )] < tlogt)</?
7 (log b (1 + y])? <|g|) lyl > vITogt.
y €
We also defie
|0l11,0,m,p,e =inf K such that
[o(y, )+ (1 + [y))[Vyo(y, )] < log t)</?
v t(log )™ (1+ [y)” “ﬁt) lyl > iTogt.
y €

We develop a solvability theory of problem (6.1) that involves uniform space-time bounds in terms
of the above norms. We will establish two results: one in which the solution “loses” one power of
t on bounded sets with respect to the time-decay of h, under radial symmetry and the condition of
spatial average 0 at all times. Our second result states that for a general h this loss is only t2 if in
addition the center of mass and second-moment of h are zero at all times.

For the first result we introduce a parameter in the problem in order to get a fast decay of the
solution:

{ N0,¢ = L[¢] + B[¢] + h(y,t) in R? x (t, 00), (6.3)

¢(,to) =c1Zy inR?,
where Z, is defined as

Zolp) = (Zolp) = mz,U)xo (5= )

where my, is such that
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Proposition 6.1. Assume (4.1). Leto >0, e > 0 witho+e <2 and1l <v < %. Let0 < g < 1. Then
there exists a number C' > 0 such that for tog sufficiently large and all radially symmetric h = h(|y|,t)
with ||hlo,v.m 640, < 00 and

/ h(y,t)dy =0, for allt > to,
]RQ

there exists ¢1 € R and solution ¢(y,t) = T*[h] of problem (6.3) that defines a linear operator of h
and satisfies the estimate

C
I8l —1mta-1a2v0+e < og =g IPlo.vmoro.c

Moreover ¢y is a linear operator of h and

|cl| S C m Hh||0,u7m,6+o,e-

1
o~ (log to)

Proposition 6.2. Assume (4.1). Let0 <o <1,¢ >0 witho+e < 3 and1 < v < min(1+§,3-%,2).

Let 0 < g < 1. Then there is C' such that for to large the following holds. Suppose that h satisfies
12]l0,0,m, 640, <00 and

/ h(y,t)dy = 0, / h(y,t)|y|?dy = 0,

R2 R2

/ h(y,t)y;dy =0, j=1,2, forallt>t,.
R2

Then there exists a solution ¢(y,t) = ﬁ’l[h] of problem (6.1) that defines a linear operator of h and
satisfies

||¢||1’y7%’m+q7;1’4’2+a‘+5 < C||h||0,l/,m,6+cr,e-

The proof of the Propositions 6.1 and 6.2 is divided into different steps and presented in sections 8—
12.
Next we consider the linear outer problem:
8y¢° = L°[6°] + g(a,t), in R? x (tg,00) (6.4)
¢°(-,to) = ¢3, in R2. '

where

Lol i= g = Va[To (25 HD)] Ve

For a given function g(x,t) we consider the norm ||g||.« . defined as the least K > 0 such that for
all (z,t) € R? x (tg,0)

1 1 0
talogt)? L+l > Vi

Accordingly, we consider for a function ¢°(z,t) the norm ||¢|. , defined as the least K > 0 such that
1 1 z—¢&

lg(z, )| < K (6.5)

(x, )|+ (N + |z —&])|Ved®(x,t)| < K , = 6.6
670+ Ot fr = EDIVao () < K prmpioss T €= (6.6)
for all (z,t) € R? x (tg,00).
We assume that the parameters a, b, 3 satisfy the constraints
b
l<a<4, 2<b<6, a<l+—, B eR. (6.7)

2

Proposition 6.3. Assume that the parameter functions p = (A, o, &) satisfy conditions (4.1) and
the numbers a,b, 8 satisfy (6.7). Then there is a constant C so that for to sufficiently large and for
[|9lsx,0 < 00, there exists a solution ¢° = T [g] of (6.4) with ¢g = 0, which defines a linear operator
of g and satisfies

1610 < Cllglleso-
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For the initial condition ¢§ in (6.4) we consider the norm ||¢§||. defined as

|63]]«p =inf K such that
K

196(2)] + (A(to) + [2])|V29°(z)| < ﬁ%)b

We have an estimate for the solution of (6.4) with g =0 and ||¢§||.» < co.

Proposition 6.4. Assume that the parameter functions p = (A, «, &) satisfy conditions (4.1) and
the numbers a,b, B satisfy (6.7). Then there is a constant C' so that for to sufficiently large and for

lo8llep < 00 there exists a solution ¢° of (6.4), which defines a linear operator of ¢§ and satisfies
16°]1+.0 < Ct5™" (log t0)” |45 | -
The proofs of Propositions 6.3 and 6.4 are contained in Section 13.
In what follows we work with p; of the form

P = (07 0[1,51),

that is, we take A = A\, @ = ag + a1, £ = &1, where A\g and g have been fixed in Section 5.1, and we

write
P=Pot+Pi-
Next we define suitable operators that allow us to formulate the system of equations (5.47), (5.48),

(5.49), and (5.51) as a fixed point problem. We let

Ai[¢1, ¢2,0,p1) = To' | Fs(d1 + b2, 0,P1, 20)
—mo[F3(1 + b2, ¢, P15 05)]Wo — ma[F3(¢1 + d2, ¢, P15 95)] W2

—my1[F3(p1 + b2, 0, P1,00) Wi — ma2[F3(P1 + b2, 0, P1, 00) | Wi 2

Ai2[¢1a ¢2a ©®,P1, @6] = 7;)1-’2 [mQ[F3(¢1 + ¢27 ¢7p1)7 @S]WQ]
AO[¢17¢27@5P17§03] = 7;:)[G2(¢1 + ¢27¢ap17@8)]'

Then the equations (5.47), (5.48),(5.49) can be written as
(7251 = Ail [¢1, ¢23 ©,P1, 508}

b2 = Ai[d1, ¢2, 0, Py, ¥0)]
¢ = Ao[o1,d2,9,P1, 9]
Next we consider the equations (5.51), that is, mg[F5(¢1 + 02, ¢, P1, ¢5)](t) = 0 and mq ;[F3(é1 +
b2, 9, P1,95)](t) = 0. By (5.50) and (5.41)
mo[Fa (¢, ¢, P1. 96)X] = Agmo[So(u1 (P + 1)) — So(ur(Po))] + 1m0[E2Xo]
+molF(65 + ¢, 9 + ¢, Po + P1)X]
+ Agmo[(So(ur(Pg + P1)) — So(u1(pe))) (X = 1)),

and using Lemma 5.3,
. A3 A3
molFa(@, 0, p1, 6)%) = ~A0h{ o [sm(1+ 2772 ) e (50
+ Xgmo[(So(u1(Po + P1)) — So(u1(pg))) (X — 1)].

)] + mo[E2X2]

This motivates the definition

Ap,a1 [¢17 ¢27 ©,P1, QPS]
1 o 1 X . . i
| 5 {molEaals) + mal#(@) + 60 + .m0 + P

Br(1+2720) 4 ¢y(20)

X
+ Xdmol(So (w1 (Po + 1)) = So(u1 (p0))) (X — D](s) pds ~ (6.8)
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Similarly, by (5.50) and (5.41)

Ay
ma ;[F2(é, ¢, P1,90)X Aoa&,]/ y)yixdy + \[51,]/ (y)aszO(\[)yjdy

+mi;[EaXe] + m;[F(oh + ¢, 0" + ¢,pg + P1)X-

This motivates the definition

Ap’gl [¢17 ¢27 ®, P15 (108]

° 1 a/\g . /\
- g j z d
/t A0 [ 3y_,»U(y)yj>~<dy{ Vit /Rz U)o JXO(\[)% v
+ ma j[EaX2](s) +m1 [F(¢6 + ¢, 0"+, po + pl)fd(s)}ds (6.9)

Then we define A, by

Apld1, 62,0, P15 00] = (0, Ap,ay [61, 02,0, P15 Ap.e, [D1, D2, 90, P1, 05))- (6.10)

Then
p1 = Ay[¢1, 92,0, P15 0]
is equivalent to the equations (5.51).
We write
¢ = (61, 62,9, P1):
and ~ B ~ . .
Alg] = (Ain[8, 5], Aiz[8, 03], Ao, ], Apld, #0]),
and the objective is to find qg such that
¢ =Aldl.

The operator A depends on the initial condition ¢fj appearing in the parabolic problem (5.37), and
we will stress its dependence later on when proving the stability assertion in Theorem 1.1.

We define the spaces on which we will consider the operator A to set up the fixed point problem.
For certain choices of constants v, q, o, €, a, b, 8, v, T that we will make precise later, we let

Xz = {(b € LOO(RQ X (to,OO)) | Vy¢ € LOO(RZ X (to,OO)), ||¢||1,y—%,‘12;1,4,2+0+e < 00,

[ otwnay=o. [ ow.tmay=o. 1>t}

Xo = {p € L¥(R? x (to,0)) | Vy¢ € L*(R? x (to,0)), [l¢pll«,0 < 00},

Xp ={(0,01,&) € C'([to,0)) | lluller iz r < 00, [Eillorn0 < o0}
where the norms ||¢||, 1,951 4240t and ||¢l|«,, are defined in (6.2), (6.5) and ||§1]|¢1,,m is defined
by
gl coum = sup t#(logt)™ |g(t)]-
t>to

||g||C'1,;L,m = Hg”C”,u,m + ||g||C0,,u+1,m~
for a function g € C*([tg, 00)).
We choose in the definition of the outer norm (6.6)

'HZ

5
a:V—|—§, 2U4+3<b<6, B<— (6.11)

With these choices we see that (6.7) are satisfied. Also v will be in the range 1 < v < % so the
interval for b is not empty in (6.11).

We use the following notation: for p; = (0, a1, &)
1Pillx, = llaallor vsp v + l€allera4q.0,
and for ¢ = (41, ¢2, ¢, 1)
10x = 01l g 1ot ampore + 192line g oot amope + Noleo+ IPell,e (612)
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With the above notation, given ¢ with ||¢f|l+» sufficiently small, we consider the fixed point
problem

¢ = Alg), (6.13)

with (5 in a suitable close ball of X. A solution of this fixed point problem yields a solution of the
system of equations (5.47), (5.48), (5.49), (5.51), which in turn gives a solution to (3.1).

We claim that for some constant C' independent of o > 1, if t§~'(logto)?||§ .
[4]lx <1, then

< 1, and

* C o v+14+% %
[Ai[01, b2, 0,21, 2011 1 922 42 g 04e < o+ Cllogto) 55" 2|5 (6.14)
0

for some ¥ > 0 small, a constant C independent of ¢y, and ¢y sufficiently large.
Indeed, by Proposition 6.2 we have

HAil [¢17 ¢27 ®,P1>» (108] ||17y7%’%74,2+g+5 < O||F3(¢1 + ¢2a ©, P15 906)”07%6"1“775'

We recall the expansion of F3 in (5.50). To estimate FoXo we use (5.43) to get

- C
| E2Xl0,0,0,6 40, < REEE (6.15)
0

" (log to)?

where §, o are positive small constants and are assumed to satisfy 20 — Z > 0. Then we take v in the
range

1<1/<1—|—26—%, (6.16)

with v close to 1.

Let us consider the term )\4[So(p0 + p;) — So(pg)] in Fz(p1 + ¢2,0,p1,95) (c.f. (5.50)). The
formula A\*[So(pg + P1) — So(Py)] (c.f. (5.31)) contains for example the term, evaluated at y =

=&
vt
o) + Aot (o (S2)
=~ anUmo(2) ~ oo [U) - U (52w ()
_ AS%U<€1 ivoy) [X()(«El :L/;oy) _ XO(%/)} (6.17)
But
‘—/\(2)0.41[](3/))(0():;?>‘ < e (llogt) TS 0+ |1y|)6+UX (i;i)\lal\\cl v+L, T
SO
H—/\gmU(y)Xo():;g)‘ e < %||a1|cl,u+§,%
for some 9 > 0.
Similarly,
‘ Ao [U (y)‘U(WﬂXO@%)' Sclolgttzligt(l +1|y|)5 %X (Af/gy)
lto
t2+v(1logt)% ((flj:ghj))ﬁﬂf ():;y)”’flc 0
<O o (P2 el
t72" 7 (log t)1 =% (1 + [yl) Vi
SO

[=8sa[vi - (252 ()]

for some ¥ > 0. The last term in the expression (6.17) is similar.

«
0,v,6+0,e tg Hiery %,T7
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The terms in A*[So(py + P1) — So(Py)] that contain the function ¢y, are

4
Ao [—;&cp,\o =V (o2, Vvo) = V- (ugVhr,) = V- (‘P/\ov¢/\o)}

A2
= 4p(p270+1)6p§0)\0 — (= 1)/\02vy§0A0 VLo + A*Vyor, - VyR +20°Uxen,
—aV ( X) - Vi, — (QDAO yon)

In \*[So(pg + P1) — So(py)] these terms appear evaluated at y and then at % + y. Using estimates
for the the second derivative of ¢y, similar to Lemma 4.1 and assuming

o<1, v<l+4r, (6.18)

we get

IAN*[So(Po + P1) — So(Po)]

1, -
o < Collx.
0

The main term in F3(¢1 + ¢2, 0, Py, ¢5) that depends on the outer solution is A2Up° with ¢° =
©* + ¢ defined in (5.38). Then we have

A2 1
NUp(y, t)x| < Xllellxo
| (v, )X oz )? T+ [y])? loll,
1 1
<C x|l «,0
# T log 7 (Lt V171
(tlogt)t*2 1 _
] s Xllello
"3 (logt)B+1 (1 +[y|)
1 1
<C p 5(“@”*0
27 (log t)P— % (1 + [y)6+
Therefore
5 1
||/\2U<pX||0,V,6+o,e S C—HQOH* o-

to? (logto)’~
Regarding the function ¢* (c.f. (5.37)) we note that it has the estimate

_ 1 1 r—&
* )] < t@ 1 logt B * . , —
‘4,0 (l‘, )l = Y0 (Og 0) H()OO 7bta71(10gt)6 1+ ‘C|b C: \/%

by Proposition 6.4, provided (6.7) holds, and therefore

(6.19)

v+1 +2(

INU@*X0.0.640,c < Cty log t0) % [|0§ls,b-

Let us analyze some of the terms in F3(¢1 + ¢2, 9, Py, ¢g) that depend on the inner solutions ¢
and ¢-. For instance

(a— 1)vy ) (¢jva0) = (a— 1)vy¢’j -yl — (a— 1)¢jU
We have the estimate

C 1
(@ = 1)Vyo; - VyLox| <

— gq—1 ||¢) || 1/7l A o—+€
tlogt =3 (log t) 'z (1+|y|)6 o ey
1 1
C ; -
= T T (logeyr 58 @+ e 17 p a5t date

and we get

||(Oz — 1)Vy¢] . Vyro)~6||0,u,6+o,e < %||¢j||1’1/7%,%,4,2+0+6’

for some ¥ > 0.
We also have, writing ¢ = ¢1 + ¢2,

||)\§1V¢X||0 v,6+o,e > tﬁ ||¢||1 l/—— = 4 ,2+o0+€
for some ¥ > 0, if

7> 2 (6.20)
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Let us estimate the term V, - (UV, (¢ — 1)) appearing in (5.6), where ¢ = (—A)~ (A~2¢'y),
P = (=A)"1(A72¢Y). We recall that ¢' = ¢) + ¢ , c.f. (5.38), and therefore we can decompose
P = 1/16 + 11 where 7% (=A)"L(A72¢x) and ¢ = (—=A)"H(A"2¢x). Similarly, we can decompose
Y = i + 11 where ¢ = (—=A)"1(A72¢)) and ¢ = (—=A)"2(A"1¢). By linearity we need to estimate
separately V, - (UV, (i — i) and Vy - (UVy(¥1 —91)). Let us consider the latter one. Note that
b= = (=) A Pe(1 - ).

From the definition of the norm H¢||1,u—%,‘?2;1,4,2+a+e

1 1

tr=3(logt)z (1 +y))*

|¢(y7t)‘ < ||¢|‘1,y—%7‘17’17472+g+6 (621)

and so

1 1 Vit

, for |y| <2—.
tr=%(logt) "z (tlogt)? ol A

|vy(1/;1 - wl)(y7t>| < C||¢||1,V—%7%174,2+0'+6

Then
1 1 Vi

VU -V, (b1 — 1))y, t)] < 41 4o - for |y| < 2.
‘ Y y( 1 1))( ) 1,95 4240+ t""‘ (logt)ﬁl (1+‘y|)6+a | | A
This and a similar estimate for Up(1 — x) give

IVy - (UV, (wl V1))Xlo,v6+0,e < tﬁqu”l v—31,951 4240+

for some ¥ > 0. A similar estimate is obtained for ||V, - (UV,, (¥ — %)) X|l0.w.6+0.c using (5.36).

Let us estimate next the term A2V, - (pAV,1)x, where we recall, ¢ = (—A)~'(A72¢). To do this
we use that ¢ = ¢1 + ¢ has zero mass and center of mass, that is,

/ By, t) dy = / oy, t)yjdy =0, t>to.
R2 R2

This and the estimate (6.21) imply

1 log(2 + [yl)
tr=(logt)= (1+[y)?’
by an argument similar to Remark 9.1. On the other hand, from (4.3)

< @ 1 e
~ tlogt (14 |y|)3 )\

[, O+ A+ [yDIVy () < ClllL 1 0ot 40404

|vy<»0>\ (yv t)

Therefore

A2 log(2 + [y])

)\QV@)\-Vl/J Yy, SC(b L1 a1 e .

PTr - T) 000 < Clhms a2 s s g oozt (4 g
- ! < 2¥!

2" (log #) “ 2 (L+[y)ote A

< CH¢||1’,/7%,%,4,2+0+6

From this coupled with a similar estimate for A\2py¢ we get

||/\2Vy ! (%\Vgﬂﬁ) X

1-1 4240+

for some 9 > 0.

The remaining terms in F3(¢1+ @2, ¢, Py, ©§) are estimated in a similar way and we get the validity
(6.14).

Proceeding in the same way we get a Lipschitz bound. Assuming o~ (logto)?||@§|l«» < 1, for
lo1]lx <1 and |[¢2||x <1 we have

. . c . .
[Air[¢1, 00] = Ainlda, olll1, -1 921 4 2101e < %H% — 2|,

2

for some ¥ > 0 small, a constant C independent of ¢y, and t( sufficiently large. Indeed, the Lipschitz
estimate with respect to ¢1, ¢, and ¢ is direct from the explicit dependence of F5(¢1 + ¢2, ¢, P1, )
on these variables, which is either linear or quadratic. The Lipschitz dependence on & (where
p; = (01,&1)) is also direct from the explicit form of F5(¢1 + ¢2, ¢, Py, ¢g). The Lipschitz condition
with respect to « appears as an explicit dependence on this variable in F3(¢1 + ¢2, ¢, P1, ©5)-
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lep <1and ||¢]|x <1, then

Let us estimate the operator A;5. We claim that if t3~" (logt9)?||¢§
1= - 1-g
| Aialé1, 62,091, P61 1 021 4ar gy < Cllogto)™ 7~ ¥ + Ctg ™ (logto) =" gl (6.22)

Indeed, we apply Proposition 6.1 to get

* C *
||./412 [¢1> ¢27 ©,P1, 300] ”1,1/—%7‘17;174724,_04_6 S ( ||m2 [F3(¢1 + ¢2a @, P, @0)]W2H07y+%71*7‘176+a76

log to)1 4

and since W5 has compact support,

”AiQ [¢13 ®2, 0, P15 @3] ”17”_%,%1,4724.04.6

v41 1—g .
N Wfﬁgt +2(10gt> 2 |m2[F3(¢1+¢2;¢ap17@0)](t)‘.

Using the definition of F3 (5.50)
m2[F3(6,¢,P1, 90)] = ma[EaXe] + ma[F2(¢, ¢, 1, ¢0)X]
We have by (5.43) (assuming o < 1),

. C
|m2[E2X2](t)| < t3+g :
2
Therefore, asking that
1 340 o
- - 14+ = 2
y+2< 5 Sv< +2 (6.23)

we get

1 1—g ~
sup £ 72 (log t) 2" [ma[Eaxa] ()| <
t>to

9

St Q

for some 9 > 0.
By (5.41)
ma[Fa(¢, ¢, P1,95)X] = AN'ma[So(u1(Pg + P1)) — So(u1(Pg))] + m2F(¢h + ¢, 0" + ¢, P + P1)X]

+ X'ma[(So(ur(pg + py)) — So(u1(pp))) (X — 1)]-
Of these terms, the largest is the first one. By Lemma 5.4, and since A = )y, we get
Xtma[So(u1 (P + P1)) — So(u1(py))]
z—§

= 321y — ‘;i% 5 U(mi)f)x()( " )z — &I da
+ o /R Bz —&,t, M) |z — &2 da — |€)? /R S(u1(po))da. (6.24)
But
sup /3 (log ) =" au (4)] < Cllogto) =" lleullcr oy 1 (6.25)
0
under the assumption
T > % (6.26)

The second term in (6.24) ia much smaller. For the last term in (6.24) we use Lemma 5.3 and (5.29),
(5.30) to get

¢

S(un(po)da| < 7

(6.27)

R2

and therefore

€0 | [ Stun(po))da

Combining (6.24), (6.25) and (6.27) we get

< m”fl“%lmo-

1— _1-gq

oyt S1p £ H (108 ) X m [ (1 (Bo + 1)) = So (w1 (o )](1)] < Cllog )™= T pallx,.
0
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Let’s estimate the remaining terms in ma[F3(¢, ¢, Py, ¢g)]- Consider
A(t) = ) Vy - ()‘QWAvy(_Ay)_l(b)f(‘dey + /2 Vy - (stywA)fddey
R R
which appears in the definition of F', where ¢ = ¢1 + ¢o. It is convenient to write

A(t) = Ay (1) — As(t) — As(t)

where

Vy - [O‘QSOA +@)Vy(¥n + (*Ay)’lfb)]ily\zdy

/
&@:AVwaWMMW@
‘4 V, - (69, (—Ay)""6) 7lydy.

We have, writing ¢ = (—A,) ¢,

=/ AV - (JyPVX + 2xy)dy

= [ avie o[ (5 + 200(5 %)
Using Pohozaev’s identity

o= . vy[w.w_ww (52) 2502
| [t 90T, A (A0 (2]

<C ‘Vyw dy.
2VE/A< Y| <AVE/A

Using that ¢ = (—=A)~1¢, and

Py, t)dy = 0, / é(y, t)ydy = 0,
]R2 R2

we have (see Remark 9.1) for any ¢ > 0 small,
C 1

|Vw(3/,t)‘ < 1+ |y|279 t’/*%(logt)% H¢||17u_%7q%17472+0+6.

Then

C

VyePdy < g 917
/2\/5//\S|y|§4x/¥/>\ t2v—e(logt)? 1Ly—%,951 4,240+

and so

C

A2(8) <

The estimates of the other terms, A; and A, is similar, except that ¢y doesn’t have mass equal to
zero. Instead, we use that @), and 1, are radial and

/ QD,\d.’L' <
R2

~ tlogt’

by Lemmas 7.1 and 7.4, to get
C 1

N S =
Let us consider the contribution of the term A\2U¢*. Thanks to (6.19)

~ _ 1—g
||m2[)\2U<p*X]W2||O,u+%,1%q,6+a,s SCtS 1(10gt0) 2 ||90(>’)<||*ba

under the condition
1
B> Tq (6.28)

The other terms in mo are estimated in a similar way and we get (6.22).
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Similarly we get that if t2~(log to)?|lgll«.s < 1, then for [|¢1]|x < 1 and ||g]x <1 we have
— — _1—q_ — —
[ Aia[é1] — Ai2[¢2]|‘0)y7%"17_1’4’2+0-+6 < C(logto)™ = " Y|¢1 — o2l x,
for a constant C' independent of ¢y, where ¢y sufficiently large.
Let us estimate the operator A, [¢1, ¢a, », Py, 05). We claim that if t3~* (logtg)?||¢§l«s < 1, then
for [|¢]lx <1,

C “ _ "
w0 < (logte) 57 + Oty (log o) il (6.29)
0

and for [|61]|x < 1, || 2] x < 1 and 1§ (log t0)? [l ¢« < 1,

||AO[$17 SDEK)] - AO[(;Zv @8]”*,0 S

o[, 5]

|61 — dallx-

(log to) 5"~
Note that £ — 3> 0 by (6.11).
Indeed, by Proposition 6.3

||Ao[¢1; ¢2a ©®,P1, @S]
where we recall G5 defined in (5.42).
We start with the term A=*E5(1 — Y2)x. Using the estimate (5.43) we get

- - C
X Ea(1 = %) < 35
0

|*,o S C||G2(¢1 + ¢23§07p17¢8)”**»0’

for some ¥ > 0 provided
a < 4(1-9).
We also directly get from (4.6)

c
15(u1)(@ = 2)llex0 < 35
0

for some 9 > 0 if a < 4.
Regarding the terms in G (c.f. (5.10)) that the depend linearly on ¢' = ¢} + ¢, we have for
ll,z/7%7q—;174,2+0+6 <00

6

1 1 1 x— £
1 a— n AZXO g ¢ y—1 a1 o+e
Ftogn Qe — et 150 10— a5t s
! ! o1
5 q v—1 a1 o+te
43 (logt) 5 (1+ |z —¢|/Vp " T Hrmz e Aot

1 C
oM < 55

IN
Q

(6.30)

which implies

C

)

|izoax [l

Lv—3,951 424 0+e

*%,0 (log to

since 8 < %1, which is one of the conditions in (6.11).

We also have, using (5.36),

1 .
| zsax

*%,0
for some ¥ > 0 if
a < 4.

A similar estimate holds for the other terms depending on ¢*.
Some of the terms in G that depend on ¢° = ¢* + ¢ are
A2 1 1
|z —¢[* te=t(log )7 (1 + |z — £|/v1)P
< C 1
= tologty t2(logt)P (1 + |z

1
| sUs-x)| < (1= 20l l-o

1 *
_§|/\/g)b(”90 4,0 + llllx,0)

which implies that

H%Usao(l -X)

o+ Cta2(log t0)? g 1.5,

<
Kk ,0

to log t() ||<,0
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by Proposition 6.4. Other terms are estimated in a similar way.
Let us estimate the operator A, which is defined by the equations (6.10). We claim that if
(Oa dl? gl) = Ap[(bl, ¢2a @, pl]

and t§ ' (log t0)?[|¢gll+b < 1, [|8llx <1, ¢ = (61, 2, %, P1), then
dllor g 1x < Cllogte) ™" + Ctg™ (log to) Y|}

*,b
& C 14+~ 1 *
I€1]lcir0 < 7 + Cto ™ (log o) g |, (6.31)
0
for some ¥ > 0. Similarly,_’we have the_’following Lipschitz estimate. If t3~*(log to)?||§||l«.s < 1, then
for some ¥ > 0, and for ||¢1]|x <1, ||¢a]lx < 1,

1A [81, 5] = Aplda, 5l x, < Cllogto)™’[lé1 — bl x, (6.32)
for some 9 > 0.
Indeed, by (6.8)

[Ap.on [01, b2, 0, P, ol (0)] < [Tu ()] + [T2(E)] + [ L3(2)]

where

n(t) = /t ol Easa](s)ds
0

B(t) = [ zmolF(6h + 6.6+ ¢.po + PR (5)ds
0

h(o) = [  N2mol(So (s (po + 1)) — Soluws (o)) (X — D] (s)ds.

Using (5.43) and [, Eady = 0 we get

1 . 1
A(Q)mO[EQXﬂ(t)‘ < C@
This gives
v—2425
||‘[1HC1,V+%7T <Cty, * 7, (6.33)
under the assumption
3
< = —26.
=3

The largest contribution in I comes from the term \2Ug? in F(¢§ + ¢, p* + ¢, py + p1) (c.f. (5.6)).
The estimate of this term is

1 2 o 1 o
S0 L O )| < €l

*,0

and so

T-48 o
orsx S CU0BE) e

| [ vweena

under the assumption
T < 8. (6.34)
Similar estimates for the remaining terms give
12llcr sy v < Cllogto)™ 7|1l x + Ctg™" (log to) ¥ [l
Regarding Is, using (4.5) we have

Nma[So(un ()X~ 1) < -

b (6.35)

(6.36)

Putting together (6.33), (6.35), and (6.36) we get
1A, [61: 82,0, P1s P8l crvr 3.x < Cllogte) |1 6llx + Ctg ™ (log to) ™ [[95l+.0

assuming also that

V<

| W
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The computations leading to (6.31) are very similar, under the assumption

1
T<v-3 (6.37)

This restriction arises when considering the largest term in the expression (6.9), namely comes from
estimating the term AZmq ;0. @X] (A3, is one of the terms in (5.6))

1 -
oMl lea, o801 < Cho [ len,dsldy
0 R2
1 1
(logt)? 1=z (log t)

< C)\ot 1 Hd)”l’yf%)%,él,Q«fU«}e

Let us summarize the restrictions on the parameters. We let 0 < ¢ < 1 be fixed. We take
0 < d <o <min(1,49),

and
o 3 o)
1 in(l+20——-,-,1 14+ —).
<u<m1n( +20 573’ + 7, +2)
because of (6.16), (6.18), (6.23). We also need

l—gq l+gq
Ty TPy
by (6.26), (6.34) and by (6.28) and (6.11). We take
o 1
5 <Y<V -— 5
by (6.20) and (6.37).

Together with the above inequalities we want also the relations o + € < 2, v + % < % for Propo-
sition 6.1 and o + ¢ < 3, v < min(l + §,3 — §,3) for Proposition 6.2. The condition (6.7) for
Propositions 6.3 and 6.4 hold by (6.11). We see that all these restrictions are satisfied by choosing
first 6, o > 0 small so that 26 — § > 0. Then we take v > 1 close to 1, then let a = v + g and
b satisfying (6.11). Then Y, § and 7 can be selected. Note that with the above procedure we are

getting the restriction b > 5.

We already have all elements to solve the fixed point problem (6.13), which we recall
6=Algl, deB,

where B is the closed unit ball in the Banach space of functions ¢ with ||¢||x < +occ and the norm
defined in (6.12). Thus

B={¢cX|[¢llx <1}.
Let o be such that t3~*(logto)?||f|l«p < 1. Estimates (6.14), (6.22), (6.29) and (6.32), imply that,
enlarging the parameter ¢y if necessary, A maps B into itself. We also get that A is a contraction
mapping on B. The contraction mapping principle yields the existence of a unique fixed point in B,
which then yields the required existence result.

Remark 6.1. The computations above provide the estimates necessary to show that A has a fixed
point on B. We show here why the scheme works restricting our attention to the most delicate terms
only. We adopt a strategy slightly different to that of finding a fixed point of A: we consider the
inner equations (5.47) and (5.48) as a system where ¢ is an operator of ¢ = ¢ + ¢2, which is found
by solving the outer problem (5.49). In the system (5.47) and (5.48) we regard a; and &; as operators
of ¢, ¢[¢] given by the formulas a; = A o, defined in (6.8) and & = Ay ¢, defined in (6.9).

It is natural so use the same norm for ¢, and ¢o, since it is ¢ = ¢1 + ¢ that appears in the right
hand side of the outer problem (5.49). Then estimate (6.15) and Proposition 6.2 suggest that

H¢j“1,y—1 =l g otgte < 00

where we have ignored all other terms in (5.47). The term 55¢Ax in (5.49), the computation in
(6.30) and Proposition 6.3 give that

1 1
lp(z, )| < Cfﬂ'*‘%(logt)q?i (1+ |z —&|/V1)

where C(p§) denotes a constant that depends on the initial condition ¢fj, and whose exact form we
don’t need now.

18l 50zt a5 0ee + CWE), (638)
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Considering ¢ as an operator of ¢ we examine the effect of the therm A\2U¢. This term appears
in the right hand side of (5.47), where the effect is less important, and in the computation of .
Ignoring all but this term, we find from (6.38) the estimate

ol |<c// D)I(€ + M)ldy

[ + Clgo)l-

Det)

t+3(lo gt) =n

We consider now the effect of |ay[¢](t)| in the right hand side of (5.48), where thanks to Lemma 5.4
appears mainly as aq (t)Wa(y), where Ws is radial with compact support. Then Proposition 6.1 gives

1 1 1
(logto)' =7 =3 (log t)*s~ +a=1 (1 + [y[)*
[llelly w—1, 92t 40101 + C(¥p)]-

Because we want to use the norm || [|; ,

|2(y, )] < C

log $)1/2\ 2+0o+e
min(l,(to[gl))
Y

1,921 491 04e we get

[| P2

1
1y—1,951 424 04¢ < C@[Ge + ||¢||1,u—%,%1,4,2+a+s +Clpo)]-

The €. > 0 on the right hand is there because of the term Fs¥2 in equation (5.39). It can be chosen
to be a small constant taking ¢y large. The estimate for ¢, is actually better, and therefore

[$1 Hl,y—%,%l,4,2+o+s + [l ¢2 ||1,y—%,%1,4,2+a+5
1

<C
— logtg

[||¢1||1 v—1,921 42404 + ||¢2||1 =191 49404e + C(p)]-
This indicates that the problem for ¢1, ¢2 may be solved by the contraction mapping principle.

Stability. If we solve system (5.47), (5.48), (5.49), (5.51) for a given ¢ and write p = p(¢§), we
have a solution of problem (3.1), which blows up in infinite time as described in Theorem 1.1, with
initial condition

e =5, SﬂU( S ) (™) a5 )]

05
(
o tw” ) + 8ol = &(tos 05). o) + i 2).

where we recall that ¢, was defined in (3.8) and ¢y (z,t) = @a(x — &(t),t). The function ¢ doesn’t
depend on ¢ and is radial about the origin.

We let uf(x) = u*(x;0) and
Iy = / uy ()22 de.
R2

Note that u§ is radial and so it has center of mass at the origin.

To prove stability we first show the following claim: if v : R? — R satisfies ||v]|., < t5~*(logte) 7,

has mass zero, and
/ v(z)zjde =0, / v(x)|z[*dr = 0,
R2 R2

then uf +v = u* (i) for some ¢ with mass zero and ||@f||«, < t5~*(logto)~?. Indeed, the equation
for ¢ has the form

St VS + () + e 2o S

XO(”W) + Pao (T — &(to; 95), to) + w5 ()

- Soior G * %( xow) + 0%
Xo(\/xt—) + o (2, t0) +v
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A solution to this equation is ¢ = v. Indeed, with this choice, computing the center of mass we find
that &(to; ¢5) = 0, computing the mass we find that «a(to; ¢§) = a(to;0) and computing the second
moment we obtain ¢;(¢§) = ¢1(0).

Now consider a general v with [|v[|., < 2t5~*(logto) ~# and mass zero (where M > 0 is a constant
to be chosen). We want to show that the initial condition ug + v produces a solution to (3.1) with
infinite time blow as described in Theorem 1.1. To prove this, consider

onale) = (7)o (757

where p € R? and A > 0. Note that uy , has mass 87. Then we select A and p such that

/ up p(@)zjde =0, / up p(7)|z)?de = Io.
R2 R2

Note that [A — 1| < £+/7%(logtg) ™ and |p| < £t “(logto)~?. Then we expand

unp(®) = ug +w

and w satisfies [|w[., < <t57*(logte)™?, has mass zero, center of mass zero and second moment
equal to Iy. Choosing M = C, by the previous claim, there is o} with ||@g]l«s < t5~*(logte)~? such
that ux, = u*(pg). The initial condition u*(yy) is such that the solution to (3.1) blows up as in
Theorem 1.1. Then the same is true for the initial condition uf + v after a scaling and translation in
space.

7. THE MASS OF @)

We devote this section to prove Proposition 5.1. To that purpose, a basic step is to derive a formula
for the mass of ¢, defined in (3.11).

Let us write
1 2
or =3 + ¢ (7.1)
where Lpg\l) and @&2) are the solutions, given by Duhamel’s formula, of the following problems

A oz
ap\) = Al + (5

A zo(Exolz) in B2 x (%,00)

2

1
222t

UV.xo(z)-z+E, mR?x (% ), z=

atQOg\Q) _ A690g\2) + 2,

x

NG (7.3)
P 8) =0

where the operator Ag is defined in (3.7) and E in (3.10). We let [p, A](r,t) be the solution of the

problem

Quelp Al = Aol N + 33 2o (3 )x( ) B x (3 00),

90[]3, )‘](7 %0) =0 in sz
given by Duhamel’s formula. By definition, we have
L :
A = oA
In definitions (7.2), (7.3), (7.4), the parameter function A(t) is assumed to be defined for ¢t > 2. In

the rest of this section we also assume the validity of the condition stated for A in (4.1), namely

t
¢ t> 2, (7.5)

(7.4)

IA@)] + tlog(t)|A(1)]

for some fixed constant C. Let us define

[1Plly.m = sup t7(logt)™[p(t)]. (7.6)
t2t0/2
In what follows we shall only deal with radial functions on R? and sometimes we will consider them
as radial functions on R®. For a fixed constant ¢y > 0 we let

N (1) = \/16(3@' (7.7)
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The following expansion holds.

Lemma 7.1. Assume that A satisfies (7.5). Let 0 < v < 2, m € R and suppose that ||p|ly,m < oo.
Then

A7 p(s)
/ olp, A|(z)dz = 747r/ —~ds+ R[p, \|
R2 t/2 t—s
where R[p, | satisfies
1B2[p; Alllym < Cllplly,m-
If A1, Ao satisfy

A 1 .
‘ )\7i Lw(to/z,oo)< 2 JT 1.2,
then we also have
[Blp. A" + 2] = Blp A" + Al < Clplly | 222 . (78)
T ’ A* Lo (to/2,00)

For the proof of the above result we will need the following calculation.

Lemma 7.2. Let

1 2|2 1
flw) = / efiidz7 w € R,
R6

4
(4m)? w — 2|1

Then

flw) = ﬁﬁ—e"i"z (1+%)}. (7.9)

Proof. Let ¢ be given by

(z,t) ! 1/ ey eER® t>0
x,t) = 33 e 4 —0ady, x ) ;
PO = U B g o — gt

which solves

c'?tcpo = A]RGQDO in RG X (0, OO)

¢o(x,0) = ﬁ~
Then
fw) = po(w,1).
Write
1/l
wole.t) = za( 75)
Then

¢"(9)+ 24/ () + 50/(5) + 2a(s) = 0

and we want ¢(s) bounded for s — 0, g(s) = s*(1+0(1)) as s — oc. A calculation using the explicit
4

element in the kernel of the linear operator, s~=, gives
1 _s2 52
q(s)zsj{l—e 4(1—|—Z)}, s> 0,

and then (7.9) follows.

Proof of Lemma 7.1. The solution ¢[p, A] of (7.4) has the formula

e = [ Ko Lo (N (s wer

Writing

(P:‘p[ ’)‘]
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we have

2 _
[ etetrde == [ ol blel o
2 1 Fopls) 1 le—w® y y
= — 4(t—s) < P
= (43 /W (s ) E—s) /]R /Rae g dmz@(x(s))x(ﬁ)dyds

2 1 L
= 2 ) /to/2 A(s /R /R i — \/er* (ﬁ)x(%)dyds
Using (7.9) we have

/Rz ol ) = = /t:/z f((j))4 /R (t_ls)Qf((t— 9721 20 (505 ) (5 ) s
: )x

t oo 2
o [ e e (g A (g s

Let us notice that

o o gp(w,t)dm
N /to/2 (S/\)Et)_S) /OOQ {1 B <1 + 4 )}Z()(Z\f(;) (Z\/\t/?)zdzds

We decompose

oz, t)dr = I + I, + I3

t/2
L= /
t0/2
t—X(t)?
L= /
t/2
t
I = /
t— ()2

and separately estimate each term. To estimate I; we note that for s < t/2 we have 7 = s < L
Assuming that x(z) = 0 for x > 2 we obtain

o
where

[T (1 )] (N ()= [

We estimate for s < t/2,

!/f[l *

»b‘“
/_\

4)}20(2% ()

< (s
-o(t- )
where we have used that Zy(p) < C/p* and 1 — e*zT(l +z ) < C#*. Therefore
t/2 I t/2 1—ry
pe)ls . o
s [ s < b | G gt S g P

Let us analyze I,. We write

=L+ lho+Dhy+Ir.+1rq

=A@ p(s)(t—s _z2 22 5)4
Iy, = —16/t/2 ()\)Et))/o [1—6 1 (1—|— 4)}@)\(8;242(12@[3

where
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and

tfk(t S — s .2 2
e [ [ (1) (M (L

/2 Vs
o [ I [ (14 )] 2 (R
e [ [ [t (5 () 40
= [ R [ 1 (1) () (2
L= By 710

Next we find a bound for I» ,. Using that Zj is a bounded function and |1 —e -5 (1+ % )\ < Cz4,
we get

Als)

Vi-s .
[T E (e

z z
D)o ()
A(s) A\

SC/sz’dz q (8)) .
0

It follows that

A p(s)|A(s)2 c AT\ (s)2
Il < ds < m d
el <0 [ R S gl [,
R S
~ t7(logt)™

Using that |1*67%(1+ )\<C’z we get

A(s)

A(s)
Vi=s _z2 22 A(s)? zZy/t — A(s)4 s
— 4 J— <
‘/0 {1 e (1—|— 1 )} (t—s)224x( NG )zdz‘C i—s 2/0 zdz
A(s)°
<
<O
and similarly as before,
C
Lyl < ————+—
| 2,b| — tV(logt)m”p y,m
Using that
2/t —s A(s)4 A(s)8 2/t — s
Z = >1
o ) ) S5 4+O((tfs)326)’ O
we get
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But ’\(i) < 2 in the considered range of s, and then

Vt—s
—-A(®)?
e [ AT 0
C t—A(t)? A(s)2 A(5)2
< mggltbon [, a5 )
A
Finally, for I 4,
00 2 2 — —
TR K E ~e NGV RIEE
oo 2 2 4
o R (B R R

4 oo
S A(S) 2/ ZﬁSdZ
(t—8)? Joys/vi=s
4
PG
- (t—s)s

Then

O ()l =) A Ip
/2 Ms)t (t—s)s  — t/(logt)™

12,4

<C

[,m-

Finally we estimate

sl = Vtiw el Nl (R | EATN GO

t
<c / p(8)2| ds
t—A(t)?
C

|

Als)
< — .
— tV(logt)m Hp”v,m

In summary, by (7.10) we have written
1 t—X(t)2

2 R2

p(z, t)de = —2/ p(s)

Sds + I+ 1+ 1oy + 1o+ Iz g + I3,
/2 -

and each of the expressions I, Iz 4, I24, I2,c, 12,4, I3 are linear operators of p with the estimate

15 (2]llym < Cllplly,m-

The proof of (7.8) follows from the explicit expressions for the terms J; in R, and similar estimates
as before.

O
Lemma 7.3. Suppose that \ satisfies (7.5) and <pg\2) be given by (7.3). Then
2) )\(t)2 1
0,t;\) = — 0] 7.11
o5 (0,8:) 4t2 + (1?2(10gt)2)7 (7.11)
as t — oo, where O(m) is uniform in to. With \* given by (7.7), if A1, A2 satisfy
Aj 1
2 <=, j=1.2,
‘ ML (to/2,00) 27 J
then we also have
2) (2) C A=A
0870, 0:0) = 820,001 < o= |5 (7.12)

t2logt
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Proof. For simplicity of notation let us write p(z,t;A) = @&2)( t). Let us write the right hand side

of equation (7.3) in the following form

Ea(a,t53) = = 3 UW)Va20(2) -2+ 150 Vexo() - VU () + 2 Bxo(2)U 1)

_r __
y - )\7 \/»
To compute p(0,t; A) let us define the following approximation of it

95(707 t) = )\255(7’7 t),

where ¢(r,t) solves the radial heat equation in dimension 6:

1
- WU(:U)VZXO(’Z) -VyTo(y),

5 1 r
0:p =00+ =0, + —=h(—),
@(r,0) =0,
and
8 3 ¢
B0 = 3 X = 2600 + §3600)] -

The solution @(r,t) to problem (7.13) can be expressed in self-similar form as

5 1 r
We find for g the equation

g+ Cg +< g +29+h()=0, ¢€(0,00). (7.14)

Using that the function CL“ is in the kernel of the homogeneous equation, we find the explicit solution
of (7.14),

T[Sy a2 [ 1.2
90(¢) = —a zPei? h(y)e* y dydz.
0 0
To find the solution ¢ with suitable decay at infinity we let
1_
9(¢) = 90(¢) + £ 2(O), (7.15)

8
where

_ T[S 5 a1
z(():<—4/0 3e” 1% dy

is a second solution of the homogeneous equation, linearly independent of CL‘* and

I:/ e 412/ h(y)e%ydeyd:c.
0 0

We observe that

9(¢) = 0(e™) as ¢ = +oc,
which makes the solution (7.15) the only one with decay faster than O((~%) as ¢ — 4o00. An explicit
calculation gives that I = —8, and therefore

A(t)?

0(0,t) = — . 7.16
¢(0,1) A2 (7.16)
Then, using a barrier for the equation satisfied by ¢(x,t; ) — @(z,t) we get
1 ]2
t; A t ——e 7t 1
o(0.53) = 60| < Cqroe ™™ (7.17)
for t > 2, where 0 < ¢ < %. From (7.16) and (7.17) we obtain (7.11).
The proof of (7.12) is similar.
d
Lemma 7.4. Suppose that \ satisfies (7.5) and <p>\ be given by (7.3). Then
2
@ _ o N e 0( 1 ) 7.18
/Rz% 3 et t2(logt)2 /)" (7.18)

where Y is defined in (2.7), that, is, T = [ (xo(s) — 1)s~ds.
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Proof. Integrating (7.3)

d
— @&2) = 4020, 1) —

dt

ot o U WIVaxo(z) - 2de + / Edz.

R2
From (7.11)

@ 5 A 1
ox (0,8) = 442 +O(t2(logt)2>

and we compute

5 UW)Vxo(2) = + B

1 2 1 1
= _FU(y)vZXO(Z) “z+ —me -V,U + —2AxxU - FUVX - VT
A? IS 1 1

= [455 ()25 — 6455 X6 () + 855 (K 5) + xb(s))
4

A2 1 A
+325 3 Xo(s) = } + O( )X{1<s<2}
A2 1 3 A4
o L) = 2xis) + x69)] + 0 (5 ) xazaey
where s = % Then
1

_7/ U(y)Vaxo(z) - zdz + g Edx
[ 2 2o~ 2 s) + 9] s + 0

3
:167922{/W(XO(S)—US—%H/OOO(S—?’ 1Vd } (

— 1675 T+O<)\4>

)
)

Therefore
d (2) A(t)? A2 1
< =25 16775 + O )
dt Jgz A T T t3(log t)?
and integrating we get
2 2
@) _ _or /\—716 T/\ O(;>
/]Rz P 4 + t2(logt)2/"
This is the desired expansion (7.18). 0

As a corollary from Lemma 7.1 and Lemma 7.4 we get:

Corollary 7.1. Assume A satisfies (7.5). Then

t=XA(t)% 3 2 2
/ padx = 747r/ L(s)ds - QW)\—(t) - 1671’T>\ ®) + O(
R2 t/2 t—s t t

1 .
t2(log t)2) + R AL

where R is as in Lemma 7.1.

Lemma 7.5. Let E be defined by (3.10). Assume that X satisfies (7.5). Then

~ A2 1
E|z|*dx = 647 = - |- 1
/R? |z|“dx 64w ; +O(t2(logt)2) (7.19)

Proof. Similarly to the proof of Lemma 7.4 we have

- A1 3 A4
E= 8t3 s [_ ;Xf)(s) +xo(s )} +O( )X{1<s<2}7
where r = |z|, s % and so
)\2 o q 3 )\4
/ Elz[de = 16”*/ vy { - *XB(S) + Xg(s)} s3ds + O( )
R2 o S

- 7647r/\—2T + O(Xl)
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This is (7.19). O
Lemma 7.6. Let E be defined by (3.9). Assume that \ satisfies (7.5). Then
/ B|z|?dz| < ¢ .
R2 tlog(t)

Proof. We have from (3.9)

Bt = ;;Zo(i))(o(\%) + ﬁU(%)vsz(z) 24 B(x,0),

and we have already computed [, E |z|2dz. We have

qungQW@zﬁvfﬂmmdxﬁ%p
= O(X"log(t)),

3 Lo G < 2

and so

7.1. Proof of Proposition 5.1. Let
I\ = 4/ oxdr — / E(\)|z|?dz.
R2 R2
For the proof we proceed by linearization, that is we look for a function A\ satisfying
1
[T[Ao](t)| < Cﬁ’ t >t

with the expansion .
Ao(t) = A™(E) + Ao(t)

where A* was defined in (7.7), that is, A*(t) = \/lc(f? and \o(t), t > Y is a correction. Here ¢g > 0 is

a fixed constant.
We claim that

log(logt) to

I < C—2+, t>—

TVl < CRCED 1>

with C independent of 5. In the rest of the proof C' will be a constant independent of ¢y (for tg
large).

(7.20)

Indeed, using the decomposition (7.1) and the notation (7.4) we have

/ gp»dx:/ tpg\l*)dx—i—/ cpg\%)dx
R2 R2 R2

/@g\l*)dx:/ wlp™, \"]dz, p* = AN
R2 R2

and

By Lemma 7.1 we have

t—=A* ()%

.y p*(s) 1 to
Adz + 4 ds| < C———, t> 2

/Rg@[p ldz + 7T/ t—s ‘9‘ t(logt)2 2

t/2

Therefore

log(logt) to
AT 47l * <(C——=2+ —.
[ ol ¥l + amontip 0] < BB

On the other hand, by Lemma 7.4 we have

@, o M) A (t)? 1
/Rzga/\*dac— 21 " 167YT " +O<t ),

(logt)?
and by Lemma 7.5

[\ * 2 _ A*(t)Q 1
/R2E()\ ol dz = —64m T +0(t2(1ogt)2).
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Using the explicit form of \* and the previous formulas we deduce (7.20).
Next let us rewrite slightly the operator I[A] as follows. We have

I[A] :4/ <p[/\)'\,/\]dx—|—4/ @E\?)dac—/ E(\)|z|?dz.
R? R? R?

Let us define

t—A*(t)2
Rlp, N = / olp, Ndz + 47r/ P(s) g
R2 t/2 t—s

This is similar to the decomposition given in Lemma 7.1, but we have changed the interval of inte-
gration to [5,t — A*(¢)?]. We decompose the integral

t—A* (1)

t—A\*(t)? t—tt=?
[ g [ [
p t—s t/2 t—s t_g1-9  t—8

/2
t—A* ()2 1

t_p1=?
p(s) /
/t/2 t—s S+p() t—gl1—1 t—s s

_ /“"“)2 p() = pls) |

—t1=9 t — S

where 0 < 9 < % is a fixed constant.
We change variables u = A2, so that
t—t' =7 .

11 = 8mi)((1 = 0)los(t) ~ 210 @) 87 [ 7 s

4 [ oGdar 2Rl Vil - [ B(/ilePda

t—A* ()% - -
487 / ) = ils)
t

_y1-9 t—s

Let n be a smooth cut-off such that n(t) = 0 for ¢t < 3to, n(t) =1 for t > to. We define

I[u) = —8mu(t)((1 — 9) log(t) — 2log(\*(t))) — 8mn(?) / s

t/2 t—s

want) [ @ Sde+ 2ORl VA ~n(t) [ B(/Dlelda

t—A*(t)2 - .
lt) — ils) |

t—s

+ 8mn(t) /

t—tt—?

which we write

Ip] = [u] + Nlu] + R[],

where
19 .

&ds

t—s

t—t'—

Clp(t) = =8m(t)((1 — ) log(t) — 2log(A*(1))) — 87”7(?5)/

t/2

N1(O) = n(t) [ ¢ Fuda+ 200 Rl Vil =) [ B/)lafds

t—A*(t)% - — (s
Rlp(e) = smn(t) [ A = ),

t—tl—0 t—s

S.

Note that I[\](t) = I[A?](t) for t > to.
Instead of finding A such that I[A\] =0 for t > t; we are going to construct p such that
- C to
Ip)(t)] < t> —
T < s >3,

for some o > 0.
Let u* = (A\*)? where \* is defined in (7.7). In a first step we will find p1 so that

t
O + ] + N[p* + pa] + R[p*] =0, t> 50 (7.21)
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We will look for y1 with ||p41]4,,m < 0o where, for a function 1 € C1([4, 00)) with im0 p1(t) =0
we define

lalleqm = sup ¢ (0gt)™|in (®)] = llAal3.m-

t>to/

Equation (7.21) takes the form

t—ttY . (8)
0= —8mi((1 —V)log(t) — 2log(A*(t))) — 87r77(t)/ lt“isds
t/2 -
t
+n)ex(t) +n(t)Fip](t), ¢> 50 (7.22)
where .
ex(t) = T[]
and F} is an operator with the following properties:
I [ llym < Cllaalls ym. (7.23)
[F1[fn] = Filpe]llym < Cllia — fizllsym, (7.24)

for fi; satisfying ||fi;]|«,y,m < 1, with 0 <y < 2, m € R, where || ||5,, is defined in (7.6). From (7.20)
we find

log(logt t
|61(t)| S g( g2)7 £
t(logt) 2
Now we apply the contraction mapping principle to the equation (7.22) written in the form
1 to
11 = —n(t)]. [ tler(t) + Flu] )], t > =, 7.25

where
t7t1—1‘)

. 1 f1(s)
I, = ——=ds.
) = (=i TR ey e
We directly check that

. v
e[l m < 35 lAallym-

Let X be the space X = {u1 € C1 ([, 00)) | limy—,o0 p1(t) = 0} with the norm |[|p1]|x = [|pall,1,3—e,
where 0 < ¢ < 1. It follows that if ¥ < % the equation (7.25) has a unique solution p; in the ball
B]_(O) of X.

Therefore we have found g3 with ||p1]/«,1,3—« <1 so that g = p* + pq satisfies

~ t—A* ()% - £
T[] = —8mn(t) / ) = () ) o (7.26)
t—tl—=0 t—s

To estimate this remainder we then need a bound for ji. Differentiating with respect to ¢ in the
decompositions used in Lemmas 7.1, 7.4, 7.5 we obtain
log(logt) to
t2(log t)2’ 2"
Differentiating in ¢ equation (7.25) and using the contraction mapping principle we get that for any
€ > 0 small

len(t)] < ¢

. c
G
Using this we find that the remainder (7.26) has the estimate
—\* 2 . .
AT () — fus) c to
d S ) t> R
PR ) t—s tltd—e 2

where u = pu* + p1.
Next we introduce another correction us to improve the decay of the remainder. We consider
W= "+ pu1 + po and we consider the following equation for pso:
lo

U™ + o+ o] + Np™ + p+ po] + Rlp™ + ] =0, 2> <
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Similarly as before, this equation can be written as

t—ttY . (S)
0 = =8z ((1 — ) log(t) — 2log(A*(t))) — 87r77(t)/ /:2 . ds
t/2 -
t
+(t)ea(t) +0(t) el (1), > 3, (7.27)
where Fy satisfies the same estimate (7.23) (7.24), and ez has the estimate
to
lea(t)| < a5

Using again the contraction mapping principle we find a solution ps of (7.27) with ||
Then for p = p* + p1 + p2

wld—e1 < L.

~ t—A* ()2 - — io(s
() = smt [ PO P

_41-v t—s

To estimate this remainder we need the following bound for jiy

. C
lii2(t)] < PO (7.28)
which is obtained from an estimate for éo, differentiating with respect to ¢ equation (7.27). The
estimate for é; is obtained from an analogous estimate for d;‘;}.
From (7.28) we find
~ C to
[ [p](t)] < T2 t> 5
where we recall that 0 < ¢ < % is arbitrary.
Thus letting Ao = /1, p = p* + p1 + p2 we obtain
C
[ I[Ao]| < r20—= t > top.

Choosing 9 > i and € > 0 small, we obtain the properties stated in Proposition 5.1.

0
8. INNER LINEAR THEORY
In this section we consider the problem
N0 = L[g] + Bl¢] + h(y,t) in R? x (t,0) 5.1)
o(-,t0) =0 in RZ. '
that appears in the inner equations (5.47) and (5.48), where, we recall
_ ¢ -1
L) =V [Uv(5 - (-a)"9)].
1 1
~A)P(y,t) = — [ log(—— t)dz. 2
(8" 0(1) = 3= [ toa(= )tz (32)

Slightly more general than the operator B defined in (5.46) we will consider

B[#] = Ci1()[Plraa + C(t)y - VI@]raa + (C1(t)p1 + C(t)y - Vi) xo (;\%)

where [@]qq is the radial part of ¢ (defined in (5.45)) and ¢1 = ¢ — [p]rad, and where xg is the smooth
cut-off function defined in (2.5). In the sequel we will keep the same notation for B.

In what follows we will analyze the linear initial value problem (8.1) where we assume that the
functions A(t), (;(t) are continuous, o > 1 and that for some positive numbers ¢, C we have

< A(t) < ¢ for all t >t
T
Viegt ~ = Vlogt 0
IGi(t)] < for all t > t.

tlog2 t
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Next we change the time variable into

b
T =T +/ ——=ds
0 to A(S)z ’

where 79 = tglogtg. Then
citlogt < 7 < ¢éotlogt
for some ¢1, ¢z > 0. Identifying ¢(y,t) and h(y,t) with ¢(y, 7) and h(y, 7) we rewrite (8.1) as
{ 0:¢ = L[¢] + B[] +h in R? x (79, 00) 63)
¢(-,m0) =0 in R?,

We consider problem (8.3) for functions h(y,7) that have fast decay in space. More precisely, we
assume that for all 7' > 0 there is C'r such that

h(y, 7)) < —7

ST e for all (y,7) € R? x (79, T).

In this case, by a solution ¢(y, 7) of (8.3) we understand a continuous function ¢(y, 7), of class C! in
y, such that for any T" > 7 there exists a C'r > 0 with

Cr

lo(y, )|+ (1 + |y])|[Vyo(y, 7)| < 5 1F for all (y,7) € R? x (10, T), (8.4)

and satisfies the integral equation
owr) = [ [ G- zr5)[-VoVTa - VUV(-A) 19 (8.5)

10 JR2

+2U¢ + B[] + h|(z, s) dzds,

where (—A)71¢ is defined in (8.2) and G(y, 7) designates the two-dimensional heat kernel,

1
Gy, 7)= Re i

From the formula
1 Yy—z

V(-A)"th(y) = h(z)dz

om Rz |y — 2|2

we see that if |¢(y)| < ﬁ then

IV(=2)""¢(y) (1 +1y*)@ll Lo (o).

C
| <1
+ [yl

Using this estimate, existence and uniqueness of a solution of (8.5) satisfying (8.4) are standard.
For a short time T > 7y this is established by a contraction mapping argument in an appropriate
L*>°-weighted space. Then a direct linear continuation procedure applies.

A first natural condition to impose on A in (8.3) is that

/ hy,7)dy =0 for all 7 > 79,
R2

in order to achieve that the solution has also zero mass at all times.

We want to find solutions to (8.3) that have fast decay in space and time. For this we need to
assume fast space-time decay of the right hand side, which we do by working with the following class
of norms.

Given positive numbers v, p, e and m € R, we let ||h||,m pe denote the least K > 0 such that for
all 7 > 79 and for all y € R?

1 <

o o 7¢/2
Yy

This is similar to the norm introduced in (6.2) but defined using 7 instead of ¢. We will give the
results in Sections 9-12 using the norm (8.6).

h(y, 7)| <

(8.6)
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Still, fast decay of the right hand side doesn’t imply fast decay of the solution. For example,
consider equation (8.1) without the operator B, that is,
dr¢ = L[¢] + h(y,t) in R? x (79, 00) ®7)
¢(-,70) =0 in R?, '
and suppose that h has compact support in space and time, and that ¢ has sufficient space-time
decay. Then, multiplying (8.7) by |y|? and integrating in R? x (79, 00) gives

/ / Wy, )|y 2dydr = 0,
T0 R2

because if ¢ is a regular function with fast decay, then

/ Liglly[*dy = 0,
R2

see Remark 9.2 below. It is then necessary to impose a condition on h, or to adjust a parameter in
the problem in order to get a fast decay of the solution. We develop here the theory by adjusting the
parameter ¢; in the equation below

{ 0-¢ = L[¢] + B[¢] + h(y,t) in R* x (19,00),

- 8.8
¢('at0) =c1Zp in R27 ( )

where Z, is defined as

Zo(p) = (Zo(p) — mz,U)xo

/ Zo = 0.
]RQ

Proposition 8.1. Let 0 >0, e >0 witho+e <2 andl1 <v < g, Let 0 < g < 1. Then there

exists a number C' > 0 such that for ty sufficiently large and all radially symmetric h = h(|y|, 7) with
||h||l/,m,6+0',e < o0 and

(%)

where my, is such that

/ h(y,7)dy =0, for all T > 70,
R2

there ezists c; € R and solution ¢(y,T) = 7;}"2[11] of problem (8.8) that defines a linear operator of h
and satisfies the estimate

C

6l —1,m+g,4,240+e < W”h

|V,m,6+a,e~

Moreover ¢y is a linear operator of h and
1

al<C———7—
el < T(’Jj*l(logTO)m-&-l

||h||1/,m,6+m6'
We have stated this result only in the radial setting, because this is what is needed, but there is a
version of it in the non-radial case.

The next result is for the problem

{ 0-¢ = L{¢] + B[g] + h(y,7) in R® x (0, 00),
o(

8.9
1) =0 inR? (8.9)

and holds without the radial symmetry assumption but assuming orthogonality of the right hand side
with respect to all elements in the kernel and for all times.

Proposition 8.2. Let 0 < 0 < 1, ¢ > 0 with o+ ¢ < % and 1 < v < min(1 + §,3 —

o
0 < ¢ < 1. Then there is C' such that for 7o large the following holds. Suppose that h
||h||l/,m,6+a,e < 00 and

5
satisfies

/ h(y,)dy =0, / h(y,7)|y|*dy = 0,
R2 R2

/ My, T)y;dy=0, j=1,2, forallT> 7.
]RQ
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Then there exists a solution ¢(y,) = T [h] of problem (8.9) that defines a linear operator of h and
satisfies

||¢Hu7%,m+%,4,2+a+e < C”hHV,m,GJrO',e'

Propositions 6.1 and 6.2 given in Section 6 are direct corollaries of Propositions 8.1 and 8.2. The
only changes are due to the change in the time variable, because 7 ~ tlogt, and the fact that the
norms for the solutions in Propositions 6.1 and 6.2 include a gradient term. The estimate for the
gradient follows from the weighted L>° estimate, scaling and standard parabolic estimates.

The proofs of Propositions 8.1 and 8.2 are contained in Sections 9-12. They are based on an energy
inequality obtained by multiplying the equation by a suitable test function, and using an inequality
for a quadratic form. Section 9 contains some preliminaries on this quadratic form.

In Proposition 10.1, we obtain an additive decomposition of the solution ¢(y,7) of (8.8) into a
part with a relatively slow space decay that loses 7!/2 with respect to the time decay of the right
hand side, and a term along Zy(y) that loses an entire power of 7. This is the key element for the
proof of Proposition 8.1 in Section 10 (p.73).

Then the proof of Proposition 8.2 in the radial case uses Proposition 10.1 after formally applying
the operator L™! to the original equation and performing a concentration procedure that improves
the space decay of the resulting error. This is done on Section 11, and we give there a proof of
Proposition 8.2 in the case of radial functions.

The proof of Proposition 8.2 in the general case is in Section 12 (p.89).. The idea is that the
decomposition obtained in Proposition 10.1 for solutions with no radial mode does not contain the
term along Zy, which allows us to obtain a much better estimate.

9. PRELIMINARIES FOR THE LINEAR THEORY

A central ingredient in obtaining good estimates for the linearized parabolic operator associated
to the inner problem is the analysis of the quadratic form

o [ a6 9= 5 (M) (91)

This quadratic form arises when considering the linearized Keller-Segel problem (8.1). Indeed, L[¢] =
V - (UVg) and it is natural to test the equation (8.1) with g, since

/1MM9= vavm=—/mmvm?

But from the time derivative we get A? [5, 9;¢g, which leads to (9.1).
We observe that g has degeneracy directions. Indeed, if ¢ = (—A)~1¢ then
A+ U(y)p = —Ug in R,
The operator A + U(y)v is classical. It corresponds to linearizing the Liouville equation
Av+e’=0 inR?,

around the solution I'y = logU. It is well known that the bounded kernel of this linearization is
spanned by the generators of rigid motions, namely dilation and translations of the equation, which
are precisely the functions zy, 21, zo defined by

z0(y) = VIo(y) -y +2
7j(y) =9y, Toly), =12
Note that ¢ is precisely annihilated at the linear combinations of these functions. In the rest of this

section we will state and prove several estimates that take into account this issue, which will be
crucial later on.

(9.2)

The quadratic form (9.1) can be naturally transformed into a similar one in S? by stereographic
projection I : §%\ {(0,0,1)} — R?

(y1,y2,y3) = (

Y1 Y2 )
1—ys' 1—ys/
For ¢ : R? — R we write

g=poll, ¢:5%\{(0,0,1)} - R.
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Then we have the following formulas

/0\Vsz¢|2=/ UVl
S2 R2

1~ -
§UA52<,0 = (Agzyp) o II.

9.1. The Liouville equation. Here we consider the linearized Liouville equation

AY+Up+h=0 inR% (9.3)
The stereographic projection transforms the linearized Liouville equation (9.3) into
Ag2t) + 2 +2h =0 (9.4)

in $2\ {P}, P =(0,0,1), where ¢) = ¢p o II, h = (U~ *h) o IL.
The functions in (9.2) are transformed through the stereographic projection into constant multiples
of the coordinate functions

Zi(w) =cwj, j=1,2, Z(w)=cows, w=(wi,ws,ws)€ S
By standard elliptic theory, if he LP(S?), p > 2, then exists a solution o € W2P(S?) to (9.4) in S?
if and only if h satisfies

hz; =0, j=1,2,3.
SZ

This solution is unique if we normalize it such that
7/’0%‘ = Oa ] = 172733
S2

and then satisfies the estimate ~ B

[ollcria(szy < CllhlLr(s2)
where o =1 — %. By subtracting off a suitable linear combination of the functions z;, j = 0,1,2 we
obtain the unique solution v to (9.4) in S? satisfying

Y1(P) =0, Vg1 (P)=0. (9.5)
For this solution we also have the estimate
[¥1]lcrasz) < CllAlLos2). (9.6)

Lemma 9.1. Let 0 < o < 1. Then there is C such that if 1 satisfies (9.3) and ¥ (y) — 0 as |y| — oo
with h satisfying ||(1+ |y|)**7h| Lo (r2) < 00 and

[ wosnwyay=o. [ wosnudy=o. j=1.2 (97)
then
1L+ YD) ¢l e @zy < CIL+ Y1) >R oo (g2)-
Remark 9.1. Let h: R? — R satisfy ||(1 + |y[)>T7h| oo g2y < +00 where 0 < o < 1. If

/]Rz h(y)dy =0

_c
(1 + [yl

If b : R? — R satisfy ||(1+ |y|)*T7h| Lo (r2) < 400 where 0 < o < 1 and in addition to mass zero
we have

then

[(=8)" h(y)| < 11+ Ty >Rl poe ).

/ h(y)y;dy =0, j=1,2,
RZ’

then
C

|(_A)_1h(y>‘ < W

I+ )™ 7Rl o ).
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The first claim is standard. For the second, write

_ 1 T
(-8 h(w) = 5= | Qoglel ~ogfe vl + )by

and estimate the integral after splitting it into the regions |y| < % and its complement.

Proof of Lemma 9.1. We claim that ¢ = (—=A)~1 (U +h). Indeed the function 1) — (—A)~ (U +h)
is harmonic in R? and decays to 0 at infinity, and therefore it is equal to 0. The assumptions (9.7)
and Remark 9.1 imply that

I+ YD Yl e @zy < CNA+ YD) 7R Lo (r2) + Clll| Lo (). (9.8)
Let ¢ = 1) o I, so that it satisfies (9.4) in S2\ {P} with h = (U~'h) o II. Note that h € L?(S?)
for some p > 2. More precisely
HB”LT’(SQ) <01+ |y\)3+gh||L°°(R2), (9.9)
2

with p < =-. The singularity at P is removable and thus ¥ satisfies (9.4) in S%. By elliptic

regularity ¢ € C1%(8?) for some a > 0. Since 9 decays at infinity, 1[1(P) = 0. By (9.8) we have also
Vg2(P) = 0.

We let ¢, denote the solution to (9.4) satisfying (9.5). The solution to (9.4) in S? satisfying (9.5)
is unique, so that we have 1) = ¢); and by estimate (9.6), (9.9) and (9.8) we obtain

1L+ D) Wl e @zy < ClL+ [y)> 7Rl Lo m2).-
O

9.2. A quadratic form. Here we discuss properties of the quadratic form (9.1). For this we consider
a function ¢ : R — R with sufficient decay, in the form,

6(y)] < ——

(14 [y})z+e )

with 0 < o < 1, and zero mass:
pdy =0. (9.11)
RQ

We recall g defined in (9.1) g = % — (=A)71¢, and use the notation
v=(-8)""¢
so that
—AYp—Utp =Ug in R?.
We next introduce a normalized version of g, namely g defined by

gt =g+a,

/ gtUdy = 0.
R2

As shown in Lemma 9.3 below, the quadratic form [, ¢g is equivalent to [, U(yg

where a € R is chosen so that

12

It will be convenient to work with functions ¢+, ¥, which are analogues of ¢, zb but associated
to g*. In particular, we want a choice of ¥ such that

—Aypt — Uyt =Ugt, 4t (y) =0 as |yl — oo. (9.12)
Let g =1+ %zo, where zj is defined in (9.2), and observe that
—Athg —Uthg = =U, o(y) =0 as |y| = co.
Then 9" defined by
vt =w—a(1+ 220)= 1~ ao,

indeed satisfies (9.12).

Define
¢t =Ulgh +¢h),
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and obtain the relations
1, @ 1 1L 1L
=0+ 5Un, —avt=ot, [ ot =0
R2
We note that ¢ — ¢+ = 53Uz is a constant times Zy = Uz, which is in the kernel of the operator L.

Lemma 9.2. If ¢ : R? — R satisfies (9.10) and (9.11), then

/Rngzj:/WgLUzj:O, 7=0,1,2,

where z; are the functions defined in (9.2).

Proof. By the definition of ¢ and from (9.10), (9.11) we have

C
W)+ 1+ [y)) Vi (y)| < A+l
and hence also
C
1 1
W)+ X+ [y)IVe=(y)| < AT (9.13)

We multiply (9.12) by z;, integrate in the ball Bg(0) and let R — co. Since z; is in the kernel of
A + U we just have to check that

ail)l J_aZ]
~/8BR(6V zj = 5) —0, as R — oo,

where v is the exterior normal vector to 0Bg. This follows from (9.13), and the explicit bounds

c
l20(W)l < C, |zl < ik
c

1+ ly)*

J=12

Vz;(y)| <

A consequence of the previous lemma is the following.

Remark 9.2. Suppose that ¢ : R? — R satisfies (9.10) and (9.11). Then
[ Loty =o.
R2

Indeed, integrating on Bg, with the notation g = % —(=A)"1g,

| sePa= [ v wTglPay
BR BR
:—2/ UVg-ydy+R2/ UVyg-vdS(y)
BR 8BR

:2/ gZody—2/ Ugy -vdy + R? UVg-vdS(y).

By (9.10) and (9.11), g(y) = O(|y|*=9), Vg(y) = O(Jy|*~°) as |y| — oo. Therefore the boundary
terms tend to 0 as R — oo, and we get

/ Llglly[*dy = 2/ 9Zody = 0,
R2 R2
by Lemma 9.2.

Lemma 9.3. There are constants c¢; > 0, co > 0 such that if ¢ : R? — R satisfies
1
6| < =57 0<o<1
(L+ [y[)3te

and (9.11), then

& / U2 < [ 60t <o / Ul (9.14)

R2 R2
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Proof. By Lemma 9.2

/]R?d)g:/H£2(¢L+gUZO)g:/RQ¢L(gL+a):/RQQSLQL

= [ Ulg"+¢H)g
R2

We transform g+ = gt o IT, - = o o IT and write (9.12) as
—Ag2pt — 29t =25+, in S2

We also get

3 [0 [ a7+ 0ta

Multiplying (9.15) by Y+ we find that

[t =g [ vt [ @ty

and hence

3 [oo= [y [ veite- [ @

(9.15)

We recall that the eigenvalues of —A on S? are given by {k(k + 1) | kK > 0}. The eigenvalue 0 has
a constant eigenfunction and the eigenvalue 2 has eigenspace spanned by the coordinate functions
(w1, T2, 3) = Ty, for (x1,22,23) € S? and i = 1,2,3. Let (\;);>0 denote all eigenvalues, repeated
according to multiplicity, with Ao = 0, A1 = A2 = A3 = 2, and let (e;),;>0 denote the corresponding
eigenfunctions so that they form an orthonormal system in L?(S?), and ey, es, e3 are multiples of the

coordinate functions 7y, w2, m3. We decompose ¥ and g:

oo oo

~J__§:~J_ ~J__§:~J_

1/1 - 7721]‘ €j, g = gj €5,
Jj=0 Jj=0

where
d;jl = <'¢;l7€j>L2(Sz)’ gjl = <gL7ej>L2(Sz)'
Then
1 — S
! / 9= (G +5 >~ 2
7=0 7=0

Equation (9.15) gives us that

and then

1/ ol N2 i
5 [ b9=) (g5)"+ 95 )"
2 Jre ;(7) gAj—z(i)

By Lemma 9.2 §i- = g3 = g3 = 0. Therefore

and

This proves (9.14).

(9.16)

(9.17)

(9.18)
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Lemma 9.4. There exist positive constants c1, ¢y such that if ¢ : R2 — R is radially symmetric and
satisfies (14 |y|)3+7¢ € L>=(R?) with 0 < o < 1, and

| sway=o,

then
& / Ulgh) < / U < e / Ul (9.19)
/ Uty < 02/ U(gh)2. (9.20)
Rz Rz

Proof. Using the same notation as in the proof of Lemma 9.3, we have

5 [ Ut =5 [ Ulwh? 42t 4
R2

2 R2

= /S 1@+ 2005 + (547
= Z[@f)? + 20597 + (57 )°)

As in the previous proof, gji =0 for j =0,1,2,3. Using (9. 17) we get
3

1 oo
1 UL (65)2 = 2 2.
5, U6 X6+ Z ooy

This formula already gives

[ver<c [ viey
R2 R2
We observe that z,ZNJf- = 1215- = 0 by radial symmetry. We also have z,ZNJ(J)- =0, by (9.17). Let
v=2 v
j=4

and note that it satisfies

—Ag2th — 29 =23~ in S2.
By (9.17),

[Pl z2(s2) < CllG* lz2cs2),

and from elliptic estimates

[l cacszy < CllFllL2s2),s (9.21)
for any 0 < o < 1. Since (1 + |y|)**7¢ € L°(R?) and ¢ has total mass 0, we have (1 + |y[)'"7¢ €
L>(RR?) (here the functions are radial) and also (1 + |y|)}*7¢L € L>(R2). Tt follows that ¢ (P) =
0 where P = (0,0,1). Since ¥+ and 1+ differ by a constant times 73 we have
$(P)

L
7/) *1/) 7T3<P)7r37

where m3(x1, x2, x3) = x3. This implies, by (9.21),

19 [l z2(s2) < Clldllzs2) + ClH(P)] < Cllg* |l L2s2-
This proves the other inequality in (9.19) and (9.20).

Lemma 9.5. Suppose that ¢ = ¢(y,t), y € R, t > 0 is a function satisfying

|¢(yat)| < W,

with 0 < o < 1,

/ o(y,t)dy =0, Vt>0,
]R2
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and that ¢ is differentiable with respect to t and ¢; satisfies also

P (y,t)| < W-

/Wfﬁtg:%at/wéf)g

— (=27 +c(t)

Then

where for each t, g(y,t) is defined as

g:

Sle-

and c(t) € R is chosen so that
[ atwov@y=o.
RQ
Proof. Using the notation of the previous lemma, we have

- Prg = /}R2 U(ge +t)g =2 /52 (93 + Urd)-
We have
—Ag2tp — 2p = 2§, in S2.
And differentiating in ¢t we get
—Ag2thy — 2y = 2G;, in S (9.22)
Multiplying by g and integrating we find that

. 1 . o
Uig = *5/ A g — / gtg-
52 52 52

drg = —/ Aty
R2 52

Thus

Decompose as in (9.16) and find that

/ Prg = Z X (¥5):d
R? o
But from (9.22)

(Aj = 2)(0)e = 2(3)s-

We note that g; =0 for j = 0,1,2,3. Indeed, this is true for j = 0 by the assumption fR2 gU = 0.
By Lemma 9.2 this is true also for j = 1,2,3. Then

1 D VR
5/}1{? ¢t9*j§ Y _2(9])159]

and the desired conclusion follows from (9.18). O

9.3. A Poincaré inequality.

Lemma 9.6. Let Br(0) C R? be the open ball centered at 0 of radius R. There exists C > 0 such
that, for any R > 0 large and any g € H'(Bgr) with fBR gUdx =0 we have

C
=] eus[ wepu
R Br Br

Proof. Using a Fourier decomposition we only need to consider the radial case, that is, we claim that
if g(r) satisfies

R r
/0 g(r)mdr =0, (9.23)

then there is C' such that for all R large
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Let 0 < 6 < 1 to be fixed later on. From (9.23) we have

R . 5 ,
/6 g(r)mdr:—/o g(r)(idr.

1+172)2
But
R R
T 1 d 1
/5 g(r)(l—i—rz)eriii/(; g(r )%(14—7“2)(17"

1 g(R) 1 g(6 1/R , 1
it 21t ta ), YT

Therefore

L1g(@) _ 1 lg(R)l +1/’* ()

21+62 - 21+R2 " 2 J;

e | R
5.2 r ; g(r i r.
By the Cauchy-Schwarz inequality

+ 7‘2)2

R 1 R r 1/2
! < "(r)?— - 1/2
/6 lg" ()] 5.2 dr < </5 g'(r) ( )er) (log R — log d)

1+1r2

/05 |9(T)|ﬁdr < 5(/05 9(7’)2(rdr)1/2.

1+ 1r2)2
Hence
R)2 R & r
2 9( . / N2 2/ 2 .
g(0)* <2 i + 2(log R — log 6) i g'(r) 7(1+ ] dr + 40 ; g(r) 7(1—!—7'2)26#
We compute now
R
2 r - _ i
/5 90 Gy dr = / (1+7’2>
1 g(R)?> 1 g(5) /R oy 1
= 3ie e Tarse T, 9T
Using (9.24) and the Cauchy-Schwartz inequality we get
R 2 2 R
s T 1 g(R) g(R) / 2"
< _Z _ -
/6 g(r) (1+T2)2dr_ 21+R2+ iz + (log R — log 6) : g'(r) (1+T2)2dr
2 ’ 2 r 2 f 7ioN\2 r
2 —_— A —_—
+ 26 /0 g(r) (1+T2)2dr+ R /(S g'(r) (1+r2)2dr
1

R 1
+7AR2/ g(r)zfdr.

r
But > S%(HT) for r € [6, R] if A =4(1 + 5

<5) and R > 1. Choosing A = 4(1 +
we have

r 2 r 2 R 1ooN2 r
/5 g(r) mdrﬁ [2AR +2(10gR—10g5)]/6 g'(r) (

——d
1+ 1r2)2 "
2 ’ 2 r
45 ——d
4 [0 it
With 6 > 0 still to be chosen we get from (9.24) for 0 < z < §
R)? R r 0 T
2 < 9l 2(log R — 1 / "(r)? 42/ S
g(.’E) ~ R4 + (Og ng) o g(?"') (1+T2)2 r+4dx 0 g(’f’) (1+T2)2 r
Integrating we get

§ r g
/ g(r)2md7’ < (52 + 210gR/
0

(9.24)

é%)andREQ

(9.25)

o r
)dr+(5/0 g(r) mdr. (9.26)

55
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Using the condition (9.23) we obtain

R r R ’I“2
L ot =5 ) 00 ()

1 R? 1t 2
— Sg(R)—Y = " ar
29T e 2/0 9=

Then
2 . [ 2 r
R)* <4R ! dr.
98" < /0 AT
Using this combined with (9.26) we get

/(S (r)grdr<624/R ’(T)ZLdr—FMO R/R ’(T)Qédr
o MRt =00y T ey 2o T ey

5
4 2 r
+9 /0 g(r) 7(1+r2)2dr.

Taking § = £ (this fixes A) gives
’ 2 r f 2
r)——=dr < 4(lo R+l/ "(r)? ——=dr
| a0 ar < atog R+ 1) [0
Combining this with (9.25) we get

r

f 2 r 2 f 2
_ dr< / — _dr.
o0 G < R [ 0P

O
10. LINEAR THEORY: A DECOMPOSITION
Here we consider
9:¢ = L¢] + Bl¢] + h, inR* x (7p,00), (10.1)
¢('77_0) = ¢0 in R2~ '

The results of this section are going to be used later only in the case of radial functions, so we make
this assumption here. We write in the rest of this section ¢ = ¢(y, ) = ¢(p, 7), where y € R?, p = |y|.

The operator B is assumed to be one of the following two:

Blg] =((1)(2¢ +y - Vo) =((T)V - (y9), (10.2)
Blg]l =((T)y- Vo, (10.3)
where
1
¢(r) = —T]iOgT +O(T(log7)1+f’0>’ as T — 00,

for some constants (5 > 0, 0 < g < 1.
We assume that ||h||.. < oo where

|2+ = inf K, such that
‘h(va)‘ SK ! ! min(]-»i)v 7—>7—07 y€R2a
m(log 7)™ (1 + [y|)0+7 ly|©
where v > 1, € > 0, 0 > 0, m € R. This is the same norm as in (8.6).

7_6/2

We also assume that h has zero mass
/ My, 7)dy =0 for all 7 > 79, (10.4)
RZ

and the same for the initial condition

/ Pody = 0. (10.5)
R2
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It follows from the equation (10.1), (10.4), and (10.5) that the solution ¢ to (10.1) defined in §8
satisfies

o(y, 7)dy =0 for all T > 7p.
]R2
We recall the decomposition of ¢ introduced in §9.2. Given ¢ : R? — R with sufficient decay and

mass zero, we let g = % — (=A71)¢, and define a so that [p.(g+a)Udy = 0. Then define g* = g+a,
Yt =9 —a(l+ 32), and

ot =¢— gzo. (10.6)
Actually a is directly computed by
1 1 1
=—— | Ug=— [ UA)Top=— [ Tyo. 10.7
¢ 8T R2 g 8T R2 ( ) ¢ 8 /]1%2 O(b ( )

In the time dependent situation a = a(7) and all functions depend on y € R? and 7.

A difficulty to obtain estimates is the presence of a kernel in the linear operator if B = 0, since
Zy satisfies L[Zy] = 0. It can be proved that the solution ¢ of (10.1) with zero initial condition and
2]l < oo has the bound

log 7\ 2¢0—20
) s
log T

and probably this estimate cannot be improved much. Also ¢ has a some decay at spatial infinity
and in particular it has finite second moment

[ oty dy < 0. 7>
R
Therefore Zy doesn’t describe well the class of solution we want to consider, even for the case B = 0,
in which {(7) = 0.

A better candidate to describe the solutions ¢ of (10.1) with zero initial condition and ||h[ .. < oo
is obtained by considering the initial value problem

sup|o(y, )| < O
Y

{ 0, Zp = L[Zp] + B[Zp], inR? x (19,00), (108)
ZB(-,TQ):ZO in R2. .
where Z, is defined as
Zo(p) = (Zo(p) = mz U)o (7). (10.9)
and mg, is selected so that
/ Zody = 0.
R2
Note that since Zy has mass zero and decays like 1/p* we have mz, = O(%)
We will then consider the problem
{ 0r¢ = L[¢] + B[¢] + h, in R? x (7p,00), (10.10)
(-, 10) =12y in R?, .
for radial functions ¢, h, ¢g, where ¢; € R is a parameter. We assume that ||h||.. < oco.
Proposition 10.1. Let us assume that 1 < v < %. Then there is C' > 0 such that for any 7

sufficiently large the following holds. Suppose that ||h||.. < oo is radially symmetric and satisfies the
zero mass condition (10.4). Then there exists ¢ such that the solution ¢ = ¢~ + $Zy of (10.10)
satisfies

R 2
)] < CLE L ..
1
6™ (p,7)| < CFOR() bl (10.11)
where R(T) > 0 is defined by
R(r)? = —— (10.12)

(logT)4’
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where 0 < ¢ < 1, and

1
=—. 10.1
1) = ~ormy (10.13)
Moreover ¢y is a linear function of h and satisfies
R 2
o < HIRCDT
(log )11
We always decompose ¢ as in (10.6):
1, an)
= —=7
o=+ %
and write
¢ -1 L9 -1 1
9=~ (80 g =~ (FA)T9

Let us denote

~—
(V)
N———
[
~
N

w(r) = (/R?\BR(,)(O) Ug(r (10.14)

The strategy for the proof of Proposition 10.1 is contained in the following lemmas. The first one
is an a-priori estimate for the solution, assuming that a(T%) = 0 for some T5.

Lemma 10.1. There is C' such that for 1o large the following holds. Suppose that |h||« < oo is
radially symmetric and satisfies the zero mass condition (10.4) and consider (10.10). Let ¢, a be
the decomposition (10.6). Suppose that for some c¢; € R there is Ty > 7 is such that

a(TQ) = 0.
Then
f(n)R(1)
(logmp)t—1
f(T)R(7)
(log o)1
f(10)R(70)?
(log 7o)t —4

la(T)| < C [Allw, T € [10,T2] (10.15)

lw(T)| < C |hllsx, T € [70,T2] (10.16)

] < C 1A . (10.17)

The constant C is independent of To and c;.

There is a variant of the previous lemma, where the hypothesis a(T2) = 0 is replaced by an
assumption about its time decay.

Lemma 10.2. There is C such that for 1o large the following holds. Suppose that ||h||« < oo is
radially symmetric and satisfies the zero mass condition (10.4) and consider (10.10). Let ¢, a be
the decomposition (10.6). Suppose that for some ¢1 € R,

# € L*(rp, 00).
Then
la(7)] < Cmuhuw, > 7 (10.18)
()] < O il 7> 70 (10.19)
[STS CWHMM. (10.20)

Lemma 10.3. Let Zg be the solution to (10.8) and write it as Zp = Z3 + 27y according to the
decomposition (10.6). Then az(T) # 0 for all T > 9.

Lemma 10.4. There is C' such that for 1o large the following holds. Suppose that |h||« < oo is
radially symmetric and satisfies the zero mass condition (10.4). Then there is a unique ¢; € R such
that the solution ¢ = ¢ + $Zy of (10.10) (as in (10.6)) satisfies (10.18), (10.19) and (10.20).



INFINITE TIME BLOW-UP IN THE KELLER-SEGEL SYSTEM 59
In the first results we do some computations and obtain some estimates, which are used as technical
steps in the main argument.

The next lemma is a calculation to help us deal with the term B when we multiply the equation
by a suitable test function. It holds for operators more general than B as in (10.2) and (10.3). Let

Blg] = Gi(T)¢ + Ca(T)y - Vo,
with (1 (7), C2(7) satisfying

IGi(T)] < TlogT for all 7 > 79 (10.21)
Lemma 10.5. We have
Blglg*| < ¢ U(gh)2dy +c‘ ( )| —11Vg LU |2 (10.22)
R2 TlOgT R2

Proof. We have
[, Bty = [ [+ (- Velg dy.

By Lemma 9.3 and the hypothesis (10.21) we have

G(r /¢g y’ TIOgT/RZU(gL)Qdy. (10.23)

Let us write

[y vewswar= [ v Voo war+ "2 [ 49zt wan
R2 RQ RQ

We claim that

v V¢L(y)gL(y)dy‘ <c, (g7)2Udy. (10.24)
Indeed, we write
/ y~V¢l(y)gL(y)dy=/ y~V(UgL)gl(y)dy+/ y - V(Up) gt (y)dy. (10.25)
RZ RQ RQ
But
/ y-V(UgL)gL(y)dy=/ y-VU(gL)Q(y)dyﬂL/ Uy-Vgg*(y)dy
R2 R2 R2
=/ y~VU(gL)2(y)dy+%/ Uy - V[(g™)?(y)dy
R2 R2
=5 v VU Pu - [ U6 Rea,
and so

/ y~V(Ugl)gL(y)dy‘ < C/ (g7)*Udy. (10.26)
R2 R2
The second term in (10.25) is:

/ y - V(UYL g* (y)dy = / (y- VU g (y)dy + / Uy - Vot )g* (v)dy.
RQ RZ RZ

We estimate the first term above
1/2 1/2
(v- vzf)MHy)dy’ <o [ wHrvay) ([ o ruay)
R2 R2 R2

<C [ (gh)?Udy, (10.27)
R2

by (9.20). To estimate [, U(y - Vi) g*(y)dy we write it using radial symmetry:
U Vt)gt(y)dy = 2m /0 U(p)(™) (p)g™ (p)p*dp.

We use that ¢ satisfies
Ayt Uyt =Ugt inR% ¢t(p,7) >0 asp— oco.
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Then, by the variations of parameters formula, since that fRQ Ugtzody = 0, we have

W)= 400) [ U0 a5 [ Ut e
where Zj is a second linear independent function in the kernel of A + U satisfying
[Z0(p)| < C(|log p| +1).
We then compute
| v @ oitan =1+ 1
where

h= /O‘X’ / T UU () (0)20(r)g (g (0)pPrdrdp

/ / l (())U( )zé(p)ZOO )g (T‘)gj‘<0> 27«d d A
0 p p T p
We di]ectly Check ‘hat

L+ Ll < C / (g4 2Udy.
RQ

From this we get that

/Rz Uly - Vt)g*(y)dy| < C Rz(gL)ZUdy. (10.28)

Combining (10.25), (10.26), (10.27), (10.28) we obtain (10.24).
Next we claim that

/ y~vzo<y>gl<y>dy\ < CIVg U L. (10.29)
R2

Indeed, write
y - VZO =V (yZ0> — 2Z0 =V (yZ() — QVZ()) — 4ZO

where zj is defined in (9.2) and satisfies the linearized Liouville equation Azg + Uz = 0. We have
used here that Zy = Uzy. So

/ y-VZo(y)g* (y)dy = —/ (yZo — 2V20)Vg'dy — 4/ 9" Zody.
R? R2 R?
But [g. Zogtdy = [ Uzogtdy = 0 by Lemma 9.2, and |yZy — 2V zo| < ﬁ, 0

1

1 3 1
-VZ L(y)d <c/7v“’d < C|VgtU7=||e.
/Rzy 0(y)g—(y) y‘_ (R2 (1+|y‘)4| 9| y) <CVg Uz

This proves (10.29).
From (10.23), (10.24) and (10.29) we conclude the validity of (10.22).

O

In the next lemma we get an estimate for fRQ ¢g’, but with right hand side that depends on the
solution.

Lemma 10.6. We make the same assumptions of Proposition 10.1. Let f be given by (10.13), w be
defined in (10.14) and let R : [19,00) — (0,00) be continuous. There is ¢ >0, >0 and C > 0 such
that for 1o sufficiently large, if

2
sup 247 o ¢ (10.30)
TZTOTIOgT
then
2 2
67- 1 C / 1 <C 2 h 2 Ca(T) CW(T)
o0+ [ oot < CrapInE, + 05 +c*E,

for some constant ¢ > 0.
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Proof. Equation (10.10) can be written in the form
0.6 =V -(UVg )+ B[#] +h, inR? x (r5,00).
We multiply this equation by g and integrate on R2, using Lemma 9.5:

1
787/ ¢gl+/ UlVg*f? :/ B[¢}gL+/ hg™. (10.31)
2 R2 R2 R2 R2
Let H = (—A)~'h, and observe that, since h is radial and fR2 hdy =0,
VA =[5 [ b msis| < O
,T)| = |- s,7)sds| < T e ————.
’ P Jp (14 p)ote
It follows that
/ hgt|=|| V-VHg:|=|| VH Vg*
R2 R2 R2
1
< f/ U\Vgi|2+c/ \VH*U!
2 R2 R2
1
<5 [ UV P+ Cre? e,
R2
This combined with (10.31) gives
so- [ oo+ 3 [ ove P <| [ B+ crerie. (1032
We use the inequality in Lemma 9.6 to get
i/ (gL—éﬁ)QUS/ UlVg*|?, (10.33)

for some ¢ > 0, where

1
—1 1
dr = 7/ g U
fBRU Br
/ (gl)2U=/ (gL—§$)2U+2/ ngéU—/ (g%)°U
Br Br Br Br

/ (g7)°U < 2/ (9" — 9%)°U + C(gg)*.
Br Br

From

we get

so, using (10.33),

C
o BR(QL)QUS/ U|V9l\2+CR2(gR) :

for a new ¢ > 0. This implies

c 1
i [ v < [ UVt o [ Ut
R2? Jgo R2VE R? R2\Bg
Using that gt = g + a we get
2
% (gl)QUS/ U|VgL|2+C 5 (9 )+C—+C—. (10.34)
RQ
But
/gLUdyz()
R?

and this implies

SO
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This combined with (10.34) gives

c w2

ﬁ/ (gl)zUS/ U|Vgt? +C +C—.

We use this together with (10.32) to obtain (for a new ¢ > 0)

30 o0+ [ v [ et
/RQB[QS]QL

We obtain from Lemma 10.5 and the assumption (10.30) that
C
Blglgt| <
R2 Tlog T
C
<
~ tlogT

<

9 5 a2 w2
+ ORI+ Cpg + C g (10.35)

f&f V2Udy +(7|()‘nv L7 e

132 la(7 )|2 Rr Lrrig2
| vy + BHE 0 9 U

la(7)[?
0R2 (9 Y2 Udy + —— 7 + 2| VgtUz|2.. (10.36)

Taking ¢ > 0 small, and combining (10.35) and (10.36) we get
1 Ca? w?
3 I 1\277 < 21012 4+ Y4 W
o, [ o0t + 15 [ @"PU < CIORINE + G+ Cag

By Lemma 9.3 we obtain
0. [ o0t [ o0t < CrPInIE. + 0l O
R
for some constant ¢ > 0, which is the desired conclusion. O

The next lemma provides a pointwise estimate for g = 2 — (—A~1)¢ assuming a certain bound
for |U/2g]| 2.

Lemma 10.7. Assume v > 0. Let ¢ be the solution to (10.10) as in §8. Suppose that 71 > 19 and
lg(PU? || L2eey < Kifi(r), 7 € [ro, 1), (10.37)
where K1 > 0 and

fi(r) = log )"

Tv—1 ’

where p € R. Then

%k k 1
U()gly. 7] < C (K + L] jeal

R R O T

T € [10,71].

Proof. We define
go = Ug7
and obtain from (10.1) the equation
a'rg() = UaTg = a‘r¢ - U(_A_l)a'rq5

—-v. [Uv(g—;)} —U(=A) V- (UVg)] +h—U(-A)"1h

+ Blgo] + B[U¢[g0]] — U(=A)~"(Blgo + Ut [go])), (10.38)
where we regard 1[go] as the operator that maps gg to the unique radial solution to
~AY—Up=go inR% (p,7) =0 asp— occ. (10.39)

We note that this problem has indeed a solution since fR2 gozody = 0 by Lemma 9.2, which is unique
by imposing ¥ (p,7) — 0 as p — oo in the radial setting. This solution is given by the variations of
parameters formula

vlp.) = 2alp) [ " o) z0(r)r dr + 20(p) / " go(r. )20 (r)rdr,
p

where Z is a second linear independent function in the kernel of A+ U satisfying |Zo(p)| < C(]log p|+

1).
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We compute
V- (UVyg)=AgU +VU -Vg=A(gU) — VU - Vg — gAU,

and hence
(=A)THV - (UVg)] = —gU — (=A)7' [VU - Vg + gAU]
=—gU —v
where
vi=(=A)"YV - (goVTy)). (10.40)
We write (10.38) as
d-g90 = Ago — Vgo - VLo + 2Ugo + Blgo] + h (10.41)
where
h=Uv + B[Uv[go]] — U(=A)"*(Blgo + Ut[go]]) + h — U(=A)"'h. (10.42)
Note that since we are working with radial functions, we can integrate (10.40) explicitly and obtain
v(p,7) = / go(s, 7)Tq(s)ds. (10.43)
P
We claim that for any y € R?:
A (1] s 1
Rl e (B, <C|K;+ T)——————, T E |70, 7] 10.44
[Flleem,wn < C(Ki + 55 o) T e (10.44)

Indeed, let us start with

/ T lo()PU (o) pdp < / ( / " U)g(s)sas)” / " U 4 v(pdp

S

1
< CHQU2 ng(Rz), (10.45)
which follows from (10.43) and Holder’s inequality
Let us write ¢ = 9[go] and 1/; = 1) oII, where II is the stereographic projection. Writing (10.39) in
S? and using standard L theory we find that for any p > 2
> ~ 1
]l Los (s52) + IV 52| Lo(s2) < CllgU? |2 (®2),

which implies

1
p p =
ol + ([ [90P01) < CllgH e (10,15
R
Let y € R2. From (10.37) we see that
1
lgo (s Tl 2By () < CK1f1(T)W7 T € [10,71),
and from (10.37) and (10.45) we have
1
[Uv( ) r(Biy)) < CELA(T) ————=, 7 € [0, 7. (10.47)
v (1 Jy)*>
Similarly, inequalities (10.46) and (10.37) imply
1 1
IBIUgollll o (B, () < CK1Lf1(7) 7 € [10, 7] (10.48)

Tlog 7 (14 [y[)*’
Let’s estimate
(—=A)H(Blgo + Udlgo]]) = i (r)(=A) " (y - Vgo + Utlgo])) + C2(7)(=2) " (g0 + Ut[go])-
Note that ¢ = (—A)~'¢ = (=A)~'(go + Uv). But we can estimate ¢ from
oo 1 o0
(o) = 20(p) / —mr [ m()sds > (10.49)
Then (10.37) yields

C 1 1
< — 2| r2(p2y <
[Y(p,7)| < 1 +pH9U 22y < CKy fi(7)

1+p

, T Em,ml, (10.50)
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and so
1

L Jyf>”

Concerning the term (—A)~!(y-V(go+U1))), we notice that if we let w = go+U®, then [p, y-Vw = 0,
and

U(=A)" (g0 + Utlgo))| < CK1f1(7) 7 € [r0, 1) (10.51)

(-8 Vo)) = [ (e )dr — 20(p. 7).

Using (10.37) and (10.50) we get

1
[(=8)" (Y- V(go + U¥))(p,7)| < CKLfi(7)7 > 7€ [70, 71]-
From this and (10.51) we find that
1
—A)! < —_— : :
|U(=A)"(Blgo + Uv[go]])(y, 7)| < CKlfl(T)TIOgT(]_ T T € [10, 1] (10.52)
Finally the estimates
[Pl 1

2l o (By )y + U (—=A) " Rl o (By () < C (10.53)

1\7T
R(mo) ™ (14 g7
are directly obtained.
Combining (10.47), (10.48), (10.52), and (10.53) we deduce (10.44).

From equation (10.41), the estimate (10.44), standard parabolic L? estimates restricted to By (y) x
(max(7 — 1,70),7) and embedding into Holder spaces, we deduce that

[ollex _lea] 1
T S C{ K1+ + , € [10,71]- 10.54
‘go(y T)| = ( 1 R(TQ) f1(70)>f1(7_) (1 + ‘y|)2 T [TO Tl] ( )
This is the desired conclusion. We also get from (10.54):
[Plles lea] 1
u(y,7)| < Cl K1+ T)——=, T € |[1,T1] 10.55
0.7 < O (Ko 4 i + e O e o Hos)
O

In some of the proofs below the following barrier will be useful. Consider the equation
Oy = Agsp+h in (19,00) x R®
¢(10,) =0
where Ags is the laplacian in R®. Suppose that h has the estimate

1 1
Mo S ey

(10.56)

for some 7v,b € R.
Ifvy<3andy< g then there is a barrier satisfying
1

1 1 1
PO S Com s

C1———o .
™ (L +yl/v7T) (L+Jyl/vT)P
Indeed, we can consider all functions to be radial and write p = |y|, y € RS. Let

P(p,7) = %g(\%), (= \%- (10.57)

Then
1
7Y+

- 5 - 5
0.6 = (00 + 20,)6 =~ =1 7€) + 29/0) + 56/(0) +290(0)]
Let g1(¢) = W Since v < £ we have

1" 5 ! !/
[+ 210 + 5+ 190 = G <2,

2
for some ¢, M > 0. Let go(¢) = e~ be the Gaussian kernel, which satisfies

(O + 295(0) + 595(0) + 390(6) =0,
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Let g = C1go + g1. Since vy < 3, we can find C] large so that

-l + %g’(C) +59(0 + 19(0)] 2 ﬁccb

Then ¢ defined by (10.57) with g = C1go + g1 is a supersolution to (10.56).

¢>0.

In the next lemma we improve the spatial decay of g = % —(=A7Ye.

Lemma 10.8. Assume 1 < v < %. Let ¢ be the solution to (10.10) as in §8. Suppose that 71 > 79
and

lg(U> || L2 gey < Kafi(r), 7 € [r0,71),
where K1 > 0 and

(log )"
7-1/—1

fi(r) =

where p € R. Then

Il e |
R * 7o) MO T

[U(p)g(p,T)| < C(K1 + T € [10,71]. (10.58)

Proof. We us the same notation as in Lemma 10.7 and consider (10.41) for gg = Ug with h defined
in (10.42). We are going to use barriers to estimate gq.

We claim that h satisfies
IIhH**) ( 1 1
T +
i) OG0 Tlogr (i + 1ol
Indeed, from (10.54) and (10.55) we find that

iy, 7l < € (K1 + ). reloml  (1059)

]l |
R MO T

To estimate B[U1[go]] we use (10.50) a similar estimate for 0,1, and the assumptions on (1, {2 in
(10.21), to obtain

|~ Uv+h—U(-A)"1h| < C(K1 + T € [0, 7). (10.60)

1 1

|B[UY[go]| < CKM(T)@W’

T € [10,71].

This, (10.60) and (10.52) prove (10.59).

To get better spatial decay we construct a barrier and apply the maximum principle to equation
(10.41) in (R%\ Bg,(0)) x (10, 71), where Ry is a fixed large constant. Several of constants C' below
depend on Ry but we will not keep track of the explicit dependence.

The linear operator for go in (10.41), acting on radial functions with p = |y|, is given by:

B 1 4p 1
0rg0 ~ [Ago = Vg0 - Vo + Blgo] +2Ug0] = 0790~ 0ppto ~ —0p0 ~ 1 29p90 + O3 )0

1 1
090+ O( =) P00
Tlog T 90+ Tlog T Ppgo
The main part outside of a ball Bg,(0) with Ry big is given by 9; — 0,, — %8,).
By (10.59) we need to construct g; such that
0:g1 — [Ag1 — Vg1 - VDo + Blgi] +2Ug1] >

where

1 1
hi(p,7) = f1(7)<(1+p)6 + TlogT(1+P)5).

To construct gp, let 0 < ¢ < 1, and let g1 (p) be radial and solve
in RS,

—Aeg1 = T4 o7

such that g1 (p)(1 + p*~?) is bounded below and above by positive constants. Let

g1(p,7) = fl(T)gl(p)XO(#> + C4 7_2_19/2{11(;1)/\5)5 +Cy TJ;_(;)Q e*é,
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For appropriate 6 > 0, C1, and Cs, the function gy (p, 7) is a supersolution in (IR{2 \ Br,(0)) x (10, 71)

for the right hand side h;. More precisely, writing M = R2™7 (K, + Hh(”*’)‘ + 4 TO) le1]), we have
(0- = [A=V(-)-VIo+ B]) Mgy > |h|, in (R*\ Bg,(0)) x (10,71),

Mgy > |go|, onp=Ro, 7€ (9,71),

because of Lemma 10.7, and
Mgl(TO) > |01U920|» in R27
where
Zo 15
92, = 77 — (=8 %,
is the function g associated to Zy defined in (10.9). We note that Ugz,(p) < Cﬁ and is supported
on p < 2,/79. Here we are using that v < % + g.
Using the maximum principle we get

[l el 1
900,71 < C (K i+ 50 S ) ()
The constant C here depends on Ry, but Ry is fixed and we will not keep track of the dependence of
C on Ry.
By (10.43) and (10.49) we have

[T 1 1
) < (8 + %5 + ) ) (e + e )

We can now repeat the argument with a new barrier. Consider go(p) the radial solution to

T € [10,71].

- 1 . 6 -
A 71+p6+‘7 in R®, 011+p4 < 92(0) < CQW, (10.61)
where ¢, co > 0. Let
hi(7) hir) g
920, 7) = Fi(Diaoxo(57) + O e T O e

For appropriate constants §, C1, Cy, and assuming that v < 2 — g we get a suitable supersolution
and we obtain
1

(1+p)*

Rl lea
R(ro) " i(m)

90y, )| < C (K + 5 A7)

This proves (10.58).

The restriction on v were v < % + g and v < 2 — g. Choosing 9 = i we find that for v < g both
barriers work. g

The next result is a technical step used in several places.

Lemma 10.9. Let ¢ : R? — R be radial such that [z ¢ =0 and |¢(y)| < W for some o > 0.
Let g = % — (=A)"1¢ and assume that ||g||p~ < co. Then
o()| < oAl (10.62)

1+ lyh*
Proof. Let ¢ = (—A)71¢. Since 1 satisfies
—~AY—Uyp=Ug inR?* (p)—0 asp— oo,

we have necessarily

/ Ugzody = 0.
RZ

We have the variations of parameters formula

P(p) = z0(p) /00 ﬁ)zr /00 Ug(s,T)zo(s)sdsdr, p>1. (10.63)

From (10.63) we find
[W(p,7)| < Cligllpe.
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This and the formula ¢ = Ug + U1 gives (10.62).

O

Next we give a proof of Proof of Lemma 10.1, but first we point some estimates of Z; defined in

(10.9). Using the general decomposition (10.6), we write

Zo = Zi + 5%

By (10.7)
1 1
i=— [ ToZy=2+0(270)
8 R2 70
Hence Zj satisfies
. . a(T
Z(0) = Zo(o) — " 24(0)

= (Zolp) = mzU(p)xo (=) — (1+0(

Vo

:O(logTo 1 )
70 1+p4

log 9

))Zo(0)

70

(10.64)

Proof of Lemma 10.1. We let R be defined by (10.12). We multiply equation (10.10) by g+ and

integrate in R?. Using Lemmas 10.6 and 9.3 we get

c Ca?
5T/ b9t + —5 / pgt < CF()? |2, + =5 +
R2 R? [ R

(Lo, 7
]RQ\BR(T)

for some ¢ > 0, where

w(r) =

Let us write

w(T)?, (10.65)

R?

)1/2

1@lloo, 1> = 1l oo (70, 12),

and note that

P N =
— (0.8} -—_— (0.0}
sz 00, Ts ’ Rf 00,T>

The following inequalities are valid for 79 < 7 < T. From (10.65) we get

or [ oat+ g [ oo < (it + gL+ gl

By Gronwall’s inequality and Lemma 9.3 we get

Listro screrner(ue. |l gL, + o)

where

D(ro) =

(10.66)

log 7

f(70)R(7o)
and we have used (10.64).
From (10.66) we find

[ #*v <crerne
.

Using Lemma 10.8 we get

Vgl < CHR (5

1

el L1

where we have used that for 7y large, zg:gg <

1
f(T0)R(70)%"
We use this to estimate

1

/RQ\BR ¢2U < Cf(T)ZR(T)Q(R(TO) A s + HRL%HOO,TQ +

a 12
_|_
.

e+ |57 i, + T R+
Blrg) 1 TR e, R(70) | RF oo

)

To

C2D(TO)2
" R(ro)?

Rt 77 o+ ) 008

ol 1 ) 1
(o) R(m0)2/ (1+ p)*
(10.68)

1 w
R(1) HFTfHoo$2

el )
Vi) R(0)2/)
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which implies
w(T) 1
<C
R(T)f(r) — (R(To)
We deduce that

w 1
Il 57, + e )

a
+ HR?fHoo,TQ * Rin

HleHoo,n < C(%Hhu** + HR%fHOO’R + \cl\if(m);(mp). (10.69)
Combining this inequality with (10.67) we obtain
Lo70 < 056 (e + g7y + 1o ) o)

and with (10.66) we get

1\2 2 2 a 1 2
/]R?(g )°U < Cf(1)°R(T) (HhH** + HRiz'fHoo,Tz + |61|W) . (10.71)
Going back to (10.68) we find

o 1 a 1 1
Uglo. )| < CHORE (g bles + ]| g7 L+l fmm) T (1072
Using Lemma 10.9 we also obtain
60,7 < CHORE? (g e + | s |+l s ) oy (1073
T R(ro)" " T IR2 flloo, 1y f(10)R(79)?/ 1+ p*

We multiply the equation satisfied by ¢ (10.10) by [y|*x0(%), and integrate on R?
Y Y
o, [ olvlxo(f)du= [ (@) + mlaPxoCay+ [ BlellyPxol )y
RQ

R'(7) 2 Yy ¥y
——— | dlyl*Vxo(5)  =d 10.74

where R’ = dR . Now integrate from 7 to T and use the decomposition (10.6).
We 1ntegrate (10.74) from 7 to T, use the decomposition (10.6) and that a(72) = 0 to get

Mogr<| [ [ wloto) + mluPratgsyivas| + | [ [ Biotolufxo(ls s
H|[ RO / ¢<s>|y\2vXo<R§’S)>-%dyds
+] / o Tl iy o]+ | [ o0l (0 ). (10.75)
By Lemma 9.4 and (10.71)
[, 1ty <cro([ o mro )"
<cre ([ wmre)”
< CI R (I1hl]oe + HR%fHOO’Tz + mm). (10.76)

Analogously,

/. ¢L<Tz>|y|2xO(R(yTQ))dy\ < CrmR@ P (I + |57 ] .+ ol )
< O @REP (Il + || 7|, + |cl|m). (10.77)

Integrating by parts

/T2 / s)]lyl Xo(Rg(JS) )dyds

T2 1 2 Yy
< d d
_C/T SIOgS/RQ [Py, s)|lyl XO(R(S)) yds

T:
1 2 Y
0 [ o [ 10l lduds. (1075)
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Let’s estimate, using (10.73)

Ts 1 y
/r SlogS/ |¢(y’8)|‘y|2X°(R(s))dyds

T> a
<¢ [ omera(gaglitle gzl o + ol i)
< Cf(rﬂ%(rf(

Wl + || ]|+ lerl s )
* % o ¢ Ul 5 |-
R(ro) R2fllsom, ™ f(70) R(70)?
The second term in (10.78) is even smaller, and we deduce that

T>

)dyds

< CHE)RI? (g bl

|l
R2f OO,TQ

2 Yy 1
|y| XO(R( R(To)

s)

+ |Cl|

;)
f(T())R(TO)2 ’
From (10.73) we also get

L[ oY) - s s
<C/ i §>)f s (gtlles + | 5], + o1 7y )

< C’f(T)R(T)2<m”h”**

T R'(S)

+ [ea ]

a 1
*HR?HM W)'

Next we look at
/ Lld]lyPxo(%)dy = *2/ UVg-yxo(2)dy - l/ Ulyl*Vg - Vxo()dy
- R - R R Jo R
:2/ QZOXO(E)deré/ gUy - Vxo(L)dy
R R
1
7/ glyPVU - Vxo(Z 7+
We have fR2 9Zy = 0 by Lemma 9.2 and therefore, using (10.72), we find that

/QZOXO( Y )dy’ﬁ/ 9Zody
R? R(7) Rz\BR(,> 0)

1
< f(r )( R )|| H**—i_HRZfH + e 1|W)-
The remaining terms in (10.81) are estimated using (10.70) or (10.72) and we get

g\yleAxO(%)dy

[ elProts] < oo (st + ] + ol

Therefore
T2 Y 2] q 1 a
/ / $)lyl? Xo( g5y duds| < CI(T)R(7)*(logT) (R(TO) **+HRTfHooT2
1
bl )
Finally

T>

< Cf(r)R(r)*(log 7)1 h| s

y
hly\ Xo RG) )dyds

From (10.75), (10.76), (10.77), (10.79), (10.80), (10.82), and (10.83) we get

() log < AR08 7Y (Wil + | 7 |, + 10l sy

69

(10.79)

(10.80)

(10.81)

(10.82)

(10.83)

(10.84)
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Assuming 7q large, we deduce that

[ 757].., < Tomrgis (1Al + bt s ) (10.85)

Note that a(mp) and ¢; are related. Indeed, the initial condition is ¢g = 0120 = gzbol + @Zo with

&1

=— [ Z7T
a(7o) oy /RZ olo,
by (10.7). We note that [p, ZoI'g = 167 + O(*°%£™). So by (10.85)

F(0)R(m 1
e < Clotm) < O 4ot
For 7y large, we deduce that
f(10)R(70)?
< Cla(m)] < CTPEROT ... (10.56)

This proves (10.17). Replacing this in (10.85) we get
C

—— < ————— |||y 10.87
HRQf Hoo,T2 B (lOgTo)l_q || H ( )
which proves (10.15). Combining (10.69), (10.86) and (10.87) we obtain (10.16).
Finally, we also obtain from (10.73)
f(r)R(r)?
C h] sk 10.88
.7 < CHDREE L (105
0

Proof of Lemma 10.2. The proof is a slight modification of the one of Lemma 10.1. Using the same
notation as in that proof, mtegratlng (10.74) from 7 to Tp > 7 yields

[ ooz )u= [ ol ())
/T2 /Rz h)lyl XO(RZ(/S))dde

/T2/ Blo(s)]lyl xO(R)dyds

T R/
/ ST f5) - sy
Similarly to (10.84) we obtain
a 1
a(r)ltog T < CF)R) tog ) (Ihles + || g7 | _ . +1erl fmypa)
+ Cla(Ts)|log(T»). (10.89)

The assumption f;;# € L*(7p,00) implies that
lim a(7)logT = 0.
T—>00

Letting T — oo in (10.89) we obtain
1
a(M)|log T < CF(1)R(T)?*(lo T"(h**—FHLH +67>.
)10 7 < CFEVR(r) log ) Ikl + | g ..+ el Fry ey
Then the same argument as in Lemma 10.1 gives the estimates for a, w and c¢;. O

Proof of Lemma 10.3. Assume to the contrary that there is some Ty > 7y such that
az(Tg) =0.
Then by Lemma 10.1 az(7) = 0 for 7 € [1g, T2]. But by (10.7)
1 log 7
alm) = - [ ToZo =2+ OCE™) 20,
81 R2

which is a contradiction. O

70
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Proof of Lemma 10.4. We let T}, be a sequence such that T, — oo as n — co. Let ¢ be the solution
to (10.1) with initial condition equal to 0. This solution exists but for the moment we don’t have any
control of its asymptotic behavior as 7 — oco. Let ¢+, a(7) be the decomposition (10.6) of ¢. Let
Z%, az(1) be the decomposition (10.6) of Zg. Using Lemma 10.3 there is ¢,, € R such that

a(T,) + chaz(T,) = 0.
Let us define
On =0+ cnZp,
and let
bn = 05 + 520

be the decomposition (10.6) of ¢,. Then by Lemma 10.1 we have

T 7—2
on()] < CHIEE e, 7 € 0, T
fonl)] £ LD ., 7€ fro T3
T T 2
eal < ©LEIETO. iy

(log9)'~4
Moreover, we also have the uniform estimate

f(R(r)? 1

<
‘¢n(p, T)' — C(logTo)l_q 1 +p

717l

for T € [19,Ty,] from (10.88).

By using standard parabolic estimates, passing to a subsequence we may assume that ¢, — ¢; and
¢n — ¢ locally uniformly in space-time, and that ¢ is a solution of (10.10) for some ¢; such that

f(70)R(10)?

<C
o] = (logmp)t—1

1] s

Moreover ¢ satisfies

f(R(r)? 1
(log79)'~2 1+ p

and writing the decomposition (10.6) as ¢ = ¢ + $Zo we have

[¢(p, T)| < C 7 l1ll

T)R(T)?
o)l < LD ...
We also get
fon()] £ ¢ LD ..,
where w is defined in (10.14).
The uniqueness of ¢ is a consequence of Lemma 10.2. g

Proof of Proposition 10.1. We have already constructed ¢ and ¢; in Lemma 10.4, we have the unique-
ness of ¢ and the estimates for a and ¢; in Lemma 10.2.

We only need to prove the estimate for ¢ stated in (10.11). By the construction of ¢ in Lemma 10.4
and (10.71), (10.86) and (10.87), we get

|62 < CrePREPIE, > (100)
R2
We claim that from this inequality we have
1
Ulgt(y, )| < Cf(N)R(T) ———— ||h|lss., T > 70

The proof of this estimate is similar to that of (10.58) in Lemma 10.8.
Indeed, we define

95 =Ug™
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and obtain the equation
1

ot =+ (09(35)) - vi-2719 - (05 ()
+h—-U(-A)"'h
+ Blgy] = U(=A)"'Blgg] + BUtgy] — U(=A) "' B[U¢[g5]

+d(r)U + gB[ZO] - gU(—ArlB[ZO].

Here the notation 1[gg] is the one introduced in the proof of Lemma 10.7 in (10.39).

(10.91)

To get an estimate for the solution we need an estimate for a’(7). Since g* = g+a and [p, Ugt =0

we have
1 1
a(t) = Ug(r)dy = —— | go(7)dy.
T JRrR2
But integrating (10.38) we find
0. [ oy =~ [ U2 (V- @)y~ [ U(-2)hy
R2 R?

]R2
- /RQ U(=A)"(Blgo + Ut[go]])dy,

which gives the expression

0 =g [ VA (V- 0V )ay+ - [ U-a)hay
+ % - U(=A)"Y(Blgo + Ut[go]])dy.

We claim that
' (7)| < C(T)R(T) ||l

Indeed, we have
/ U(—A)_l(v-(Uvg—O))dy :/ TV - (UVgt)dy = — | VU-Vgtdy
R2 U R2 R2

= AUg™ .
R2

Then, by (10.90)

-1 9o L2\ 2
U V- (UV < U
< CF(T)R(T) ||| s
We also have, for the case of the operator (10.2),

[ v By = [ Tablan] =¢() [ 1Y - o)y

= () [, VLo yUgdy

But by construction and (10.70), (10.86) and (10.87), we get

(/R2 92(_’])1/2 < (Cf(T)R(T)QhH**

log 7)1~

so, using (10.93)

/R2 U(—A)l(B[gO])dy‘ < Tli{r(/w Ug2)1/2

c 1 )
< o Togrye VB I

< CF()lIAll
< CFT)R) A -

The last term is estimated similarly and we get (10.92).

(10.92)

(10.93)
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Repeating the argument in of Lemma 10.7 we obtain from (10.90)

1
g (v, 7)| < Of(T)R(T)lth**W'

An argument similar to Lemma 10.9 gives

640, 7)) < CHI)R() ——— |Alle.

(1 + Jyl)

We have an estimate for ¢ stronger than (10.11) under a stricter assumption on v.

Lemma 10.10. Let us assume that 1 < v < % Under the same assumption of Proposition 10.1 let
¢ = ¢+ £Zy be the solution of (10.10). Then

e WlsvT

|67 (y, 7)] < CR(T)F(7) ||| s
W yl = v,

Proof. We write (10.91) as

drg9 = Agy — Vg - Vo +2Ugg + Blgg ] + ha (10.94)
where

hy = ~U(=2)"1(V - (95 VT0))

—U(=A)"'Blgg] + BU¥[gy]] - U(=A) "' BUlg ]

+d'(n)U + 5 BlZo] - SU(-A) " BlZ]

+h—U(=A)""h.
Then, similarly to (10.59), we have

~ 1
hi(y, 7)| < Cf(r)R(T)||h||sx ————.
|ha(y, 7)) (T)R(T)[IA] 05 )"
Let
1 . p f(T)R(7) 1 fDR(T) o2
= — A A i
7o) = TR oo (512) + 420 o A e
where —Agg3 = ﬁ with g2(p) = 0as p — o0, f v < %7 for appropriate positive constants J,

Ay, Ag, and C, the function C||h|.g" is supersolution to (10.94) in {(y,7)|T > 70, |y| > Ro}. We
deduce that

N min(1, ﬁ)

l9o (v, 7)| < Cf(T)R(T)HhH**W~
An argument similar to Lemma 10.9 gives

e W <VT
i 7 <C R Bl s 1+]y|
6 ()| < CHORE ] {H v

O
Proof of Proposition 8.1. By Proposition 10.1 there is ¢; such that the solution ¢ to (10.10) has the
properties stated in Proposition 10.1. We recall that by (10.88) ¢ satisfies

f(OR(T)> 1
(log70)' =71+ p

[6(p,T) < C 71 llex- (10.95)

We will construct a barrier to estimate ¢ for |y| > Ry, where Ry is a large constant. We consider
the equation (10.10) in R? \ Bg,(0) written in the form

d:¢ = A¢p — AVT (Ve + 2Ud + B[¢] + h, (10.96)

where
h=—-VUV + h.
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Since ¢ = (—A)71¢, from (10.95) we get

f(OR(T)? 1
(logmo)!=41+p

VY (p, )| <C 3 172fl-

This gives

f(R(r)* 1
(log7o)l=21+p
By (10.97) and the definition of the norm ||A|.«,

; fORE? 1
< JR—
i) = C oS e e (1 ) Il

where we have used that o + € < 2. Let g2 be defined by (10.61) and let

p.7) = IR Panto (522) + a LPETE
SORGE, 2

+A2726 4T,
T

VU -Vy[<C

<17 (10.97)

Then for suitable positive constants §, A;, As, and C, the function C(log7y)?!||hll.«¢ is a super-
solution to (10.96) in {(y,7)|T > 70, |yl > Ro}. For this we need v < 2. Moreover |¢(p,7)| <
Co(p, 7)(log70)47||h]l«x at p = R by (10.95). By the maximum principle

6(y, )| < Coly, 7)(og 70) Ikl |yl > Ro.

This gives the explicit bound

W@JHSngfgiu+pﬁnm(LiffﬂHmww
O
We include here some results that will be useful later. Let
Zo = L|Z].
Lemma 10.11. The function Zo satisfies
120(0)] < € = (10.98)

and is supported on p < 271g.

Proof. Let ) = (—=A)"'Zy and g = % — 1. By (10.9) and using that Zy = Uz, 2o defined in (9.2),
(ZO — Mgz, U)

X
g = 2Tty = ox —max — ¥,

where x(p) = Xo(\/%)- Note that Z, has mass zero and support in By, /- 1t follows that 1) has also

support contained in By s and then g has support contained in By /. Therefore Zy = L[Zy] =
V - (UVg) has also support contained in By /75

To get an estimate for Zo let us write
U= (=A)"(Zo —mz,U)x) = (=A)"" Zo + ¢,
where
1 = (=A) "N Zo(x — 1) = mz,Ux).
Since Azg + Uzp = 0 and lim,_,+ 20(p) = —2 we have (—A)"*Zy = 29+ 2. So
Y=z0+2+1
Hence
g=z(x—1) —2—mzx —
and so
Zy = L[Zy] =V - (UVyg)
=V - (UVzo(x — 1)+ 20Vx —mz,Vx — Vii1)). (10.99)
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Using radial symmetry and myz, = O(%) we get
1
To(1+p)
From this and (10.99) we get (10.98). O

[Vii(p)| < C

Consider the initial value problem
Or¢1 = L] + Blp1] in R? x (19, 00),
1 A[ 1] 2[ 1 (70, 00) (10.100)
(7251(',7‘0):Z0 in R=.

Lemma 10.12. Let 0 <y < 2. Let 1 <y < %

1
Jo(r) = T
and let R(7) be as in (10.12). Then the solution ¢1 of (10.100) satisfies
Folr) R(r)? Y
, <C min(1, —
00 < O R ™ ()

Proof. A suitable modification in the proof of Proposition 10.1 gives the following result. Consider
d;¢ = L[¢] + Bl¢] in R? x (19, 00),
S, (10.101)

#(- t0) = ¢o +c1Zp  in R,

Then there is C' > 0 such that for any 7y sufficiently large the following holds. Suppose that ¢q is
a radial function with zero mass in R?, supported in By ﬁ(()), and such that

<M .
[G0(0)] < M
Then there exists ¢; such that the solution ¢ of (10.101) satisfies

fo(r)R(r)? 1 min(l 71/2)2+’7
fo(r0)R(70)? (1 + p*) ’ '
Moreover ¢ is a linear function of ¢y and satisfies

[6(p, )| < CM

1

<CM-—"-——.
jer] < (logmp)t—1

Let us apply this statement to ¢y = L[Zo], which is radial, with mass zero, support in Bgﬁ(O),
and satisfies

1 1
< -
[60(0)] <~ 151
by Lemma 10.11. Then there exists ¢; such that the solution ¢ to (10.101) with ¢o = L[Zo] satisfies
: fo(r)R(r)? T
| <cC mm(l, —) 10.102
(e )l 70.fo(70) R(70)* (1 + p*) ( :

We claim that ¢; = 0. To prove this, we multiply (10.101) by |y|? and integrate on R? x (19, 00).
Let’s work with

Blg] = ¢(T)V - (yo).
The case of the operator (10.3) is similar. Then we get

0. [ atw.luldy=~20() [ w7y,
R2 R2
because [, L[¢]|y|*dy = 0, see Remark 9.2. Integrating
[ sty =06 [ Sy = e [ ZawluPan
R2 R2 R2

because [po L[Zo]|y|?dy = 0. Using the asymptotic expansion of ¢ one gets

—2 (7
e fTUC—)OO, as 7 — OQ.
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But the bound (10.102) implies that

lim oy, 7)|yl>dy = 0.

T—=00 Jpa

This only can happen if ¢; = 0.
We deduce that ¢; defined in (10.100) coincides with ¢, and then (10.102) holds for ¢;. O

11. LINEAR ESTIMATE WITH SECOND MOMENT (RADIAL)

We will prove in this section Proposition 8.2 in the radial case h(p, 7).

=

Proposition 11.1. Let 0 < o0 <1, e >0 witho +e <2 and 1 <v <min(1+ §,3 - %,3). Let

0 < q < 1. Then there is C' such that for o large the following holds. Suppose that h satisfies
|2]lo,m 640, < 00 and

/ h(y,T)dy = 0, / Wy, 7)|y|*dy = 0.
R2 R2

Then the solution ¢(y,T) of problem (8.9) satisfies

Il/,m,ﬁ-{-o,e-

19l —1.m+ 54240+ < CliR

To describe the idea of the proof more easily let us consider for a moment the equation (8.9)
without B:

{¢( 9r¢ = Lg] + h(y,t) in R x (7p,00) (11.1)

1) =0 inR?
The idea is to formally apply a suitable left inverse L™ of L to (11.1) (to be defined later on in
Lemma 11.1). If we call ® = L™'¢, H = L=1h, then we would like to solve

0,® = L[®] + H(y,t) inR?x (rp,00) (11.2)
®(-,7) =0 in RZ |

In order to get good properties of H, in this step we have already used that h satisfies the second
moment condition. At this point we would like to apply Proposition 10.1, which gives a decomposition

@:@LJF@ZO.

Note that &1 decays in time like 1/77~/2 and so ¢ = L® also decays in time like 1/7%~/2, which is
better than the estimate provided by Proposition 8.1. It turns out that H decays in space like 1/p**
so we can’t apply directly Proposition 10.1 to (11.2). What we do is concentrate H by solving first
a nicer problem. We write ® = ®; + &5 where ®; is asked to solve

0-®y = Lo[®1] + H(y,t) in R* x (10,00)
@1(',’7’0) = 0 in RQ.

where

Lo[é] = V - (UV(%

Lemma 11.2 below deals with ®;. Then the problem for &> becomes
0;®y = Lo[®y] + L[®1] — Lo[®1] in R? x (79, 00)
®y(-,79) =0 in R?.

)) =A¢— V- Vo +Ug. (11.3)

It turns out that the right hand side in this equation has better spatial decay and we can apply
Proposition 10.1.

In the next lemmas we give some preliminary results, and the proof of Proposition 11.1 is given at
the end of this section.

We define the inverse of L that we use. For h : R? — R define ||h]|; 640, as the smallest K such
that

|h(y)] <

K 1 ly| < /T
T e ) /2
T |52 Iyl > VF

which depends on 7, treated as parameter here, o, and €.
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Lemma 11.1. Let o,e > 0. Let h = h(p) be radial and satisfy ||h|+ 640, < 00 and

/ hdy—/ hly[*dy = 0.

Then there exists H radially symmetric such that L[H] = h in R? and satisfies
||H||T74+U,e < CHhHT,G-&-me (11-4)

Moreover, H defines a linear operator of h and satisfies

Hdy = 0. (11.5)
R2

Proof. Write the equation L[H]| = h as
V. (UVg) = h
where g = % — (=A)"'H. We choose g as

- /:O Wl(r) /07’ h(s)sdsdr.

90| < Cllhllnspme 4 G307 PSVT
poTe p > \/F

Using that [z, h = 0 we check that

Now we solve Liouville’s equation
Ay —Up=Ug inR? (p) =0 asp— oo,
Since [g2 hly[*dy = 0 we check that
/ gZpdy = 0.
R2

Then we can use the variations of parameter formula, and get

1
e < T
|w(p)| < C||h||7',6+a,e (1—t72)2+
p27—+<7+5 P 2 \/’7-

Then define H = U(g + ), which is the desired solution, and note that it satisfies (11.4). Property
(11.5) follows from H = —Ag) and the decay of 1. O

To take into account the operator B we define

Algl =y- Vo,
and compute
Ao L[®] — Lo A[®] = V- (®Uy) — 2L[®] — V - ((y - VU + 2U)V(=A)"1®). (11.6)
Indeed, write ¥ = (—=A)~1®. Then
L®=A®—-VIy-V®—-VU - -VVU +20U. (11.7)
By direct computation
AAD = AAD — 2AD (11.8)
A(VT-V®) =V(ATy) - VO + VI - V(AD) — 2VT, - VO (11.9)
AVU -VU)=V(AU) - V¥ + VU - V(AY) — 2VU - V. (11.10)

But —AVU = @ and therefore
—A(AT) + 2AT = AD.
Applying (—A)~! gives
AV = (—A)"HAD) +20.
Substituting this into (11.10) we obtain
A(VU -VU) = V(AU) - VU + VU - V[(-A)"H(A®) + 2T] — 2VU - VT
=V(AU)- V¥ + VU - V[(-A) "' (AD)]. (11.11)
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Combining (11.7), (11.8), (11.9), (11.11) we find that
AL® = LA® — 2L& + 4UD — 2VU - V¥ — V(ATy) - VO — V(AU) - VU + 2A(U)®.

But
—2VU - V¥ —V(AU) - VU = -VZ, - V¥
= -V (ZyV¥) — Zy®,
so that
ALD = LA® — 203 +4UP — V(ALy) - VO + 2A(U)® — V - (ZoVVY) — Z .
Using that

2AU)D — Zy® = —2UP + A(U)D
we then obtain
ALD = LA® — 209 4+ 2UP — V(ALy) - VO + A(U)® — V- (Zo VYD)

Let’s consider the terms 2U® — V(ATg) - V& + A(U)®. Noting that V(ATy) = V(y- V' +2) = Vzq
and that Zy = 2U + A(U), we can write

2UD — V(ATy) - VO + AU)D =2UP — Vzo- VO + AU)D
=Zp® — V- (Vz®) + Az ®.
But Azg+ Zy =0, so
AL® = LAD — 2L -V - (Vz®) — V- (Z, VD).

We can again write Vzg = V(y - Vo) and using the radial symmetry of the functions I'g, 2o and the
notation p = |y|

Vo = %a,,zo = %ap(papro) = yAT, = —yU.
Then
ALD = LA® — 21L& + V - (yUD) — V - (Z,VT).

This proves (11.6).
Formula (11.6) leads us to consider the following equation for ® = L~1[¢]:

{ 0-® = L[®] + B[®] + (1 (r)A[®] + H in R? x (7p,00) (11.12)
O(-,79) =0
where
A[®] = L7V - (®Uy) — V - (ZyV(-A) 1)),

Zo(y) = 2U(y) +y - V,U(y), and B has the same form as B:

B[®] = Ci(T)y - VO + Go(7)®
with (1), (o(7) satisfying

1Gi(T)] < TlogT for all 7 > 7. (11.13)

and (; satisfies the same restriction, that is, (10.21).

The next lemma allows us to reduce to an equation like (11.12) but with a right hand side with
more spatial decay.

Lemma 11.2. Let 0 >0, € >0 and 1 <v <min(1+45,3—%). Let H(y,7) be radial in y and satisfy

H(-,7)=0 (11.14)
RQ

and |H ||y ma+o.e < 00. Then there exists Hy and ®1 such that
87<I>1:L[<I>1]+B[<I>1]+H7H1, mn R2 X(’/"o,OO)
@1(-,7‘0) =0 n R2.
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Moreover ®1 and Hy are linear operators of H and satisfy

C T p<ANT
|®1(p,7)| < ﬁ”H”V,m#HU,e (1t€)+2;2 (11.15)

T (log T) (1+p)4+a+6 p 2 \/F

C 1 16+a PS T
H P, T S ——||H v,m,4+o,€ ( +p)€ ) 11.16
(07| € o 1 o {(1+,:)éia+e o (11.16)
/ $ydy =0 (11.17)

R2

Hy(-,7) = 0. (11.18)

R2
Proof. Write the operator L as
L[¢] = Lo[¢] = V- (UV(-A)"'¢)
where Ly is defined in (11.3). Consider the problem
0,;®1 = Lo[®1] + B[®1] + H, in R? x (79, 00),
{@1(.,70) =0 inR2%

The idea is to formally apply Ly ! to this equation. Similarly to the proof of (11.6) we compute

Ao Lo[®] — Lo o A[®] = V - (®Uy) — 2Lo[®).

This leads us to consider the problem

8T(§:L0[é]+31[‘i)]+ﬁ, in R2 X (7’0700)7
} (11.19)
(-, 10) =0 in R?
where H is a radial function satisfying
Lo[H]=H inR?
and R X o }
Bl[q)] = Cl(T)y -Vo + CQ(T)‘I)
with
A ~ 1 N ~ ~ 1
_ :o( ) _ _9 :o( ) 11.20
G = Glr) =0(o=)s Galtr) = alr) = 26u(r) = O o — (11.20)
by (11.13).
We claim that there is a choice of H, which defines a linear operator of H, and satisfies
|+ 1+ p)VH| < C——— [ Hlpmaroc { 08 77 VT (11.21)
7V (log ) AFpztete P > \/7T
Indeed, the equation Lo[H] = H for radial functions has the form
H
oo (1)) =on
We select the solution
. [T r
H(p,7) = U(p)/ / H(s,T)sdsdr.
o rU(r) Jo
Using (11.14) we get (11.21).
Instead of (11.19) we consider
8T(i>1 = ARziH — VI - Vél + Bl[él] + ﬁ, in R? x (7’0,00)7 (11 22)
®y(-,70) =0 in R2, .

We then have the following estimate for ®:

1 < T
|u,m,4+o,e { (1t€)+e/2 p= \/> (1123)

@] <
Tiprese P VT

I1H
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For the proof of this we construct a barrier. First we find a solution to

A2y — VI - Vo + =0 inR?

A+ e
¢1(p) > 0 as p— oo.

The equation may be integrated explicitly, noting that

1 4

and that the constants are in the kernel of this operator. We then have

> 1 " 1
¢1(P)/p r(1+r2)2/0 (1+S)2+05(1+32)2d5d7’

and this implies
, C
[¢1(p)| + (1 + p)|1(p)] < A+ 07

Let
x(p,7) = Xo((s\%),

where xo € C®(R), xo(s) =1 for s <1 and xo(s) = 0 for s > 2. Define ¢ = Wgﬁlx. We have

(9r — Mgz + VI - V)oy

1 Cy
> —
= v(log 7)™ (1 +p)2+oX Tu+0'/2+1(10g7-)m X{8\/T<p<26\/T}>

for some C7 > 0, § > 0 (assuming 7y large). Now consider

1 1 1 _o2
0 = e ag Ly plyrprere 0T T e og

Tv+o/2(log 7)™
A computation, using (11.20), shows that
¢ = A161 + Azps + Ashs

satisfies
_ % < VT
(0, — Ags + VT -V + B)p > ————  Thopre 7= -
T (IOgT) (1+p)2+(r+e P Z \/F
for some ¢ > 0. This step needs v — 1 < 5 and v + § < 3. By comparison, we find that ®, satisfies
(11.23).

The solution ®; of (11.22) satisfies
0,1 = Lo[®] — U, + B1[®] + H
Applying Ly to this equation we find that
Dy = Lo[®]
satisfies
0,®) = L[®y] + B[®,] + H — H,

with

Hy ==V - (UVT) + Lo[UD]+ (V- (21Uy), Ty = (—A)"'®y. (11.24)

Let us verify that ®; and H; satisfy the conditions stated in (11.15), (11.16), (11.18). Indeed,
from standard parabolic estimates and (11.23) we have

~ C % <V
Vo < | Hllymaroe s TP v (11.25
v m ym,4+o, T /
T (IOgT) W 14 Z ﬁ

Differentiating in y;, j = 1,2 the equation (11.22) and using standard parabolic estimates, together
with (11.21), (11.25) we obtain

- C aEe PENVT
|D2(b1| S WHH”y,mA—&-O‘,e { (1—5_?3»5/2

(11.26)
e P=VT
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The definition ®; = Lo[®;] and the estimates (11.23), (11.25), (11.26) give the estimate (11.15).
We compute

H = -VU-VU, +U®, + VU -V®, + UAD, + V- (9,Uy).

Note that [p, ®1(-,7) = 0. So, by a direct radial computation of ¥; = (=A)~'®; and (11.15) we
obtain

C arae PSVT
IV (0, 7| € o [ H v agoe § 2N
7 (log) Trprere P2 VT

This estimate and the ones already obtained for ®; (11.25), (11.26) and for ®; (11.15) yield

9 e <VT
i) < oo s | T2 P VT
T (log T) (1+p)6+g+e P Z \/’F
which is the desired estimate (11.16).

Finally, the zero mass condition (11.18) follows from the form of H; (11.24) and its decay. The
mass condition for ®; (11.17) follows from ®; = Ly[®;] and the decay of ®; (11.23) and (11.25). O

Next we would like to obtain a result similar to Proposition 10.1 for the problem (11.12). In order
to simplify this step, we will modify this equation by allowing a parameter in the initial condition.
This technical obstruction will be removed in the proof of Proposition 11.1. Thus we consider

{ 0,;® = L[®] + B[®] + (1) A[®] + H in R? x (9, 00)
P(

N (11.27)
7o) = 1 2o,

where Z is defined in (10.9).

The next result allows us to say that if in equation (11.27) the right hand side has fast decay, then
we can decompose the solution similarly as in Proposition 10.1. This result is an extension of that
proposition to an equation that has the extra operator A in it, which is treated as a perturbation.

Lemma 11.3. Let0<o<1l,e>0,0+e<2,1 <1/<min(1+§,3—%,%). Let 0 < g < 1. Then
there is C > 0 such that for 7y sufficiently large and for H radially symmetric with ||H ||y m at0,e < 00
and

/ H(y,7)dy=0 for allT > 19
R2

the solution ® to (11.27) can be decomposed as ® = Py + @Zo with the estimates

1 1 T
P , T < C|\|H v,m o€ q InlIl( 77)
@0 (p, 7)| 1 H |lym 4+, T”_%(logr)m“‘f 1+ [y))2 [yt

1
< H v,m € 1/ Nomta®
(7)) < CIH e ooy

Moreover ®y and a are linear operators of H.

Proof of Lemma 11.3. We will treat the operator A as a perturbation and therefore consider
0.® = L[®] + B[®] + H in R? x (19,00)
- (11.28)
q)(',To) = 61Z0.

Let ®1, H; be the functions constructed in Lemma 11.2. Setting & = &1 +Po, (11.28) is equivalent

to the following equation for ®o
0-®y = L[®y] + B[®y] + Hy, in R? x (75, 00),
- (11.29)

(I)Q(',To) :chO in R2.

We now apply Proposition 10.1 to (11.29). We have that ||Hil|/ym 640, < 00 by (11.16), Hy is
radial and satisfies the zero mass condition (11.18). By Proposition 10.1 and Lemma 10.10 there
exists ¢; such that the solution @ of (11.29) satisfies

D(y.7) = 23 (5.7) + 2 24(0)
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with the estimates

—_— <
DL (y,7)| < C [ H1[lvm,6+0,e (1T+ y])2 lyl < v (11.30)
T”‘*(logT)erz W lyl > V7,
Yy
|CL(7')| <C ||H1||V7m16+0’75

T (g P (11.31)

(We are ignoring the factor
function of H; and satisfies

W in the estimate of a(7).) We also know that c¢; is a linear

|Cl| SC ||I{11||V7m76+<776 )
m
~ (log mo) ™+t

Combining (11.15) and (11.30) we conclude that ®, the solution to (11.28), can be decomposed as

‘I’:‘I’(H-?Zo

where ®q(y, ) = ®; + 5 is radial and satisfies

||HHum4+Ue . 1 T
Oo(y,7)| < C o mm( ,—)
[®o(y. 7] =2 (log 7)™t 3 (T4 1ly)*" Iyl

and a(7) satisfies, combining (11.16) and (11.31),
1
la(T)] <C

Tv=1(log 7)™+ |
We summarize the previous finding as follows. Given H radial satisfying [, H(-,7) = 0 for 7 > 79
and || H||v,m,4+0,e < 00, let us denote TO(H) =&y = ®; + @3 and T,(H) = a(7) so that the solution
@ of (11.28),is & = @y + 27, = Ty[H

||1/,7n,4+0',e~

T.[H]Zy. Then Tp, T, are linear and have the estimates

]+
HTO[H]HO < C||H||Vm4+0'e (1132)
HT [H}Ha < O||H||Vm4+0 €5 (11.33)
where
_1 N 1
|%ollo=sup 773 (log )™ E |y (3. 7)|
>70, yER m1n<7(1+‘y|)2 , W)

lalla = sup 7~ (log 7)™ *|a(7)|.

T>T0
Moreover c; is a linear function of H and satisfies

[ |lv,m a+0.c

al<C .
fer] < “(log 1o)m+1

We will apply these estimates to treat problem (11.27), which can be written as the fixed point
problem

o = To[H + G A[Po + aZy]]
=Tu[H + G A[Po + aZy]]
By (11.32) and (11.33)
To[¢C1 A[®o + aZo]]llo + | Ta[¢1 A[Po + aZo]]||la < C|CLA[R0 + aZo][lv,m a+ae-
We claim that

€1 A[Do] « < C15 "o, (11.34)
for some ¥ > 0, where C' is independent of 7y, and
C
AlaZ v,m o,€ S N N1+a . 11.
I AfaZollm e < oy lalle (11.35)
Assume for the moment that (11.34), (11.35) hold. The we see that
C

[0)) < —(||® a C\H|lv,ma+0,e-
ollo+ llall < o5z (19oll + llall) + CIH 5o,

For 7y large this gives
[@ollo + llalla < CllH|v.m.ato.c;
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which is the desired result.

For the proof of estimates (11.34), (11.35) we will need the following property. If ® satisfies
|®(y)| < W for some k£ > 0 and [, ®dy = 0, then

V- [@Uy — ZoVV¥]|y|Pdy =0, ¥ =(-A)"'d. (11.36)
R2
Indeed,
|V @UlsPay=-2 [ avlPay=2 [ avvlyPay
R2 R2 R2
_ —2/ VU - V(U dy
Rz
=-2 VU - yZydy
R2
and

/ V - (ZoVO)|y|*dy = —2/ ZoVU - ydy.
R2 R2
To prove (11.34), let us write ¥y = (—A)~1®q. Then
Al®o] = LTV - (RoUy — ZoV¥o)].
Using the definition of L~ given in Lemma 11.1 we have that

L7V - (®Uy) =V - (ZoV(=A)"1®)] = Ug + Uy

where
> Z,
0.7 == [ [otsm)s = g5, as, (1L37)
p U(s)
and v is the decaying solution to the Liouville equation
—AYp —Uy =Ug.

From the definition ¥ = (—A)~1®y and using that fR2 Pydy = 0 we have

1 oo
0,Vo(p,7) = ;/ D (s, 7)sds
p

which gives the estimate

1 10%(%) < \/7_
|(9p\110(p, T)| S CH(I)OHO—”_l o . 1+p P> )
V73 (logT)™m T2 % p> /T

Then formula (11.37) gives

1 log®(3¥2) p< V7,
(log 7)™*3 = p>/T

1 T
<C|® i (1’ *)-
= || 0”07_1,_%(10g )m+%—2 i p2

lg(p,T)| < C”(I’OHOTV_%

-
We note that by (11.36) we have [, Ugzody = 0. Then, 1 has the estimate

1 1 T
,T)| < C||® - min(l,—).
5 < Ol (1

It follows that A[®g] = Ug + Ut satisfies

1 1 T
A[®ol(p,7)| < C||® - - min( 1, — ).
A1), = Ol gt e min(L )

From this inequality we obtain (11.34).
The proof of (11.35) is similar. This time A[aZy] = Ugy + Uy where

q1(p,7) = —a(r) /poo [Z()(S)s _ i?((;)) 26(5):| ds,
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and 1, is the radial decaying solution to
—At¢y = U1 =Ugr.
We then obtain that
1 1
(log )7+ (14 p)F
From this estimate we deduce (11.35). O

|[AlaZo)(p, )| < Cllalla =

Before proving Proposition 11.1 as stated, we obtain a version of it for the problem
0-¢ = L[¢] + Bl¢] + h(y,7) in R* x (79, 00), (1138)
¢(,70) =12 in R, '

where
Zo = L[Zy).

Lemma 11.4. Let0< o <1,e>0,0+e<2andl <v <min(1+5,3-%,3). Let0 < g < 1. Then
there is C such that for mg large the following holds. Suppose that h is radially symmetric, satisfies

||h||u,m,6+a,e < 0o and

/ h(y,T)dy = 0, / h(y,7)|y?dy =0, 7> 0.
R2 R2

Then there exist ¢; € R and a solution ¢(y,T) of problem (11.38) that define linear operators of h
and satisfy

H¢||y7%’m+q7;1’4’2+a‘+e < C”hnu,m,ﬁ-&-a,e'

1
jea] = Cwllhllmm,ﬁme

0

Proof. Consider equation (11.27), where H is the function constructed in Lemma 11.1. By Lemma 11.3,
there is ¢; such that the solution ® of (11.27) can be decomposed as ® = ®g + %T)Zo, where ®¢ and
a satisfy the estimates stated in that proposition. In combination with (11.4) we find

1 1 T
B0(p, )| < Cllhllyom 610 min( —) 11.39
| O(p )| ” ” ,m,6+0, TVﬁ%(IOgT)er% (1+ ‘yl)g ‘y|4 ( )
1

<C|h v,m € 1/ Nmta®
)] < ClMllm b0 =077

1
7'6/71 (log m9)m+1

Moreover ®q, a, ¢, are linear operators of H.

|Cl| S C ||h||1/,m,6+o,e- (1140)

From standard parabolic estimates and (11.39) we obtain
1

=2 (log 7)™+ 3

[V@o(p, 7)| < Cl[h

. 1 T
mln((1+|y|)3,w>. (11.41)

v,m,6+0,€

We consider the equation for &g = & — a(;) Zy, obtained from (11.27), and differentiate with respect
to y;, j = 1,2. Using standard parabolic estimates, together with (11.39), (11.41), and the bound for

a'(7) in (10.92), we obtain

[D2®o(p, 7)| < Cllhllvim,6+o.c

1 1 T
i — ). 11.42
et " (T oE) (11.42)

Let us define ¢ = L[®]. Then ¢ satisfies (11.38) because L[Zy] = 0 and thanks to (11.39), (11.41),
(11.42) we find
1 1 T
) < CllAlbm Ue—qmin(i,—) 11.43
lp(p, 7)| 12l]vm.6+0, T”_%(logT)"l+5 1+ [yD* |yl® ( )

In the rest of the proof we show that

|¢(Pa T)| < C||h||l/,m,6+m6

1 1 {1 p< T

rHlog Tyt (L) | 5™ pz VT
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For this we consider the equation (11.38) written in the form

0-¢0 =A¢p — VIy\Wo+2U¢ + B[] + h, (11.44)
where
h=-VUV + h.
Using (11.43) and the radial formula for 1) = (—A)~1¢, we get

1 {(H_lp)s PS\E

Vi(y, )| < C|lh
| 77[}(9 )|_ ” ||y7m’6+076T”7%(10g7')m+% ﬁ PZ\E-

This estimate and the definition of the norm ||h||y m 6+0,¢, give

by, ) < €[] w WV
T
DTN (log rymrg 1m0t A W2 VT

We now construct a barrier very similar to the proof of Proposition 8.1

_ 1 . p 1 1
77— = A T o1, .4 = + A 3 q
¢(P ) ITV_f(logT)m—i_f gz(p)Xo(ﬁ) 2TV+§(10g7.)m+§ (1 4+ p/ﬁ)ﬁ-i-a—i-e
1 _0?

e ar
b
m+%

+ A
3 vt3 (log 7)

where o is the function (10.61). We consider (11.44) in { (y,7) | 7 > 70, |y| > Ro } where Ry > 0is a
large constant. For suitable constants Ay, As, As, C the function C||h||ym 640,69 is a supersolution.
This computation requires v < %

Moreover ¢(y,7) < Cl|h|lv.m.6+0.e6(y,7T) at |y| = Ro. The initial conditions also compare well.
Indeed, by Lemma 10.11 and (11.40)
1 1 1

1Bllom. 64,6 —

,To)| = ¢ V4 <Ceor—— T .6
|6(p,70)| = 1| Zo(p)| 7 (log o)™+ 70 1+ pb

and this is supported on p < 24/7,, so
|6(p, 70)| < Cllhllym6+a.e0(y, 7).
By the maximum principle

|6y, 7)| < Coy, T)lIhllvmo+oe |yl > Ro.
This finishes the proof. O
Proof of Proposition 11.1. Let qAS, ¢1 be the solution to (11.38) constructed in Lemma 11.4. Let ¢y
be the solution to (10.100). By Lemma 10.12 ¢; satisfies
T R(T)2 1
o R(m)? {1+ p)
where 1 < vy < %. Then the solution ¢ to (8.9) that we construct is given by
¢=0¢—cio1.

To get the desired estimate on ¢ we need to estimate |c1¢1]. Let f be given by (10.13). By (11.40)
and (11.45)

71/2 )2+0'+6

[¢1(p,7)| < C min(l,— , (11.45)

1 T(')’O_IR(T)2 1

l<c
lergn(p, 7)| < 78 Y (log 7o)+ T R(19)? (14 p?)

|

) 71/2 2404
mln(l7 —)
p

v,m,6+0,€

<ot R L in (1 2V

— logmoR(70) F(r)R(7) (1+p%) mm( ’ ) el 64-0.c
1 7—1/2 2+0+e€

< T i 1, — h v,m o,€

< CFORE g min(L-) oo

provided % 4+ v — 1y < 0. But 1y can be taken close to %, so we obtain the result by assuming v < %

in addition to the other constraints needed in Lemma 11.4, namely 1 < v < min(1+ §,3 - %, %) O
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12. LINEAR ESTIMATE WITH SECOND MOMENT (GENERAL)

A convenient property of problem (8.3) is that it can be split into Fourier modes. If we decompose

27

h(y,7) = ho(lyl, 7) + ha(y, 7), ho(pﬁ)z%/o h(pe®,7)do (12.1)
2m

80.) = dullyl. )+ G1(37). (o7 = 5 [ Do) (12.2)

then ¢ solves (8.3) if and only if ¢; solves (8.3) where h is replaced with h;, for ¢ = 0,1. If h = hy we
say that h has no radial mode.

For the proof Proposition 8.2 in the general case we will consider in a first step the equation (8.3)
but without the operator B, namely,

dr¢ = L[¢] + h, in R? x (1p,00),
#(-,70) =0 in R?
for functions with no radial mode, as explained at the beginning of Section 11. Later on, we will

consider equation (8.3) for functions with no radial mode, where we will treat the operator B[¢] as a
perturbation term that can be assimilated to the right hand side.

(12.3)

The main step in the proof is the following estimate, valid when the functions involved have no
radial mode.

Proposition 12.1. Let 0 <o < 1,0<e< 2,0 < v <min(l+ %,% —Z), m € R. Then there is a

C > 0 such that for any 7o sufficiently large the following holds. Suppose that h(y, ) has no radial
mode and satisfies ||h

v,m,5+0,€ < 00,
/ h(y, T)y;dy=0 forallT>m, j=1,2. (12.4)
RQ
Then the solution ¢(y,T) of (12.3) satisfies

1
|¢(y 7_)‘ < C||h||u,m,5+a,e (1+1|£,L)3+67 |y| < \ﬁ (12'5)
S logn)™ | e 2 VT

Proof. Since h(y,7) has no radial mode, all functions involved in the proof have also this property.
We use the notation from §9.2, particular g = % — (—=A)71¢, gt = g — a with a(7) € R such that

/ g (y,7)Udy = 0.
R2
But
/ gy, ) Udy =0
]R2

because g has no radial mode, so that a(r) = 0, g* = g, ¢+ = ¢. Then the proof proceeds as the
proof of Proposition 10.1 with some simplifications, since there is no need to estimate a.

We write (12.3) as
0,6 =V -(UVgH)+h, inR?x (9,00).

We multiply this equation by ¢ and integrate in R2.
Let R > 0 be a large fixed constant and let

() = ——

~ mv(logT)™’
Let Tb > 19 and let

[olloo,r, = sup (7).
TE[70,T2]

The following estimates are valid for 7 € [rg, T2]. As in the proof of Proposition 10.1 we get

[0 < CroP R (s + |17 ) (126)

o= ([, 20)

where
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Similarly as in Lemma 10.8, from (12.6) we get

Ut 7)) < CHOR(Wlmsrnc + | 1] ) oo

The proof is presented below. We use this to estimate

1= ([ 7)™ s o | ]

which implies

IA

CR_U ||h||1/,m,5+a,e + CR_U

R 00,12

v,m,5+0,€s

w
(7
by choosing R as a large constant.
Now we let To — 0o and find

w(r) < Cf(T)R|R} T > 7.

v,m,5+0,€’
The inequalities that follow hold for 7 > 7.
Combining (12.8) with (12.6) we obtain

|40 < CHEP R s 7> 70
R
and using (12.7) we also get
1
U ) <C R||h v,m 0, € 71 | N\3+g "
I g(y T)| = f(T) H || ym,5+0, (1+|y|)3+o-

87

(12.7)

(12.8)

Let 1) = (—A)71¢ so that ¢ = Ug + Ur). Using Lemma 9.1 and the previous estimate we obtain

K L
llog 7)™ (11 g

[y, )+ A+ |y VY(y, )] < C

v,m,5+o,€*

We consider the equation (12.3) in R? \ Bg(0) written in the form
00 =Ap— VI Vo +2Up + h,

where
h=—-VUV + h.
By (12.9) and the definition of the norm ||h]

v,m,5+0,€s
1 1 L yl<vr
e/2
7 (log 7)™ (1 + |y|)>te e = VT
Here we are using € < 2. Using barriers as in the proof of Lemma 10.8 we get

1 1 1 lyl < V7
Slte/2
Ty(logT)m (1 + |y|)3+a [y[2Fe |y‘ > \E

“_L(y7 T)‘ S OHh||1/,m,5+0',e

‘¢(Z‘/77)| < C||h||u,m,5+a’e

(For this we need v < 1+ £, v+ % < 2.) This proves (12.5).

Proof of (12.7). We define
90 =Ug,
which satisfies the equation
990 = Ago — Vgo - Vg +2Ugo + h
where
h=Uv+h—-U(-A)"'h
and

vi=(=A)"H(V - (90VT)).

(12.9)

(12.10)
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As in the proof of Lemma 10.7 we obtain

R
) <C K, 12.11
|90(y T>| = TV(IOgT)m(]. ¥ |y|)2 ( )
where
K = ] + |+
v,m,5+0,€ fR oo,Tg'
Applying parabolic estimates to (12.10) and a scaling argument we find
RK
Vgoly,7)| < C : 12.12
Vool TS O g @ ) (212
Using (12.11), (12.12) and go = gU we get that
RK
VU -Vg+gAU| < C .
| = O e (L Tl
We observe that for i = 1,2
V(UVg)y;dy = 0. (12.13)
R2
Indeed,
V(UVg)y; dy = — UVge; = / gVUe;.
R2 R2 R2
But from g = % — 1, = (—=A)"1¢ we have
—Ap— Uy = Ug = go.
Multiplying this equation by z; = VI'ge; defined in (9.2) and integrating we get
/ gUVFoei = 07
R2
which is the desired claim (12.13). We note that
—~Av=VU - -Vg+gAU =V -(gVU) inR?,
v(y) = 0 as|y| — oo.
Now we can apply Remark 9.1 and deduce that for any ¢ € (0,1) there is C such that
RK
l(y, 7)< C (12.14)

7 (log 7)™ (1 + [y)>~

We next estimate h. From Remark 9.1 and the assumptions on h, in particular (12.4), we have

[l
7 (log 7)™ (1 + [y])>~?”

[(=A)"'h)(y, )| < C (12.15)

for any 9 € (0,1). Also from (12.11) we have
R
K.
7 (log 7)™ (1 + |y])°
Therefore, from (12.15), (12.11), (12.14) we find that for any ¢ > 0
= RK [ 1

h(y, <C
1< O og rym LT+ Tyloe

|Ugo(y,7)| < C

7_6/2

1
) )

min(l,
We now use a barrier as in the proof of Lemma 10.8, in a domain of the form (R?\ Bg,) x (79, 00)
where Ry is a large constant. We let g(y) be the radial decaying solution to —Agg = W and

-
7V (log 7)™

Lyl

2
m + Che™ o7 :|

9(y,7) = iw)xo(55=) +C

Y 1 1
oVT ' rv3tE (log )m {(1+|y|/\ﬁ)
where

pw=min(5+ o +€,6 — ).
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We assumethat v < 7757 5, v<l1l+35,v+72 , and 0 + ¢ < 1. Since ¥ > 0 is arbitrary we
only need v < g — ”, v<l+gando <l Then for an appropriate choice of C7, Cs, the function
RKg(y,7) is a supersolution. By the maximum principle

l90(y, 7)| < CRKg(y, 7).
This proves the desired estimate (12.7).

U
Next we consider equation (8.3), which we recall,
0-¢ = L[¢] + Bl¢p] + h in R? x (19,00
¢ = L[¢] 2[¢] (70, 00) (12.16)
¢( 7'0) =0 in R".

For ¢ with no radial mode we can write
A
Blg] = (G(1)$ + Ca(t)y - Vo)xo (;y[)

Corollary 12.1. Let 0 < 0 <1,0<e <2, 1 <v <min(l+ £, 3 — %), m € R. Then there is a

C > 0 such that for any 7o sufficiently large the following holds. Suppose that h(y,T) has no radial
mode and satisfies

/ h(y, T)y;dy =0 forallT>m, j=1,2. (12.17)
R2
Then the solution ¢(y,7) of (12.16) satisfies

1
||h||u,m,5+a,e (1+1|EL)‘3+5» |y| < T
logT)" | himer, ol = V.
Proof. Using Proposition 12.1, there is a linear operator T so that given h with |||, m 540, < 00,

with no radial mode, and satisfying the condition (12.17) associates the solution ¢ of (12.3). Then
the solution ¢ of (12.16) can be written as

¢ = T[B[¢] + hl.

lo(y, 7)< C (12.18)

The estimate (12.5) implies
< [IBl¢]
Using standard parabolic estimates we also get

Y1V llvm 3+o.24c < IBIS] + hllvmsto.e

Next we observe that

||B[ ]||Vmo+ae = l
Then for 7y large we deduce the estimate (12.18). O
We are now in a position to prove Proposition 8.2 in the general case.

Proof of Proposition 8.2. We decompose h = hg + hy and ¢ = ¢g + ¢1 as in (12.1), (12.2). We apply
Proposition 11.1 to get

H¢O||u—%,m,+%,4,2+a+e < C”h”u,m,ﬁ—&-o,e-
To estimate ¢ we use Corollary 12.1. First we select 0 < ¥ < 1. Then note that
[[71
Then by Corollary 12.1 we obtain a solution ¢; of (12.16) such that

||¢1||1/,m,4—19,2+0+e+19 S C||h1Hu,m,6—19,a'+é+19-
This implies
H¢1 Hu——,m-&-2 4,2+0+e€ < H¢1 Hu—ﬁ ym+2,4,240+€
< C”h”l/ m,6+0,¢e-

To apply Corollary 12.1 we need 1 < v < 1 +5and v <1 + 9 5. Given 1 <v <min(1+ §,3 — %,g)
we can select ¢ € (0, 5) such that v < 1+ 5 and then proceed. This concludes the proof.
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O
13. THE OUTER PROBLEM
We consider the linear outer problem:
0:¢° = L°[¢°] + g(x,t), in R? x (to, 00
e [qﬁ.] 29( ) (to, 0) (13.1)
¢o('at0) =0, in R~
where
ol e x —&(t) _ (z-¢)
L%fp] == Ay — V, [PO( Y6 )} Vi = g A Vg

For g : R? x (tg,00) — R we consider the norm ||g||.« . defined as the least K such that for all
(z,t) € R? x (tg,0)

1 1 ‘= z— (1)

>t <K ) T 1
l9(, )] = (t—to+ A)(logt)? 1+ |C[b Vi—to+ A

where A > 0 is a constant.
We also define the norm ||¢||., as the least K such that
1 1 x—¢

Yz, )+ A+ |z — &)Vt (2, 1) < K 67
67, )|+ (At = DIV (o)) < K o T © = e
for all (z,t) € R? x (tg, 00).
We assume that the parameters a, b satisfy the constraints
b
l<a<4, 2<b<6, a<1+§. (13.2)
There is no restriction on .
We recall from (4.1) that we are assuming that
At)| € ——nrs, t>1 13.3
| ( )| = t(logt)g/ga 0 ( )
and
: C
€D < 5770 t>to, (13.4)
t2te

where 0 < 0 < %

Proposition 13.1. Assume that a,b satisfy (13.2), # is sufficiently large, and A, € satisfy (13.3),
(13.4). Then there is a constant C so that for ty sufficiently large and for ||g||.xo < 00 there exists a
solution ¢° = Ty [g] of (13.1), which defines a linear operator of g and satisfies

[6°[l+,0 < Cllgllx,0-
Proposition 6.3 in Section 6 follows from Proposition 13.1 with A = t.

Lemma 13.1. Let 2 < § < 6 and h(r) satisfy
A2 \I—2

M < T8 = e (13.5)
where X > 0. Then there is a unique bounded radial function ¢(r) satisfying
L°[g] +h=0 inRZ%
Moreover ¢ satisfies
C \—2
lo(r)] + (A +7)|0rp(r)] < =C (13.6)

(14+7/))pF-2 (r+ )82

Proof. The equation for ¢ is given by

1 4r
Orrio(r) + (; + m)&w(r) +h(r)=0, r>0.
We change variables p = § and let ¢(r) = ¢(5). Then we need to solve
_ 1 4p I
Dpp® + (; + m)ap%’ +h(p) =0, p>0,
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where

h(p) = A*h(Ap).
By (13.5)

- 1

The bounded solution is given by

?(p) = /00 m /OU h(s)s(1 4 s*)* ds dv.

By direct computation we get
C
7 1 0,0(p)| € ————
lo(p)] + (1 + p)|9,p(p)| < =k
and this implies (13.6).
d

Proof of Proposition 13.1. To find a pointwise estimate for the solution ¢° we construct a barrier.
Using polar coordinates x — &(t) = re'®, L° can be written as:

1 4r 1
L] = Do + (5 + 1523 ) O + 5 000
] Pt T a2) 0t 50me
First we construct a function (r,¢) such that
1 4r ~ 1 1
O =0 = (-4 s )00 2 .
{ ¢ r A24r2 I (t—to+ A)2(logt)? (1 47/t —tg + AP

Let

dalrt) = (S . —

(t —to+ A)e~H(logt)P L(1 + == )b/
Choosing a large constant C, ¢ satisfies
5 1 1
Oty — Orpthy — =0p1h1 2> ¢ ~ , forr>0,t>tg,
t r (t*to‘i’A)a(lOgt)ﬁ (1+ﬁ)b

where ¢ > 0. Here we require a < 4 and a <1+ %, which are part of the conditions (13.2). Then

1 4r 5 >

O¢ — Oy — (7 7)01 = {8 — Opp — =0p 4————<0,
{ i r + A2 42 J¥1 i r Yot r(r2 + A2) V1
1 1 A2
2 C o -4 |ar'¢)1|
(t —to+ A)*(logt)? (1 + m)b r(r2 + \2)
(13.7)
But
r b Cl 2
8T = —_ ey ¢ +A):|
. (t—to+ A)e(logt)? L (14 ;mg)b/21 2 «
and so
A2 A2 1 1
5 [0 < C : (13.8)
r(r? + \2) 2+ A2 (t —to + A)*(log 1) (1 + 1o )b/2H1

We note that for r < v/t — tg + A we have
A? A2 1 A2 1
—— 5|0 ] < <C - ;
r(r? +\2) 2+ A2 (t — to + A)*(log t)? (r2+ A2)2 (t — to + A)*=1(log t)?
where we have used that A > \(¢)2.
Let 15(r; A) be the bounded solution of

(13.9)

— |0 + (% + )\24717,2)57«}1/;2 = (TQiQXZ)Q r>0,

given by Lemma 13.1. Then 1[)2 can be written as

1/32(7”; A) = 152 (£>,
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for a function 1 satisfying

C

[2(p)] + (14 )5 (p)| < 2

(13.10)

Let
1 _
Vo) = (t —to + A)to1(logt)? Va(rs AH).

Then, using (13.10) and (13.3), we get

1 4r
[0 =0 = (5 + 57
1 )\2 a—1 B - (7“2 + )\2)2
(t —to+ A)*=1(logt)? (r2 + A2)2 [ a (t —to+ A * tlogt)w2(r) A2

—, rryr (r? 2)2
R

A A2
- 1 A2 [ B r2 4 A2 ]
= to £ A logd)? (12 + N2)2 F—tot Al

Therefore there is § > 0 (fixed independent of ¢y) such that for all ¢y large,

1 4r 1 1 A?

P E S A P A C forr<26vE (1311
{5* o (T+)\2+r2>a]¢2 2 (t—to+ Ay L(logt)? (12 +A2)2" " oVE - (13.11)
Let xo € C*(R) be such that xo(s) =1if s <1 and xo(s) =0 if s > 2 and define

(r,) = xo (5 ——)
Xs\T, = Xo S t—to—‘rA .

‘We consider

W = 11 + Mpaxs,
where M > 0 is a constant to be fixed later. We compute, using (13.7)

1 4r ~ 1 22
J— _ —_ > _ .
R R ere LAl O e p——" e R DL
1 4r ~
+MX5 |:at _arr_ (;+W)8T:|¢2+R(T,t), (13.12)
where
~ ~ 1 T
R = M 2015 — 20,205 = Y (9rrxs + 000 + 457550 ) |.

We have, by (13.10),

|R(r, )| < CaMN? (13.13)

1
(t—to+ A)*ti(logt)s’
where Cy is independent of M (although it depends on ¢), and is supported on v/t —tg + A <r <
25vVE—1to + A.
We claim that there is M > 0 and ¢ > 0 so that for all ¢y sufficiently large
1 4r 1

O — O — (- 4+ — )0 | >¢ : 13.14
[ i (r )\2+r2) }77/1 cta(logt)ﬂ(l—i—?“/\/g)b ( )
forall » > 0, t > tg.
Indeed, if r < §v/t —to + A, then from (13.12), (13.7), (13.11) and (13.9) we get
1 4r ~ 1
O —Opr — | -+ 5—= |0 |0 > ¢ =
|: ¢ (T >\2+’I"2> ] (t—to'f‘A)a(lOgt)ﬂ(l"‘ﬁ)b
_c A2 1
(r2 4+ A%) (t —to + A)*(logt)?
1 4dr ~
+ Mxs [3:& = Orp — (; + m)ar}ib
1
(13.15)

>c - )
(t —to + A)2(logt)?(1 + =—==)"
if M > C. Here we fix M = C.



INFINITE TIME BLOW-UP IN THE KELLER-SEGEL SYSTEM 93

If 6v/F—to + A <r < 25E—to + A, then by (13.12), (13.7), (13.9) and (13.13) we get
1

L, 4 )ar]u? > ! -~ CoMN?

[at =0 = (? HPCERE (t —to+ A)2(log )P (1 + =—)
o 1 (i _ 6'22\4)\2 )
C (t—to+ A)*(logt)P\30  t—ty+ A

(t—to + A)e+1(logt)P

By taking W‘?})Z large, we get
1 4r ~
O — (= —— >
{& Orr (7“ * A2 +r2)ar}w -
for Ot —tg + A <r <26/t —tg+ A.
If r > 25yt —tog + A, by (13.12) and (13.8)

0000 = (3 + 5713 ) 20 2 ¢

1

C
4 , 13.16

1
(t —to + A)2(log t)B(l + \/ﬁ)b
A2 1 1
72+ X2 (t —to + A)*(logt)? (1 + t,[;A)b/Q“
1 A2
> e B A
~ (t—to+ A)*(logt)B(1 4+ Jﬁ)b [C t—to+ A
> ¢ !
T 2(t—to+ A)e(logt)B(1+

-C

— v (13.17)
Vot A)
if Wﬁ)z is sufficiently large.
Combining (13.15), (13.16) and (13.17) we deduce the estimate (13.14).
Let
Y(a,t) =Pz =€)
Then by (13.14)
1 n 4r
ro A240r2
1
(t —to + A)*(logt)? (1 + —===)

)o@ —arzﬁw

b |§| |ar1;|

(0 = L] = [0 = 0 — (

> ¢

But

Oy < C ! : .

1 1
(o + A 2(log 1) (1 + 71~ (et + Ay (logh? A (1 + r/0) ¥
1

1 , r
§(t — to + A)*=1/2(log t)? (1 +r/X)? Xo(&/t —to + A)'

Using (13.4) we see that if ¢ is sufficiently large,

(0 = LO)[Y] =

7, 1)

+C

¢ 1
2 (t —to+ A)e(logt)? (1 +

\/t—:()—‘—A)b .
d

A direct consequence of the proof of Proposition 13.1 (using the same barriers) is the following,
for the initial value problem

(13.18)

Ord° = L°[¢°], in R? x (tg,00)
P°(-,to) = @3, in R”.

Consider the norm

48]« p =inf K such that

K
662)| < — o
lz—£(0)|
(1 + \/t7t0+A)b

where b € (2,6), A > 0.
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Proposition 13.2. Assume that a,b satisfy (13.2), ﬁ is sufficiently large, and A, € satisfy (13.3),

(13.4). Then there is a constant C so that for ty sufficiently large and for ||¢§|«p, < 0o there exists a
solution ¢° of (13.18), which defines a linear operator of ¢§ and satisfies

16°]lx.0 < CA*~* (log t0)? || 55| -
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