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#### Abstract

The KP-I equation has family of solutions which decay to zero at space infinity. One of these solutions is the classical lump solution. This is a traveling wave, and the KP-I equation in this case reduces to the Boussinesq equation. In this paper we classify the lump type solutions of the Boussinesq equation. Using a robust inverse scattering transform developed by BilmanMiller, we show that the lump type solutions are rational and their tau function has to be a polynomial of degree $k(k+1)$. In particular, this implies that the lump solution is the unique ground state of the KP-I equation (as conjectured by Klein and Saut in [27]). Our result generalizes a theorem by Airault-McKean-Moser on the classification of rational solutions for the KdV equation.


## 1. Introduction

The KP equation first appeared in the 1970 paper [25] by Kadomtsev and Petviashvili, where they studied the transverse stability of the line solitons of KdV equation. It can be written as

$$
\begin{equation*}
\partial_{x}\left(\partial_{t} U+\partial_{x}^{3} U+3 \partial_{x}\left(U^{2}\right)\right)-\sigma \partial_{y}^{2} U=0 \tag{1}
\end{equation*}
$$

If $\sigma=1$, then it is called KP-I equation, while the case of $\sigma=-1$ is called KP-II.
KP equation is an integrable system and can be regarded as a two dimensional generalization of the classical KdV equation. It is an important PDE both in mathematics and physics. There are vast literature on KP equation. In the sequel, we shall briefly mention some results which are most closely related to our objective.

There are various different ways to study the KP equation. One of them is to use the inverse scattering transform. Manakov[36] studied the inverse scattering transform of KP equation on a formal level. Segur in [44] analyzed the direct scattering and rigorously obtained the solution for the direct problem under a small norm assumption. Lump solutions are not investigated in these works. Then FokasAblowitz[19] obtained the lump solution in their inverse scattering setting. Their results are later extended to higher order rational solutions in [46]. Zhou[47] then studied the KP-I equation in a rigorous way. In that paper, the lump solutions correspond to poles of the associated eigenfunctions. Since the pole structure is actually still not well understood in the general case, therefore the lump solutions are not treated.

Observe that if $U$ is a traveling wave of the form $u(x-t, y)$, then the KP-I equation reduces to the following Boussinesq equation:

$$
\begin{equation*}
\partial_{x}^{2}\left(\partial_{x}^{2} u+3 u^{2}-u\right)-\partial_{y}^{2} u=0 \tag{2}
\end{equation*}
$$

Due to the above mentioned difficulties, we would like to study the traveling wave solutions of the KP-I equation using the inverse scattering transform of the Boussinesq equation. This IST is first carried out in [13]. The first equation of the Lax pair turns out to be a third order ODE, in contrast with the second order ODE of the KdV equation. In this direction, the IST for first order ODE systems with generic potential(the poles are all simple) is studied in [5], [6] and the case of higher order ODE is treated in [4]. The case of general potentials have been studied in [14, 48] using the augmented contour approach.

Let us write the solution $u$ of (2) in terms of the $\tau$ function: $u:=2 \partial_{x}^{2} \ln \tau$. Then it is well known that the Boussinesq equation in bilinear form is

$$
\begin{equation*}
\left(D_{x}^{4}-D_{x}^{2}-D_{y}^{2}\right) \tau \cdot \tau=0 \tag{3}
\end{equation*}
$$

where $D$ is the bilinear derivative operator. One can check that the function $\tau(x, y)=x^{2}+y^{2}+3$ is a solution of this bilinear equation. Note that this function is even in both $x$ and $y$ variables and corresponding to the lump solution. We point out that actually the lump solution is first obtained in [36, 43] using other methods. We have proved in [32] using the Backlund transformation that the lump solution is nondegenerated, in the sense that the linearized KP-I operator at this solution does not have nontrivial kernels. It is also known that KP equation is closely related to many other PDEs. For instance, in [7](see also the references therein), it is shown that KP equation is related to the GP equation. The nondegeneracy result for the lump can then be used to construct traveling wave solutions of the GP equation with subsonic speed, with a perturbation argument, see [33].

More general rational solutions of (3) with degree $k(k-1)$ have been found in [21], [40]. Then in [20] it is proved that around the higher energy lump type solutions, the KP-I equation has anomalous scattering with infinite phase shift. This indicates that the dynamics of the KP-I equation will be complicated than the KdV equation. Hence it is important to understand the structure of lump type solutions for the Boussinesq, as well as the KP-I equation. We also point out that KP-I is globally well-posed in the natural energy space, see, for instance [26], [38], [39] and the references therein for related results in this direction. A very fascinating and in-depth description of KP equation and related dynamical, variational, and other properties of its solutions, including lump, can be found in the book of KleinSaut[28]. We refer to it and also its references for a detailed introduction on this subject.

It is worth mentioning that (2) is a special case of Boussinesq-type equation(its original form described by Boussinesq in 1870s)

$$
\partial_{x}^{2}\left(p u+u^{2}+\partial_{x}^{2} u\right)+\sigma^{2} \partial_{y}^{2} u=0
$$

where $\sigma^{2}= \pm 1$ and $p$ is a constant. Rational solutions of this equation has been studied in [2], [3],[9], [21]. The special case of $(\sigma, p)=(1,0)$ is considered in [12], using the theory of Painlevé equations.

In view of all these developments, it is desirable to have some classification on the solutions of the Boussinesq equation. In this paper, we would like to classify all the "lump type" solutions. The main result of this paper is the following

Theorem 1. Suppose $u$ is a real-valued smooth solution of the equation

$$
\begin{equation*}
\partial_{x}^{2}\left(\partial_{x}^{2} u+3 u^{2}-u\right)-\partial_{y}^{2} u=0 \text { in } \mathbb{R}^{2} \tag{4}
\end{equation*}
$$

Assume

$$
u(x, y) \rightarrow 0, \text { as } x^{2}+y^{2} \rightarrow+\infty
$$

Then $u=2 \partial_{x}^{2} \ln \tau_{k}$, where $\tau_{k}$ is a polynomial in $x, y$ of degree $k(k+1)$ for some $k \in \mathbb{N}$.

As in [15], problem (4) admits a variational structure which defines a ground state solution in suitable Sobolev space. As a corollary of this theorem and the algebraic decaying property of ground states (see Theorem 3.1 of [15]), we see that the classical lump solution is the unique ground state of the KP-I equation, due to the fact that the energy is determined by the degree of the tau function. This answers affirmatively the uniqueness question raised in Remark 18 and Remark 19 of [27]. As already pointed out there, while the uniqueness of ground state of the Schrodinger equation can be proved using ODE shooting method, the uniqueness of lump is more complicated since it is not radially symmetric. To our knowledge, our result seems to be the first classification result for solutions of semilinear elliptic equations without symmetry(also without any other assumptions like stable or finite Morse index).

Solutions satisfying the assumption of this theorem will be called lump type solutions. We remark that for each fixed $k$, there is a family of lump type solutions. We expect that all lump type solutions should be included in the family found in [21]. Those solutions will be recalled in the next section. However, a full classification of this type would need further detailed analysis, which will not be pursued in this paper. Such a full classification would presumably yields some information of the lump type solutions of the generalized KP equation.

Let us sketch the main ideas of our proof. We first use the robust inverse scattering transform developed by Bilman-Miller [8] to show that lump type solutions has to be rational. Then we use the technique of [3], appealing to the Boussinesq hierarchy, to show that the degree of the $\tau$ function has to be $k(k+1)$. This technique is used in [3] to prove that the $\tau$ function of the rational solution of the KdV equation necessarily is a polynomial of degree $k(k+1) / 2$.

This paper is organized in the following way. In Section 2, we recall the construction of lump type solution appeared in various papers of Pelinovskii and his collaborators. We emphasize that actually there are many other constructions, using different methods, which we will not recall here. In Section 3, we use the robust inverse scattering transform to show that the solution is rational. In Section 4, we investigated the degree of the $\tau$ function, the main theorem then follows immediately. Some numerical computation for the even solution is carried out in the last section.
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## 2. FAMILY of Lump type solutions

For each $n \in \mathbb{N}$, real valued rational solutions of the Boussinesq equation are obtained in [40] by a limiting procedure. These solutions are even with respect to $x$
and $y$ variable. Then in [21], families of rational solutions are derived using Wronskian representation of the solutions to the KP equation. For reader's convenience, Let us recall these results in this section. We adopt the notations used in [21].

Consider the KP-I equation

$$
\left(-4 u_{t_{3}}+\left(3 u^{2}\right) t_{1}+u_{t_{1} t_{1} t_{1}}\right)_{t_{1}}-3 u_{t_{2}} u_{t_{2}}=0
$$

This equation has solutions expressed in terms of the $\tau$ function:

$$
u\left(t_{1}, t_{2}, t_{3}\right)=2 \partial_{t_{1}}^{2} \ln \tau\left(t_{1}, t_{2}, t_{3}\right)
$$

There are different forms for the $\tau$ functions. Let us explain it now.
Let $\Psi_{n}^{ \pm}$be solutions of the system of differential equations

$$
\left\{\begin{array}{c} 
\pm i \partial_{t_{2}} \Psi_{n}^{ \pm}=\partial_{t_{1}}^{2} \Psi_{n}^{ \pm} \\
\partial_{t_{3}} \Psi_{n}^{ \pm}=\partial_{t_{1}}^{3} \Psi_{n}^{ \pm}
\end{array}\right.
$$

We fix an integer $N$ and define

$$
\begin{equation*}
\tau=\operatorname{det} M_{N} \tag{5}
\end{equation*}
$$

where $M_{N}$ is the $N \times N$ matrix whose entries are given by $c_{n k}+I_{n k}, 1 \leq n, k \leq N$. Here $c_{n k}$ are arbitrary complex parameters and

$$
I_{n k}=\int_{-\infty}^{t_{1}} \Psi_{n}^{+}\left(s, t_{2}, t_{3}\right) \Psi_{k}^{-}\left(s, t_{2}, t_{3}\right) d s
$$

The KP-I equation has another family of solutions, for which the $\tau$ function has the Wronskian form:

$$
\begin{equation*}
\tau=W\left(\Psi_{1}^{ \pm}, \ldots, \Psi_{N}^{ \pm}\right)=\operatorname{det}\left(J_{n k}^{ \pm}\right) \tag{6}
\end{equation*}
$$

where $J_{n k}^{ \pm}=\partial_{t_{1}}^{k-1} \Psi_{n}^{ \pm}$.
The two forms (5) and (6) are related to each other. If we choose in (5) the function

$$
\Psi_{k}^{-}=\exp \left(p_{k} t_{1}-p_{k}^{2} t_{2}+p_{k}^{3} t_{3}\right)=\exp \left(\Phi_{k}^{-}\right),
$$

then integration by parts yields

$$
I_{n k}=\left(\frac{\Psi_{n}^{+}}{p_{k}}-\frac{\partial_{t_{1}} \Psi_{n}^{+}}{p_{k}^{2}}+\frac{\partial_{t_{1}}^{2} \Psi_{n}^{+}}{p_{k}^{3}}+\ldots\right) \exp \left(\Phi_{k}^{-}\right)
$$

Assuming $p_{k} \gg 1$, the leading terms of $\tau$ can be written as the product of a Vandermont determinant and the Wronskian $W\left(\Psi_{1}^{+}, \ldots, \Psi_{N}^{+}\right)$. Hence

$$
\tau=\left[\frac{\prod_{1 \leq m<k \leq N}\left(p_{k}-p_{m}\right)}{\prod_{k=1}^{N} p_{k}^{N}} W\left(\Psi_{1}^{+}, \ldots, \Psi_{N}^{+}\right)+O\left(p^{-\left(\frac{N(N+1)}{2}+1\right)}\right)\right] \exp \left(\sum_{k=1}^{N} \Phi_{k}^{-}\right)
$$

Dividing the right hand side by $\exp \left(\sum_{k=1}^{N} \Phi_{k}^{-}\right)$and the constant before the Wronskian $W$, letting $p \rightarrow 0$, we get (6).

Let $K \leq N$ be a fixed integer. If the above limiting procedure is only carried out for $\Phi_{k}^{-}, k=K+1, \ldots, N$, then we obtain

$$
\begin{equation*}
\tau=\operatorname{det}\left(S_{n k}\right) \tag{7}
\end{equation*}
$$

where

$$
S_{n k}=\left\{\begin{array}{l}
I_{n k}, \text { for } k=1, \ldots, K \\
J_{n, k-K}^{+}, \text {for } k=K+1, \ldots, N .
\end{array}\right.
$$

Let us now consider the function $\phi_{m}:=\partial_{p}^{m} \exp \left(\Phi^{+}\left(t_{1}, t_{2}, t_{3}, p\right)\right)$, where

$$
\Phi^{+}\left(t_{1}, t_{2}, t_{3}, p\right)=\sum_{j=1}^{\infty}\left(p^{j} t_{j}\right)
$$

We have

$$
\phi_{m}=P_{m} \exp \left(\Phi^{+}\left(t_{1}, t_{2}, t_{3}, p\right)\right)
$$

Here $P_{m}$ is a polynomial of the variables $\theta_{1}, \ldots, \theta_{m}$, given by $\theta_{j}=\frac{1}{m!} \partial_{p}^{j} \Phi^{+}$. In particular,

$$
\begin{aligned}
\theta_{1} & =t_{1}+2 p t_{2}+3 p^{2} t_{3}+\ldots \\
\theta_{2} & =t_{2}+3 p t_{3}+\ldots \\
\theta_{3} & =t_{3}+\ldots
\end{aligned}
$$

and $\theta_{j}$ only depends on $t_{j}, t_{j+1}, \ldots$ We have

$$
P_{1}=\theta_{1}, P_{2}=2 \theta_{2}+\theta_{1}^{2}
$$

To obtain a solution of the Boussinesq equation, let $v=-\frac{1}{3 p}$ and define the vertex operator

$$
\mathcal{S}(v)=\exp \left(-\sum_{m=1}^{+\infty} \frac{v^{m}}{m} \partial_{\theta_{m}}\right)
$$

Then

$$
\mathcal{S}(v) P_{n}=\left(1-v \partial_{t_{1}}\right) P_{n} .
$$

The tau function will be a solution of the Boussinesq equation if it depends on the variable $x=t_{1}+3 p^{2} t_{3}$ and $t_{2}$. This requires

$$
\partial_{\theta_{2}} \tau=v \partial_{\theta_{3}} \tau
$$

The next step to construct solutions of the Boussinesq equation is choose $p$ to be 1 and define

$$
\begin{aligned}
& \Psi_{n}^{+}=S^{N-n}(v) P_{2 n-1}^{+} \exp \left(\Phi^{+}\left(t_{1}, t_{2}, t_{3}, p\right)\right), \text { for } 1 \leq n \leq N \\
& \Psi_{k}^{-}=S^{K-k} P_{2 k-1}^{-} \exp \left(\Phi^{-}\left(t_{1}, t_{2}, t_{3}, p\right)\right), 1 \leq k \leq K
\end{aligned}
$$

Then the Tau function defined by (7) will correspond to a solution of the Boussinesq equation. In general, this solution is complex valued. But in the particular case of $K=N$, if we choose $P_{k}^{+}, P_{k}^{-}$such that $P_{k}^{+}=\bar{P}_{k}^{-}$, then

$$
\tau=\operatorname{det}\left(w^{+}\left(w^{-}\right)^{T}\right)
$$

where

$$
\begin{aligned}
\left(w^{+}\right)_{n k} & =(-\mu)^{k-1} \partial_{t_{1}}^{k-1}\left[S^{-k}(\mu) S^{N-n}(v) P_{2 n-1}^{+}\right], 1 \leq n \leq N, 1 \leq k \leq 2 N-1 \\
w_{n k}^{-} & =\bar{w}_{n k}^{+}
\end{aligned}
$$

Hence this determinant can be written as the sum of positive terms. Note that the condition $P_{k}^{+}=\bar{P}_{k}^{-}$requires $t_{2 k}$ is imaginary and $t_{2 k+1}$ is real. Hence there are in total $2 N$ free (real)parameters, or $N$ complex parameters.

We point out that in [50], an explicit family of rational solutions is obtained with different methods. It is not clear whether these two family of solutions are same. It
is also worth mentioning that there are quite a vast literature on the construction of solutions to the KP equation, which we will not list them here.

## 3. The Lax pair and Beals-Coifman functions of the Boussinesq EQUATION

We consider the Boussinesq equation in the following form

$$
\begin{equation*}
q_{y y}=3 q_{x x x x}-12\left(q^{2}\right)_{x x}-24 q_{x x} \tag{8}
\end{equation*}
$$

This equation can be obtained from (2) by setting $q(x, y)=-6 u(2 \sqrt{2} x, 8 \sqrt{3} y)$. We are interested in the solutions of this equation which decay to zero at infinity.

In this section, we will adopt the powerful method of robust inverse scattering transform, first developed in [8] for the Schrodinger equation to study the rogue wave solutions, to show that solution of the Boussinesq equation has to be rational.

The equation (8) can also be written into the following system of ODEs:

$$
\left\{\begin{array}{l}
q_{y}=-3 p_{x} \\
p_{y}=-q_{x x x}+8 q q_{x}+8 q_{x}
\end{array}\right.
$$

This system has the following Lax pair(see [13]):

$$
\frac{d L}{d y}=Q L-L Q=[Q, L]
$$

where

$$
\left\{\begin{array}{l}
L=i \frac{d^{3}}{d x^{3}}-i\left[\left(2(q+1) \frac{d}{d x}+q_{x}\right)\right]+p \\
Q=i\left(3 \frac{d^{2}}{d x^{2}}-4(q+1)\right)
\end{array}\right.
$$

Let $k \in \mathbb{C}$ be a complex parameter. We consider the equation

$$
L f=\left(k^{3}+2 k\right) f
$$

which can be recasted into the matrix form:

$$
\frac{d}{d x}\left(\begin{array}{c}
f_{1}  \tag{9}\\
f_{2} \\
f_{3}
\end{array}\right)=\left(\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 1 \\
q_{x}+p i-i\left(k^{3}+2 k\right) & 2(q+1) & 0
\end{array}\right)\left(\begin{array}{c}
f_{1} \\
f_{2} \\
f_{3}
\end{array}\right)
$$

The coefficient matrix of this system, denoted by $A$, will depend on the potential $q$. As $x \rightarrow \pm \infty, A$ will tend to the constant matrix

$$
T:=\left(\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 1 \\
-i\left(k^{3}+2 k\right) & 2 & 0
\end{array}\right)
$$

The eigenvalues of $T$ can be explicitly computed. They depend on the parameter $k$ and are given by

$$
\lambda_{1}=i k, \quad \lambda_{2}=\frac{-i k+\sqrt{3 k^{2}+8}}{2}, \quad \lambda_{3}=\frac{-i k-\sqrt{3 k^{2}+8}}{2} .
$$

It follows that $T$ can be written as $P M P^{-1}$, where

$$
P(k)=\left(\begin{array}{ccc}
1 & 1 & 1 \\
i k & \frac{-i k+\sqrt{3 k^{2}+8}}{2} & \frac{-i k-\sqrt{3 k^{2}+8}}{2} \\
-k^{2} & \frac{k^{2}+4-i k \sqrt{3 k^{2}+8}}{2} & \frac{k^{2}+4+i k \sqrt{3 k^{2}+8}}{2}
\end{array}\right), M(k)=\left(\begin{array}{ccc}
\lambda_{1} & 0 & 0 \\
0 & \lambda_{2} & 0 \\
0 & 0 & \lambda_{3}
\end{array}\right) .
$$

Recall that for any constant matrix $B$, the matrix $e^{T x} B$ is a solution of the equation $U^{\prime}=T U$. We choose $B=P$ and get the following matrix solution

$$
U_{b g}(k, x):=n(k) P(k) e^{M(k) x}:=E(k) e^{M(k) x}
$$

Here $n(k)$ is chosen such that $\operatorname{det}\left(U_{b g}\right)=1$. Explicitly,

$$
n(k)=\left(\left(3 k^{2}+2\right) \sqrt{3 k^{2}+8}\right)^{-1}
$$

Let $k=s+t i$, with $x, y \in \mathbb{R}$. The condition $\operatorname{Re}\left(\lambda_{2}\right)=\operatorname{Re}\left(\lambda_{3}\right)$ implies $\operatorname{Re} \sqrt{3 k^{2}+8}=$ 0 . That is,

$$
s=0, t^{2}>\frac{8}{3}
$$

On the other hand, $\operatorname{Re}\left(\lambda_{1}\right)=\operatorname{Re}\left(\lambda_{2}\right)$ or $\operatorname{Re}\left(\lambda_{3}\right)$ requires

$$
s^{2}-3 t^{2}+2=0
$$

Let $r$ be a fixed large constant and $B_{r}$ be the ball of radius $r$ centered at the origin. In the region $B_{r}^{c}:=\mathbb{R}^{2} \backslash B_{r}$, we consider the curve

$$
\Sigma_{1}:=\left\{(s, t) \in B_{r}^{c}: s^{2}-3 t^{2}+2=0\right\} \cup\left\{(s, t) \in B_{r}^{c}: s=0 \text { and } t^{2}>\frac{8}{3}\right\}
$$

Let us define

$$
\Omega_{1}=B_{r}^{c} \backslash \Sigma_{1}
$$

Note that $\Omega_{1}$ has six connected components, which we will denote them by $\Omega_{1,1}, \ldots, \Omega_{1,6}$.
In the ball $B_{r}$, we consider the curve

$$
\Sigma_{2}:=\left\{(s, t): s=0, t^{2} \leq \frac{8}{3}\right\}
$$

We also define $\Omega_{2}:=B_{r} \backslash \Sigma_{2}$.
Next we define the Beals-Coifman solution for (9). Note that if the matrix $\phi$ satisfies $\phi^{\prime}=A \phi$, then $g:=\phi e^{-M x}$ will satisfy

$$
\begin{aligned}
g^{\prime} & =\phi^{\prime} e^{-M x}+\phi(-M) e^{-M x} \\
& =A g-g M
\end{aligned}
$$

For $k \in \mathbb{R}^{2} \backslash B_{r}$, we choose to be the matrix solution such that $\|g(x)\|_{L^{\infty}(\mathbb{R})}<+\infty$, and

$$
g(x) \rightarrow E(k), \text { as } x \rightarrow-\infty
$$

We then define $U^{o u}=g e^{M x}$. This solution is meromorphic in each $\Omega_{1, j}, j=1, \ldots, 6$. The restriction of $U^{o u}$ to $\Omega_{1, j}$ will be denoted by $U_{j}^{o u}$. On the common boundary of $\Omega_{1, j}$ and $\Omega_{1, j+1}, U_{j+1}^{o u}$ and $U_{j}^{o u}$ are related by the transfer matrix $V_{j}$. That is, for $j=1, \ldots, 6$,

$$
U_{j+1}^{o u}=U_{j}^{o u} V_{j}
$$

Here we set $U_{7}^{o u}=U_{1}^{o u}$.
Lemma 2. The transfer matrix $V_{j}$ is equal to $I$.

Proof. The matrix $V_{j}$ is independent of $x$. We would like to analyze the limit of $V_{j}$ as $y$ tends to infinity. We only like to estimate the difference between $U_{j}^{o u}$ and $U_{b g}=E(k) e^{-M(k) x}$. Note that

$$
e^{-M x}=\left[\begin{array}{ccc}
e^{-\lambda_{1} x} & 0 & 0 \\
0 & e^{-\lambda_{2} x} & 0 \\
0 & 0 & e^{-\lambda_{3} x}
\end{array}\right]
$$

Let us denote the $j$-th column of $E(k)$ by $\xi_{j}$. For each $j=1,2,3$, we would like to use an iteration scheme to construct a vector valued solution $\eta$ satisfies the following condition: If $\operatorname{Re}\left(\lambda_{j}\right) \geq 0$, then

$$
\eta_{j} e^{\lambda_{j} x} \rightarrow \xi_{j} \text { as } x \rightarrow+\infty
$$

If $\operatorname{Re}\left(\lambda_{j}\right) \leq 0$, then

$$
\eta_{j} e^{\lambda_{j} x} \rightarrow \xi_{j} \text { as } x \rightarrow-\infty
$$

Using the same arguments as that of the proof Lemma 5.2 in [34], we find that

$$
\left|\eta_{j} e^{\lambda_{j} x}-\xi_{j}\right| \leq \int_{x}^{ \pm \infty} \frac{C}{s^{2}+y^{2}} d s=\frac{C}{y} \arctan \frac{x}{y}
$$

Hence as $y \rightarrow \infty$, we find that uniformly

$$
\eta_{j} e^{\lambda_{j} x} \rightarrow \xi_{j}
$$

This implies that the transfer matrix is identity.
In $\Omega_{2}$, we define $U^{i n}$, matrix solution of (9), such that

$$
U^{i n}(0)=I
$$

Then one can show that $U^{i n}$ is holomorphic in $\Omega_{2}$. This is a key property. In general, assuming the jump matrix from the interior to the outer solutions at the boundary circle $\partial B_{r}$ has the form

$$
G(k) E(k)
$$

Then we have the following relation:

$$
\begin{equation*}
U^{o u}=U^{i n} G(k) E(k) \tag{10}
\end{equation*}
$$

Taking $(x, y)=(0,0)$, we get

$$
U^{o u}(0,0)=G(k) E(k)
$$

It turns our that the Beals-Coifman fundamental solution $U^{o u}(k ; x, y)$ has the form

$$
U^{o u}(k ; x, y)=\left[I+\sum_{\lambda_{j}} \sum_{s=1}^{n_{j}}\left(\frac{A_{j, s}(x, y)}{\left(k-\lambda_{j}\right)^{k}}\right)\right] E(k) e^{M(k) x} .
$$

Here $A_{j, s}$ are $3 \times 3$ matrices. We then obtain

$$
\begin{equation*}
\left[I+\sum_{\lambda_{j}} \sum_{s=1}^{n_{j}}\left(\frac{A_{j, s}(x, y)}{\left(k-\lambda_{j}\right)^{k}}\right)\right] E(k) e^{M x} E(k)^{-1} G(k)^{-1}=U^{i n} \tag{11}
\end{equation*}
$$

As we already mentioned, $U^{i n}$ is a holomorphic function in the radius $r$ disk. This will yield a system of equations for the entries of $A_{j, s}$. Next we would like to show that the system has a unique solution.

Lemma 3. For fixed $G$, the system (10) has a unique solution.

Proof. We have

$$
U^{o u}(k ; x, y)=U^{i n}(k ; x, y) G(k)
$$

Suppose there is another pair $\left(\tilde{U}^{\text {ou }}, \tilde{U}^{\text {in }}\right)$ such that

$$
\tilde{U}^{o u}(k ; x, y)=\tilde{U}^{i n}(k ; x, y) G(k) .
$$

We claim that $\tilde{U}^{o u}=U^{o u}$.
Indeed, since $\tilde{U}^{o u}$ is invertable, the matrix $U^{o u}\left(\tilde{U}^{o u}\right)^{-1}$ is holomorphic outside $B_{r}$, while $U^{i n}\left(\tilde{U}^{i n}\right)^{-1}$ is holomorphic inside $B_{r}$. Moreover, they are equal to each other on $\partial B_{r}$. Hence they patch up to an entire holomorphic function which is also bounded. Hence in view of their asymptotics at infinity, we obtain

$$
U^{o u}=\tilde{U}^{o u}, \text { and } U^{i n}=\tilde{U}^{i n}
$$

This finishes the proof.
With this result at hand, next we show that the solution $q$ has to be rational.
Theorem 4. Suppose $q$ is a solution of the Boussinesq equation satisfying the assumption of Theorem, then $q$ is rational.

Proof. The solution $q$, which appears as a potential in the Lax pair equation, is determined by the Beals-Coifman function $U^{o u}$ and $U^{i n}$. Hence we need to determine the matrices $A_{j, s}$ in (11).

Using the arguments of Lemma 2, one can show that the possible poles $\lambda_{j}$ in (11) has to be $\lambda_{ \pm}^{*}:= \pm \sqrt{\frac{8}{3}} i$. The matrix $E(k) e^{M x} E(k)^{-1}$ is holomorphic in $k$. As $k \rightarrow \lambda_{ \pm}^{*}$, direct computation shows that it(as well as its derivatives in $k$ ) tends to a matrix whose entries are polynomial functions of $x$ (multiplied by some exponential functions in $x)$. Since the right hand side of (11) is holomorphic in $k$, we see that the matrices $A_{j, s}$ satisfy a system of linear equation whose entries are polynomial in $x$. Now by Lemma 3, the solution has to be unique. Hence $q$ is rational in $x$. It then follows from the Krichever theorem(see [29, 30]) that the solution is also rational in $y$.

## 4. The Boussinesq hierarchy and the structure of the rational SOLUTIONS

In this section, we will use the technique developed in [3] for the KdV equation, to classify the degree of the tau function of the rational solution of the Boussinesq equation. Indeed, this problem is mentioned in P. 123-P. 124 of [3], for the hyperbolic case of Boussinesq equation.

In [35], Mckean found the Boussinesq hierarchy associated to the Boussinesq equation. The Boussinesq equation he studied has the following form

$$
\begin{equation*}
\partial_{y}^{2} q=3 \partial_{x}^{2}\left(\partial_{x}^{2} q+4 q^{2}\right) \tag{12}
\end{equation*}
$$

We use $D$ to denote the differentiation with respect to the $x$ variable(not the bilinear derivative operator). Define the operator

$$
\mathcal{D}=\left[\begin{array}{cc}
0 & D \\
D & 0
\end{array}\right]
$$

Let

$$
\begin{aligned}
L_{0} & :=D^{5}+5\left(q D^{3}+D^{3} q\right) \\
& -3\left(q^{\prime \prime} D+D q^{\prime \prime}\right)+16 q D q
\end{aligned}
$$

and define

$$
\mathcal{K}_{0}=\left[\begin{array}{cc}
D^{3}+q D+D q & 3 p D+2 p^{\prime} \\
3 p D+p^{\prime} & \frac{1}{3} L_{0}
\end{array}\right] .
$$

He then uses $\mathcal{K}_{0}$ to define recursively a sequence of vector fields, which generate the Boussinesq hierarchy.

In our case, we are actually considering those solutions of the Boussinesq equation (12) with nonzero boundary condition, say $\tilde{q} \rightarrow-\frac{1}{8}$ as $x^{2}+y^{2} \rightarrow+\infty$. Indeed, introducing new variable $\tilde{q}$ by $q=\tilde{q}-\frac{1}{8}$ in (12), we obtain

$$
\begin{equation*}
\partial_{y}^{2} \tilde{q}=3 \partial_{x}^{2}\left(\partial_{x}^{2} \tilde{q}+4 \tilde{q}^{2}-\tilde{q}\right) \tag{13}
\end{equation*}
$$

If we set $\tilde{q}(x, y)=\frac{3}{4} u(x, \sqrt{3} y)$, then $u$ satisfies the version of Boussinesq equation appeared in the first section, that is:

$$
\partial_{x}^{2}\left(\partial_{x}^{2} u+3 u^{2}-u\right)-\partial_{y}^{2} u=0
$$

We are thus lead to consider the shifted operator $L$ defined by

$$
\begin{aligned}
L & :=D^{5}+5\left[\left(q-\frac{1}{8}\right) D^{3}+D^{3}\left(q-\frac{1}{8}\right)\right] \\
& -3\left(q^{\prime \prime} D+D q^{\prime \prime}\right)+16\left(q-\frac{1}{8}\right) D\left(q-\frac{1}{8}\right) .
\end{aligned}
$$

Note that

$$
L=L_{0}-\frac{5}{4} D^{3}-2(q D+D q)+\frac{1}{4} D
$$

We then define

$$
\mathcal{K}_{i}=\left[\begin{array}{cc}
D^{3}+\left(q-\frac{1}{8}\right) D+D\left(q-\frac{1}{8}\right) & 3\left(p+(-1)^{i} a\right) D+2 p^{\prime} \\
3\left(p+(-1)^{i} a\right) D+p^{\prime} & \frac{1}{3} L
\end{array}\right]
$$

Here the constant $a$ is chosen such that

$$
(3 a)^{2}+\frac{1}{48}=0
$$

Let $H_{0}=\int \frac{3 p}{2}$. Then a series of vector fields can be defined recursively by

$$
X_{n+1}=\mathcal{K}_{n} \nabla H_{n}, \text { and } \mathcal{D} \nabla H_{n}=X_{n}
$$

More precisely, once we obtained $X_{j}$, we can find $\nabla H_{j}$ by using the relation $\mathcal{D} \nabla H_{j}=X_{j}$. Then we can find $X_{j+1}$ by $X_{j+1}=\mathcal{K} \nabla H_{j}$.

In particular,

$$
X_{0}=\mathcal{D} \nabla H_{0}=0, X_{1}=\mathcal{K} \nabla H_{0}=\left(3 p^{\prime}, q^{\prime \prime \prime}+8 q q^{\prime}-q^{\prime}\right) .
$$

Hence $X_{2}$ is the Boussinesq flow. Here ' represents the derivative with respect to the $x$ variable.

For real valued solutions, as we will see, the main order term of the $\tau$ function is $\left(x^{2}+3 y^{2}\right)^{n}$.

Suppose $u$ is a rational solution of the KP-I equation. Then from [29, 30], we know that $u$ can be written in the form

$$
u=-\frac{3}{2} \sum_{i=1}^{N} \frac{1}{\left(x-\xi_{i}(y, t)\right)^{2}}
$$

In this case, $u=\frac{3}{2} \partial_{x}^{2} \ln \tau$, where $\tau$ is a polynomial in the $x$ variable.
For rational solutions $q$ of the Boussinesq equation, we have

$$
\begin{equation*}
q=-\frac{3}{2} \sum_{i=1}^{N} \frac{1}{\left(x-\eta_{i}(y)\right)^{2}} \tag{14}
\end{equation*}
$$

inserting this into the equation (13), we find that for each fixed index $i=1, \ldots, n$, there holds

$$
\begin{gather*}
\partial_{y}^{2} \eta_{i}-\frac{72}{\left(\eta_{i}-\eta_{j}\right)^{3}}=0  \tag{15}\\
\eta_{i}^{\prime 2}+36 \Sigma_{j \neq i}\left(\eta_{j}-\eta_{i}\right)^{-2}+3=0
\end{gather*}
$$

Note that (15) is the Caloger-Moser system. More precisely, let $\partial_{y} \eta_{i}=\beta_{i}$. Then the CM flow is

$$
\left\{\begin{align*}
\partial_{y} \eta_{i} & =\beta_{i},  \tag{16}\\
\partial_{y} \beta_{i} & =\frac{72}{\left(\eta_{i}-\eta_{j}\right)^{3}} .
\end{align*}\right.
$$

Indeed, one can show that the function (14) solves the Boussinesq equation if and only $(\eta, \beta)$ satisfies the CM system (16) restricted to the set

$$
M:=\left\{(\eta, \beta) \in \mathbb{C}^{2 n}: \nabla\left(F_{3}+F_{1}\right)=0\right\}
$$

where

$$
\begin{aligned}
& F_{1}=3 \sum_{j=1}^{n} \beta_{j} \\
& F_{3}=\frac{1}{3} \sum_{j=1}^{n} \beta_{j}^{3}+36 \sum_{j=1}^{n} \sum_{k \neq j} \frac{\beta_{j}}{\left(\eta_{j}-\eta_{k}\right)^{2}} .
\end{aligned}
$$

The proof follows from similar lines as that of [3], although the case of hyperbolic Boussinesq equation is treated there, instead of the elliptic case we are studying now. Therefore we omit the details.

Proposition 5. The $k$-th Boussinesq flow $e\left(t X_{k}\right)$ induces a flow on $M$.
Proof. The Boussinesq equation reads as

$$
\left\{\begin{array}{l}
q_{y}=3 p^{\prime} \\
p_{y}=q^{\prime \prime \prime}+8 q q^{\prime}-q^{\prime}
\end{array}\right.
$$

The rational solution $q$ of the Boussinesq equation can be written as

$$
q=-\frac{3}{2} \sum_{j=1}^{n} \frac{1}{\left(x-\eta_{j}\right)^{2}}
$$

Therefore,

$$
p=\frac{1}{2} \sum_{j=1}^{n} \frac{\beta_{j}}{\left(x-\eta_{j}\right)^{2}}
$$

where $\beta_{j}=\partial_{y} \eta_{j}$.
We would like to write down the explicit form of each vector field $X_{k}$ acting on $(q, p)$. In view of the form of $(q, p)$, it is natural to expect that

$$
\begin{equation*}
X_{k}(q, p)=\left(6 \sum_{j=1}^{n} \frac{a_{j}}{\left(x-\eta_{j}\right)^{3}},-\sum_{j=1}^{n}\left(\frac{2 \beta_{j} a_{j}}{\left(x-\eta_{j}\right)^{3}}+\frac{b_{j}}{\left(x-\eta_{j}\right)^{2}}\right)\right) \tag{17}
\end{equation*}
$$

Here $a_{j}=\frac{d \eta_{j}}{d y}, b_{j}=\frac{d \beta_{j}}{d y}$ lie in the tangent space of $M$. Once this is proved, we then deduce that $X_{k}$ induces a flow on the locus.

We use the recursive formula of $X_{i}$ defined through the operator $\mathcal{K}$. Let us set

$$
m_{j}(x):=\frac{1}{\left(x-\eta_{j}\right)^{2}}, n_{j}(x)=\frac{1}{x-\eta_{j}} .
$$

We also use $\Sigma_{j}=\sum_{j=1}^{n}$. Under these notations, we have

$$
q=-\frac{3}{2} \Sigma_{j} m_{j}, p=\frac{1}{2} \Sigma_{j}\left(\beta_{j} m_{j}\right) .
$$

For this vector, we have

$$
\begin{aligned}
\nabla H_{i} & =\left[\begin{array}{cc}
0 & D^{-1} \\
D^{-1} & 0
\end{array}\right]\left(6 \Sigma_{j} \frac{a_{j}}{\left(x-\eta_{j}\right)^{3}},-\Sigma_{j}\left(\frac{2 \beta_{j} a_{j}}{\left(x-\eta_{j}\right)^{3}}+\frac{b_{j}}{\left(x-\eta_{j}\right)^{2}}\right)\right)^{T} \\
& =\left(\left(\Sigma_{j}\left(\beta_{j} a_{j} m_{j}+b_{j} n_{j}\right)\right),-3 \Sigma_{j}\left(a_{j} m_{j}\right)\right)
\end{aligned}
$$

Let us denote the first component of $\mathcal{K} X_{k}$ by $\left(\mathcal{K} X_{k}\right)^{(1)}$. Then assuming $\mathcal{K} X_{k-1}$ has the form (17), we find that $\left(\mathcal{K} X_{k}\right)^{(1)}$ equals

$$
\begin{aligned}
& \left(D^{3}+\left(q-\frac{1}{8}\right) D+D\left(q-\frac{1}{8}\right)\right)\left(\Sigma_{j}\left(\beta_{j} a_{j} m_{j}+b_{j} n_{j}\right)\right) \\
& +\left(3(p+\alpha) D+2 p^{\prime}\right)\left(-3 \Sigma_{j}\left(a_{j} m_{j}\right)\right)
\end{aligned}
$$

The points $\eta_{j}, j=1, \ldots$, are possible poles. To analyze this function, we would like to expand it around each pole $\eta_{j}$.

Let us fix an index $j$. The coefficient before $\frac{1}{\left(x-\eta_{j}\right)^{5}}$ is

$$
\begin{aligned}
& \left(-24+2\left(-\frac{3}{2}\right)(-2)+\left(-\frac{3}{2}\right)(-2)\right) \beta_{j} a_{j} \\
& +(-3)\left(3\left(\frac{1}{2}\right)(-2)+2\left(\frac{1}{2}\right)(-2)\right) \beta_{j} a_{j} \\
& =0
\end{aligned}
$$

Therefore, $\left(\mathcal{K} \nabla H_{k}\right)^{(1)}$ does not have pole of order 5 .
Next we consider the term $\frac{1}{\left(x-\eta_{j}\right)^{4}}$. We see that it only comes from

$$
\left(D^{3}+q D+D q\right)\left(b_{j} n_{j}\right)
$$

The coefficient vanishes, due to the fact that

$$
b_{j}\left((-1)(-2)(-3)+\left(-\frac{3}{2}\right)(-1)+\left(-\frac{3}{2}\right)(-3)\right)=0
$$

For the term $\frac{1}{\left(x-\eta_{j}\right)^{3}}$, we have

$$
\begin{aligned}
& \left(D^{3}+\left(q-\frac{1}{8}\right) D+D\left(q-\frac{1}{8}\right)\right)\left(\sum_{j=1}^{N}\left(\beta_{j} a_{j} m_{j}+b_{j} n_{j}\right)\right) \\
& +\left(3(p+\alpha) D+2 p^{\prime}\right)\left(-3 \sum_{j=1}^{N}\left(a_{j} m_{j}\right)\right)
\end{aligned}
$$

It comes from

$$
\begin{aligned}
& \left(2 q-\frac{1}{4}\right) \sum_{j=1}^{N}\left(\beta_{j} a_{j} m_{j}^{\prime}\right)+q^{\prime} \sum_{j=1}^{N}\left(\beta_{j} a_{j} m_{j}\right) \\
& +q^{\prime} \sum_{j=1}^{N}\left(b_{j} n_{j}\right)-9(p+\alpha) \sum_{j=1}^{N}\left(a_{j} m_{j}^{\prime}\right)-6 p^{\prime} \sum_{j=1}^{N}\left(a_{j} m_{j}\right)
\end{aligned}
$$

The coefficient $I_{3}$ equals

$$
\begin{aligned}
& 2\left(-\frac{3}{2}\right) \Sigma_{k}^{\prime}\left((-2) \beta_{j} a_{j} m_{k}\left(x_{j}\right)\right)-\frac{1}{4}(-2) \beta_{j} a_{j} \\
& +\left(-\frac{3}{2}\right)(-2) \Sigma_{k}^{\prime}\left(\beta_{k} a_{k} m_{k}\left(x_{j}\right)+b_{k} n_{k}\left(x_{j}\right)\right) \\
& -9\left(\frac{1}{2}\right) \Sigma_{k}^{\prime}\left(-2 \beta_{k} a_{j} m_{k}\left(x_{j}\right)\right)-9 \alpha(-2) a_{j}-6\left(\frac{1}{2}\right)(-2) \Sigma_{k}^{\prime}\left(\beta_{j} a_{k} m_{k}\left(x_{j}\right)\right)
\end{aligned}
$$

That is

$$
\begin{aligned}
I_{3} & =6 \Sigma_{k}^{\prime}\left(\beta_{j} a_{j} m_{k}\left(x_{j}\right)\right)+\frac{1}{2} \beta_{j} a_{j} \\
& +3 \Sigma_{k}^{\prime} \beta_{k} a_{k} m_{k}\left(x_{j}\right)+3 \Sigma_{k}^{\prime}\left(b_{k} n_{k}\left(x_{j}\right)\right) \\
& +9 \Sigma_{k}^{\prime}\left(\beta_{k} a_{j} m_{k}\left(x_{j}\right)\right)+18 \alpha a_{j}+6 \Sigma_{k}^{\prime}\left(\beta_{j} a_{k} m_{k}\left(x_{j}\right)\right)
\end{aligned}
$$

For the $\frac{1}{\left(x-\eta_{j}\right)^{2}}$ term, it is related to

$$
\begin{aligned}
& 2 q \sum_{j=1}^{N}\left(\beta_{j} a_{j} m_{j}^{\prime}+b_{j} n_{j}^{\prime}\right)+q^{\prime} \sum_{j=1}^{N}\left(\beta_{j} a_{j} m_{j}+b_{j} n_{j}\right)-\frac{1}{4} \sum_{j=1}^{N}\left(b_{j} n_{j}^{\prime}\right) \\
& +3 p \sum_{j=1}^{N}\left(-3 a_{j} m_{j}^{\prime}\right)+2 p^{\prime} \sum_{j=1}^{N}\left(-3 a_{j} m_{j}\right) .
\end{aligned}
$$

Let us use $\Sigma_{k}^{\prime}$ to denote the summation over the index $k$ which is not equal to $j$. Using the formula of $q$ and $p$, we can compute its coefficient $I_{2}$ :

$$
\begin{aligned}
& 2\left(-\frac{3}{2}\right)\left[(-2) \Sigma_{k}^{\prime}\left[\beta_{j} a_{j} m_{k}^{\prime}\left(x_{j}\right)\right]+\Sigma_{k}^{\prime}\left[\beta_{k} a_{k} m_{k}^{\prime}\left(x_{j}\right)\right]\right] \\
& +\left(-\frac{3}{2}\right)\left[\Sigma_{k}^{\prime}\left[\beta_{j} a_{j} m_{k}^{\prime}\left(x_{j}\right)\right]+(-2) \Sigma_{k}\left[\beta_{k} a_{k} m_{k}^{\prime}\left(x_{j}\right)\right]\right] \\
& +2\left(-\frac{3}{2}\right)(-1) b_{j} \Sigma_{k}^{\prime}\left(m_{k}\left(x_{j}\right)\right)+2\left(-\frac{3}{2}\right) \Sigma_{k}^{\prime}\left[b_{k} n_{k}^{\prime}\left(x_{j}\right)\right]+\left(-\frac{3}{2}\right)(-2) \Sigma_{k}^{\prime}\left[b_{k} n_{k}^{\prime}\left(x_{j}\right)\right]-\frac{1}{4}(-1) b_{j} \\
& -9\left(\frac{1}{2}\right)\left[(-2) \Sigma_{k}^{\prime}\left[\beta_{k} a_{j} m_{k}^{\prime}\left(x_{j}\right)\right]+\Sigma_{k}^{\prime}\left[\beta_{j} a_{k} m_{k}^{\prime}\left(x_{j}\right)\right]\right] \\
& -6\left(\frac{1}{2}\right)\left[\Sigma_{k}^{\prime}\left[\beta_{k} a_{j} m_{k}^{\prime}\left(x_{j}\right)\right]+(-2) \Sigma_{k}^{\prime}\left[\beta_{j} a_{k} m_{k}^{\prime}\left(x_{j}\right)\right]\right]
\end{aligned}
$$

Then $I_{2}$ equals

$$
\begin{aligned}
& \frac{9}{2} \Sigma_{k}^{\prime}\left[\beta_{j} a_{j} m_{k}^{\prime}\left(x_{j}\right)\right]+6 \Sigma_{k}^{\prime}\left[\beta_{k} a_{j} m_{k}^{\prime}\left(x_{j}\right)\right]+\frac{3}{2} \Sigma_{k}^{\prime}\left[\beta_{j} a_{k} m_{k}^{\prime}\left(x_{j}\right)\right] \\
& +3 b_{j} \Sigma_{k}^{\prime}\left(m_{k}\left(x_{j}\right)\right)+\frac{1}{4} b_{j}
\end{aligned}
$$

Note that

$$
\begin{gathered}
12 \Sigma_{k}^{\prime}\left(m_{k}\left(x_{j}\right)\right)+1=\frac{1}{3} \beta_{j}^{2}, \\
\Sigma_{k}^{\prime}\left[\beta_{k} m_{k}^{\prime}\left(x_{j}\right)\right]=-\Sigma_{k}^{\prime}\left[\beta_{j} m_{k}^{\prime}\left(x_{j}\right)\right] .
\end{gathered}
$$

It follows that

$$
I_{2}=\frac{3}{2} \Sigma_{k}^{\prime}\left[\beta_{j}\left(a_{k}-a_{j}\right) m_{k}^{\prime}\left(x_{j}\right)\right]+\frac{1}{12} b_{j} \beta_{j}^{2}
$$

Since $\left(a_{1}, \ldots, a_{N}, b_{1}, \ldots, b_{N}\right)$ is in the tangent space of $M$, we obtain $I_{2}=0$.
Next, we compute the $\frac{1}{\left(x-\eta_{j}\right)}$ term. It comes from

$$
2 q \sum_{j=1}^{N}\left(\beta_{j} a_{j} m_{j}^{\prime}+b_{j} n_{j}^{\prime}\right)+q^{\prime} \sum_{j=1}^{N}\left(\beta_{j} a_{j} m_{j}+b_{j} n_{j}\right)-9 p \sum_{j=1}^{N}\left(a_{j} m_{j}^{\prime}\right)-6 p^{\prime} \sum_{j=1}^{N}\left(a_{j} m_{j}\right) .
$$

The corresponding coefficient $I_{1}$ is

$$
\begin{aligned}
& 2\left(-\frac{3}{2}\right) \Sigma_{k}^{\prime}\left(\beta_{k} a_{k} m_{k}^{\prime \prime}\left(x_{j}\right)+b_{k} n_{k}^{\prime \prime}\left(x_{j}\right)\right)+2\left(-\frac{3}{2}\right) \Sigma_{k}^{\prime}\left((-2) \frac{1}{2} \beta_{j} a_{j} m_{k}^{\prime \prime}\left(x_{j}\right)\right)+2\left(-\frac{3}{2}\right) \Sigma_{k}^{\prime}\left((-1) b_{j} m_{k}^{\prime}\left(x_{j}\right)\right) \\
& +\left(-\frac{3}{2}\right)(-2) \Sigma_{k}^{\prime}\left(\frac{1}{2} \beta_{k} a_{k} m_{k}^{\prime \prime}\left(x_{j}\right)+\frac{1}{2} b_{k} n_{k}^{\prime \prime}\left(x_{j}\right)\right)+\left(-\frac{3}{2}\right) \Sigma_{k}^{\prime}\left(\beta_{j} a_{j} m_{k}^{\prime \prime}\left(x_{j}\right)\right)+\left(-\frac{3}{2}\right) \Sigma_{k}^{\prime}\left(b_{j} m_{k}^{\prime}\right) \\
& -9\left(\frac{1}{2}\right)\left(\Sigma_{k}^{\prime}\left(\beta_{j} a_{k} m_{k}^{\prime \prime}\left(x_{j}\right)\right)+\Sigma_{k}^{\prime}\left((-2) \frac{1}{2} \beta_{k} a_{j} m_{k}^{\prime \prime}\right)\right) \\
& -6\left(\frac{1}{2}\right)\left((-2) \Sigma_{k}^{\prime}\left(\frac{1}{2} \beta_{j} a_{k} m_{k}^{\prime \prime}\left(x_{j}\right)\right)+\Sigma_{k}^{\prime} \beta_{k} a_{j} m_{k}^{\prime \prime}\right)
\end{aligned}
$$

It follows that

$$
\begin{aligned}
I_{1} & =\frac{3}{2} \Sigma_{k}^{\prime}\left(\beta_{j} a_{j} m_{k}^{\prime \prime}\left(x_{j}\right)\right)+\frac{3}{2} \Sigma_{k}^{\prime}\left(\beta_{k} a_{j} m_{k}^{\prime \prime}\left(x_{j}\right)\right)-\frac{3}{2} \Sigma_{k}^{\prime}\left(\beta_{j} a_{k} m_{k}^{\prime \prime}\left(x_{j}\right)\right)-\frac{3}{2} \Sigma_{k}^{\prime}\left(\beta_{k} a_{k} m_{k}^{\prime \prime}\left(x_{j}\right)\right) \\
& +\frac{3}{2} \Sigma_{k}^{\prime}\left(b_{j} m_{k}^{\prime}\left(x_{j}\right)\right)+\frac{3}{2} \Sigma_{k}^{\prime}\left(b_{k} m_{k}^{\prime}\left(x_{j}\right)\right)
\end{aligned}
$$

Note that on $M$, we have, for each fixed index $j$,

$$
\Sigma_{k}^{\prime}\left(\left(\beta_{k}+\beta_{j}\right) m_{k}^{\prime}\left(x_{j}\right)\right)=0
$$

As a consequence,

$$
\Sigma_{k}^{\prime}\left(\left(b_{k}+b_{j}\right) m_{k}^{\prime}\left(x_{j}\right)\right)+\Sigma_{k}^{\prime}\left(\left(\beta_{k}+\beta_{j}\right)\left(a_{j}-a_{k}\right) m_{k}^{\prime \prime}\left(x_{j}\right)\right)=0
$$

This implies that $I_{1}=0$.
Now we consider the second component $\left(\mathcal{K} \nabla H_{j}\right)^{(2)}$ of the vector field $\mathcal{K} \nabla H_{j}$. We have

$$
\left(\mathcal{K} \nabla H_{j}\right)^{(2)}=-L \Sigma_{j}\left(a_{j} m_{j}\right)+\left(3(p-\alpha) D+p^{\prime}\right) \Sigma_{j}\left(\beta_{j} a_{j} m_{j}+b_{j} n_{j}\right)
$$

Similar(but more tedious, the most complicated term is $16 q D q$ ) computation as above shows that the term $\frac{1}{\left(x-\eta_{j}\right)^{k}}$ vanishes for $k=1,4,5,6,7$. Let us now compute the coefficient $J_{3}$ of $\frac{1}{\left(x-\eta_{j}\right)^{3}}$. Recall that equals

$$
\begin{gathered}
L=L_{0}-\frac{5}{4} D^{3}-2(q D+D q)+\frac{1}{4} D \\
L_{0}:=D^{5}+5\left(q D^{3}+D^{3} q\right)-3\left(q^{\prime \prime} D+D q^{\prime \prime}\right)+16 q D q
\end{gathered}
$$

Observe that $D^{3}\left(q \Sigma_{j}\left(a_{j} m_{j}\right)\right)$ does not contain $\frac{1}{\left(x-\eta_{j}\right)^{3}}$ term. Hence from the operator $L_{0}$, the contribution to the coefficient is:

$$
\begin{aligned}
& 5\left(-\frac{3}{2}\right)(-24) \Sigma_{k}^{\prime}\left(\frac{1}{2} a_{j} m_{k}^{\prime \prime}\left(x_{j}\right)\right) \\
& -3\left(-\frac{3}{2}\right)\left(2(6) \Sigma_{k}^{\prime} a_{k} m_{k}^{\prime \prime}\left(x_{j}\right)+2(-2) \Sigma_{k}^{\prime}\left(a_{j} m_{k}^{\prime \prime}\left(x_{j}\right)\right)+(-24) \Sigma_{k}^{\prime}\left(\frac{1}{2} a_{k} m_{k}^{\prime \prime}\left(x_{j}\right)\right)\right) \\
& +16\left(\frac{9}{4}\right)\left(\Sigma_{k}^{\prime}\left((-2) a_{j} m_{k}^{\prime \prime}\left(x_{j}\right)\right)+\Sigma_{k}^{\prime}\left(m_{k}\left(x_{j}\right)\right)(-2) \Sigma_{k}^{\prime}\left(\left(a_{k}+a_{j}\right) m_{k}\left(x_{j}\right)\right)\right)
\end{aligned}
$$

From the operator $-\frac{5}{4} D^{3}-2(q D+D q)+\frac{1}{4} D$, we get

$$
-2\left(-\frac{3}{2}\right)\left(2(-2) \Sigma_{k}^{\prime}\left(a_{j} m_{k}\left(x_{j}\right)\right)+(-2) \Sigma_{k}^{\prime}\left(a_{k} m_{k}\left(x_{j}\right)\right)\right)+\frac{1}{4}\left(-2 a_{j}\right)
$$

Finally, from

$$
\left(3(p+\alpha) D+p^{\prime}\right) \Sigma_{j}\left(\beta_{j} a_{j} m_{j}+b_{j} n_{j}\right),
$$

we obtain

$$
\begin{aligned}
& 3\left(\frac{1}{2}\right) \Sigma_{k}^{\prime}\left((-2) \beta_{k} \beta_{j} a_{j} m_{k}\left(x_{j}\right)\right)+3 \alpha(-2) \beta_{j} a_{j} \\
& +\left(\frac{1}{2}\right)(-2) \Sigma_{k}^{\prime}\left(\beta_{j} \beta_{k} a_{k} m_{k}\left(x_{j}\right)\right)+\frac{1}{2}(-2) \Sigma_{k}^{\prime} \beta_{j} b_{k} n_{k}\left(x_{j}\right)
\end{aligned}
$$

Combining these, we obtain

$$
\begin{aligned}
J_{3} & =72 \Sigma_{k}^{\prime}\left(m_{k}\left(x_{j}\right)\right) \Sigma_{k}^{\prime}\left(\left(a_{k}+a_{j}\right) m_{k}\left(x_{j}\right)\right) \\
& +12 \Sigma_{k}^{\prime}\left(a_{j} m_{k}\left(x_{j}\right)\right)+6 \Sigma_{k}^{\prime}\left(a_{k} m_{k}\left(x_{j}\right)\right)+\frac{1}{2} a_{j} \\
& -3 \Sigma_{k}^{\prime}\left(\beta_{k} \beta_{j} a_{j} m_{k}\left(x_{j}\right)\right)-\Sigma_{k}^{\prime}\left(\beta_{j} \beta_{k} a_{k} m_{k}\left(x_{j}\right)\right) \\
& -\Sigma_{k}^{\prime}\left(\beta_{j} b_{k} n_{k}\left(x_{j}\right)\right)-6 \alpha \beta_{j} a_{j} .
\end{aligned}
$$

Now using the identity

$$
\beta_{j}^{2}+36 \Sigma_{k}^{\prime} m_{k}\left(x_{j}\right)+3=0
$$

we then see that $J_{3}=\beta_{j} I_{3}$.
The coefficient of $\frac{1}{\left(x-\eta_{j}\right)^{2}}$ is also nonzero, and can computed in a similar way. However, to prove the proposition, it is not necessary to know its explicit formula.

In the sequel, for $j=1, \ldots, n$, let us use $I_{j}$ to denote the coefficient of degree -3 term for the pole $\eta_{j}$. We have now proved that $\mathcal{K} \nabla H_{k}$ has the form

$$
\left(6 \sum_{j=1}^{n} \frac{I_{j}}{\left(x-\eta_{j}\right)^{3}},-\sum_{j=1}^{n}\left(\frac{2 \beta_{j} I_{j}}{\left(x-\eta_{j}\right)^{3}}+\frac{B_{j}}{\left(x-\eta_{j}\right)^{2}}\right)\right)=\mathcal{D} \nabla H_{k+1},
$$

Our next aim is to show that the vector

$$
\left(I_{1}, \ldots, I_{n}, B_{1}, \ldots, B_{n}\right)
$$

lies in the tangent space of $M$ at the point $\left(\eta_{1}, \ldots, \eta_{n}, \beta_{1}, \ldots, \beta_{n}\right)$. To see this, it will be suffice to show that $\mathcal{K} \nabla H_{k+1}$ is residue free at each pole.

Let us write the operator $\mathcal{K}$ as

$$
\mathcal{K}=\left[\begin{array}{ll}
K_{11} & K_{12} \\
K_{21} & K_{22}
\end{array}\right] .
$$

We also write $\nabla H_{k+1}=\left(\phi_{1}, \phi_{2}\right)^{T}$. That is,

$$
\left(\phi_{1}, \phi_{2}\right)=\left(\Sigma_{j}\left(I_{j} \beta_{j} m_{j}+B_{j} n_{j}\right),-3 \Sigma_{j}\left(I_{j} m_{j}\right)\right) .
$$

Introducing

$$
\begin{aligned}
\sigma & =\Sigma_{j}\left(a_{j} \beta_{j} m_{j}+b_{j} n_{j}\right), \\
\tau & =-3 \Sigma_{j}\left(a_{j} m_{j}\right),
\end{aligned}
$$

we get

$$
\begin{align*}
\phi_{1}^{\prime} & =K_{21} \sigma+K_{22} \tau,  \tag{18}\\
\phi_{2}^{\prime} & =K_{11} \sigma+K_{12} \tau .
\end{align*}
$$

Let $l$ be a closed path around the pole $\eta_{j}$ in the complex $x$ plane. To see that the residue is zero(that is, does not have $\frac{1}{x-\eta_{j}}$ term in the Laurent expansion around $\eta_{j}$ ), we compute the integral

$$
\begin{aligned}
Q & :=\int_{l}\left(\mathcal{K} \nabla H_{k+1}\right)^{T} d x \\
& =\int_{l}\left[K_{11} \phi_{1}+K_{12} \phi_{2}, K_{21} \phi_{1}+K_{22} \phi_{2}\right] d x
\end{aligned}
$$

It is important to observe that each operator $K_{11}, K_{22}$ is skew-symmetric, and moreover the adjoint of $K_{12}$ is $-K_{21}$, that is,

$$
\int\left(g K_{12} h\right)=-\int\left(h K_{21} g\right) .
$$

This is to say that the matrix operator $\mathcal{K}$ is skew-symmetric. Integrating by parts tells us that $Q$ equals

$$
-\int_{l}\left[\phi_{1} K_{11}(1)+\phi_{2} K_{21}(1), \phi_{1} K_{12}(1)+\phi_{2} K_{22}(1)\right] d x
$$

Let us define

$$
\mu=\left[\begin{array}{l}
\mu_{1} \\
\mu_{2}
\end{array}\right]:=\mathcal{K}\left[\begin{array}{l}
1 \\
0
\end{array}\right] \text { and } v=\left[\begin{array}{l}
v_{1} \\
v_{2}
\end{array}\right]:=\mathcal{K}\left[\begin{array}{l}
0 \\
1
\end{array}\right] .
$$

Then for some functions $w, s$, we have

$$
\mu=\mathcal{D}\left(w_{1}, w_{2}\right)^{T} \text { and } v=\mathcal{D}\left(s_{1}, s_{2}\right)^{T}
$$

Explicitly,

$$
\mu=\left(q^{\prime}, p^{\prime}\right)^{T}, v=\left(2 p^{\prime}, \frac{1}{3}\left(2 q^{\prime \prime \prime}+16 q q^{\prime}-2 q^{\prime}\right)\right)^{T}
$$

With these notations,

$$
\begin{aligned}
Q & =-\int_{l}\left[\phi_{1} \mu_{1}+\phi_{2} \mu_{2}, \phi_{1} v_{1}+\phi_{2} v_{2}\right] d x \\
& =-\int_{l}\left[\phi_{1} w_{2}^{\prime}+\phi_{2} w_{1}^{\prime}, \phi_{1} s_{2}^{\prime}+\phi_{2} s_{1}^{\prime}\right] d x \\
& =\int_{l}\left[\phi_{1}^{\prime} w_{2}+\phi_{2}^{\prime} w_{1}, \phi_{1}^{\prime} s_{2}+\phi_{2}^{\prime} s_{1}\right] d x
\end{aligned}
$$

Using (18), we find that $Q$ is equal to

$$
\begin{aligned}
& \int_{l}\left[\left(K_{21} \sigma+K_{22} \tau\right) w_{2}+\left(K_{11} \sigma+K_{12} \tau\right) w_{1},\left(K_{21} \sigma+K_{22} \tau\right) s_{2}+\left(K_{11} \sigma+K_{12} \tau\right) s_{1}\right] d x \\
& =-\int_{l}\left[\left(K_{11} w_{1}+K_{12} w_{2}\right) \sigma+\left(K_{21} w_{1}+K_{22} w_{2}\right) \tau,\left(K_{11} s_{1}+K_{12} s_{2}\right) \sigma+\left(K_{21} s_{1}+K_{22} s_{2}\right) \tau\right] d x
\end{aligned}
$$

Direct computation shows that

$$
\begin{aligned}
\mathcal{K}\left[\begin{array}{l}
w_{1} \\
w_{2}
\end{array}\right] & =\left(-3 \Sigma_{j}\left(s_{j} m_{j}^{\prime}\right), \Sigma_{j}\left(s_{j} \beta_{j} m_{j}^{\prime}+t_{j} n_{j}^{\prime}\right)\right)^{T} \\
\mathcal{K}\left[\begin{array}{l}
s_{1} \\
s_{2}
\end{array}\right] & =\left(-3 \Sigma_{j}\left(\bar{s}_{j} m_{j}^{\prime}\right), \Sigma_{j}\left(\bar{s}_{j} \beta_{j} m_{j}^{\prime}+\bar{t}_{j} n_{j}^{\prime}\right)\right)^{T}
\end{aligned}
$$

where $\left(s_{1}, \ldots, s_{n}, t_{1}, \ldots, t_{n}\right)$ and $\left(\bar{s}_{1}, \ldots, \bar{s}_{n}, \bar{t}_{1}, \ldots, \bar{t}_{n}\right)$ are in the tangent space of $M$. Then

$$
\begin{aligned}
& \int_{l}\left(\left(K_{11} w_{1}+K_{12} w_{2}\right) \sigma+\left(K_{21} w_{1}+K_{22} w_{2}\right) \tau\right) d x \\
& =-3 \int_{l}\left[\Sigma_{k}\left(s_{k} m_{k}^{\prime}\right) \Sigma_{j}\left(a_{j} \beta_{j} m_{j}+b_{j} n_{j}\right)+\Sigma_{j}\left(s_{j} \beta_{j} m_{j}^{\prime}+t_{j} n_{j}^{\prime}\right) \Sigma_{k}\left(a_{k} m_{k}\right)\right] d x
\end{aligned}
$$

Residue computation shows that this integral is zero. This finishes the proof.

Next we show that the $k$ the flow is trivial, if $k$ is large.
Lemma 6. Let $n$ be fixed. Then for $k$ large, at $y=0, X_{k}^{(1)}=0$.
Proof. By our choice of the parameter $a$, if the index $k$ is an odd number, then the main order term of $X_{k}$ is $O\left(\frac{1}{x^{k+2}}\right)$. We define

$$
\pi_{k}=\sum_{j=0}^{n} \eta_{j}^{k}, \Pi_{k}=\sum_{j=0}^{n}\left(\beta_{j} \eta_{j}^{k}\right)
$$

Since

$$
\frac{1}{(1-t)^{2}}=(k+1) t^{k}
$$

we can write

$$
\begin{aligned}
& q=-\frac{3}{2} \sum_{k=0}^{\infty}\left(x^{-k-2}\left(\sum_{j} \eta_{j}^{k}\right)\right) \\
& p=\frac{1}{2} \sum_{k=0}^{\infty}\left(x^{-k-2}\left(\sum_{j} \beta_{j} \eta_{j}^{k}\right)\right) .
\end{aligned}
$$

It follows that

$$
X_{k}(q, p)=\sum_{j=0}^{\infty}\left(-\frac{3(j+1) X_{k}^{(1)} \pi_{j}}{2 x^{j+2}}, \frac{(j+1) X_{k}^{(2)} \Pi_{j}}{2 x^{j+2}}\right)
$$

Since the main order of $X_{k}$ is $x^{-k-2}$, we see that if $j<k$, then

$$
X_{k}^{(1)} \pi_{j}=0 \text { and } X_{k}^{(2)} \Pi_{j}=0
$$

However, if $k_{0} \geq n$, then $\pi_{1}, \ldots, \pi_{k_{0}}$ form a basis of the locus. From this we deduce that if

$$
n<k
$$

then the first component of the flow $X_{k}$ is trivial.
Lemma 7. Suppose $\eta$ is a complex-valued homogeneous polynomial in $x, y$ of degree $m$ and

$$
\left(D_{x}^{2}+D_{y}^{2}\right) \eta \cdot \eta=0
$$

Then

$$
\eta(x, y)=a\left(x^{2}+y^{2}\right)^{j}(x+y i)^{k}
$$

where $a$ is a constant and $2 j+k=m$. In particular, if $\eta$ is real-valued, then $\eta=a\left(x^{2}+y^{2}\right)^{m}$ for some real number $a$.

Proof. In the polar coordinate $(r, \theta)$, where $r=\sqrt{x^{2}+y^{2}}$, we can write $\eta=$ $r^{m} g(\theta)$. Then

$$
\begin{aligned}
\left(D_{x}^{2}+D_{y}^{2}\right) \eta \cdot \eta & =2\left(\eta \Delta \eta-|\nabla \eta|^{2}\right) \\
& =2 r^{m} g\left(m^{2} r^{m-2} g+r^{m-2} g^{\prime \prime}\right)-2\left(m^{2} r^{2 m-2} g^{2}+r^{2 m-2} g^{\prime 2}\right)
\end{aligned}
$$

From this we obtain

$$
g g^{\prime \prime}-g^{\prime 2}=0
$$

which implies $g(\theta)=a e^{b \theta}$ for some constants $a$ and $b$. Since $g$ has to be $2 \pi$-periodic in $\theta$, we have $b=k i$ for some integer $k$. It follows that

$$
\eta=a r^{m}\left(e^{i \theta}\right)^{k}=a r^{m-k}(x+y i)^{k}
$$

Setting $j=\frac{m-k}{2}$, we arrive at the desired result.
Let $\tau$ be a polynomial solution of the bilinear equation

$$
\begin{equation*}
\left(D_{x}^{4}-D_{x}^{2}-D_{y}^{2}\right) \tau \cdot \tau=0 \tag{19}
\end{equation*}
$$

with $\operatorname{deg}(\tau)=m$. By Lemma 7, we can assume without loss of generality that the highest degree terms of $\tau$ are of the form

$$
\left(x^{2}+y^{2}\right)^{j}(x+y i)^{k}=z^{j+k} \bar{z}^{j}:=\tau_{m}
$$

where $z=x+y i$ and $\bar{z}=x-y i$ are complex variables. Let us denote those terms of $\tau$ with degree $m-1$ by $\tau_{m-1}$. The previous lemma can also be proved using the $(z, \bar{z})$ coordinate. Indeed, we have the following
Lemma 8. $\tau_{m-1}=a_{1} z^{j+k-1} \bar{z}^{j}+a_{2} z^{j+k} \bar{z}^{j-1}$ for some constants $a_{1}, a_{2}$. In particular, if $\tau$ is real-valued, then

$$
\tau_{m-1}=a z^{j-1} \bar{z}^{j}+\bar{a} z^{j} \bar{z}^{j-1}
$$

Proof. The terms of degree $2 m-3$ in the left hand side of (19) are of the form

$$
-\left(D_{x}^{2}+D_{y}^{2}\right) \tau_{m} \cdot \tau_{m-1}
$$

Suppose $z^{r} \bar{z}^{s}$ is a term appearing in $\tau_{m-1}$, then there holds

$$
D_{z} D_{\bar{z}}\left(z^{j+k} \bar{z}^{j}\right) \cdot\left(z^{r} \bar{z}^{s}\right)=0
$$

Direct computation tells us that

$$
[(j+k) j-(j+k) s-j r+r s] z^{j+k+r-1} \bar{z}^{j+s-1}=0
$$

In the case of $k=0$, we have

$$
j^{2}-j s-j r+r s=0
$$

That is, $r=j$ or $s=j$.
If the solution is real valued, then the degree $j+s$ term has to be

$$
\begin{aligned}
g(x, y) & :=c z^{j} \bar{z}^{s}+\bar{c} z^{s} \bar{z}^{j} \\
& =(a+b i)(x+y i)^{j}(x-y i)^{s}+(a-b i)(x+y i)^{s}(x-y i)^{j}
\end{aligned}
$$

Using $r+s=m-1$ and $2 j+k=m$, we obtain

$$
(j+k) j-(j+k) s-j(m-1-s)+(m-1-s) s=0
$$

That is,

$$
-s^{2}+(2 j-1) s-j(j-1)=0 .
$$

Therefore, $s=j$ or $j-1$.
If in addition $\tau$ is real-valued, then $k=0$ and $\tau_{m}=z^{j} \bar{z}^{j}$. Hence

$$
\tau_{m-1}=a z^{j-1} \bar{z}^{j}+\bar{a} z^{j} \bar{z}^{j-1}
$$

By this lemma, in the real-valued case, if we introduce new variables $Z=z+\frac{a}{j}$ and $\bar{Z}=\bar{z}+\frac{\bar{a}}{j}$, then we see that

$$
z^{j} \bar{z}^{j}+a z^{j-1} \bar{z}^{j}+\bar{a} z^{j} \bar{z}^{j-1}=Z^{j} \bar{Z}^{j}+P,
$$

where $P$ is a polynomial of $Z, \bar{Z}$ with degree less than $j-1$. This means that we can find real numbers $b_{1}, b_{2}$ such that in the new variables $\tilde{x}=x+b_{1}, \tilde{y}=y+b_{2}$, the highest degree term of $\tau$ is $\left(\tilde{x}^{2}+\tilde{y}^{2}\right)^{j}$ and $\tau$ does not have terms with degree $2 j-1$.
Lemma 9. Suppose $q=\frac{3}{2} \partial_{x}^{2} \ln \tau$ is a real valued rational solution of the Boussines $q$ equation (13), where $\tau$ is a polynomial of degree $2 n$. Let $p=\int_{-\infty}^{x} \partial_{y} q d x$. Then for $x$ large, at $y=0$,

$$
q=-\frac{3 n}{x^{2}}+O\left(x^{-3}\right), p=O\left(\frac{1}{x^{5}}\right)
$$

Proof. Since $\tau$ is real valued, after a possible translation of the coordinate(and a scaling of the $y$ variable), it has the form

$$
\tau(x, y)=\left(x^{2}+y^{2}\right)^{n}+\sum_{j+k \leq 2 n-2}\left(a_{j k} x^{j} y^{k}\right)
$$

Therefore, $q=\frac{3 n}{x^{2}}+O\left(x^{-3}\right)$. We also have

$$
q=\frac{3 n}{2} \partial_{x}^{2} \ln \left(x^{2}+y^{2}\right)+2 \partial_{x}^{2} \ln \left(\frac{1}{\left(x^{2}+y^{2}\right)^{n}} \sum_{j+k \leq 2 n-2}\left(a_{j k} x^{j} y^{k}\right)\right)
$$

Hence

$$
\partial_{y} q=2 n\left(\frac{i}{(x+y i)^{3}}-\frac{i}{(x-y i)^{3}}\right)+O\left(x^{-5}\right)
$$

The result then readily follows.

Now we are at a position to prove the following

Theorem 10. Assume that $\tilde{q}$ is a real valued rational solution of the Boussinesq equation (13) with

$$
\tilde{q}(x, y) \rightarrow 0, \text { as } x^{2}+y^{2} \rightarrow+\infty
$$

Then $\tilde{q}=\frac{3}{2} \partial_{x}^{2} \ln \tau$, where $\tau$ is a polynomial in $x$, $y$ with degree $k(k+1), k \in \mathbb{N}$.
Proof. Since $(3 a)^{2}+\frac{1}{48}=0$, we compute

$$
\left[\begin{array}{cc}
-\frac{D}{4} & -3 a D \\
-3 a D & \frac{D}{12}
\end{array}\right]\left[\begin{array}{cc}
0 & D^{-1} \\
D^{-1} & 0
\end{array}\right]\left[\begin{array}{cc}
-\frac{D}{4} & 3 a D \\
3 a D & \frac{D}{12}
\end{array}\right]=0
$$

This identity guarantees that if the main order term of the $X_{j}$ is $x^{-k}$, then the main order term of $X_{j+2}$ will be at the order $x^{-k-2}$.

For $x$ large, the main order term of $\tilde{q}$ is $\frac{m}{x^{2}}$. Since the degree of the polynomial is expected to be $k(k+1)$, we expect $m$ to be $-\frac{3}{2} k(k+1)$.

We compute

$$
\begin{aligned}
& \left(D^{3}+q D+D q\right)\left(\frac{1}{x^{j}}\right) \\
& =[-j(j+1)(j+2)-m(j+j+2)] \frac{1}{x^{j+3}} \\
& =-(j+1)(j(j+2)+2 m) \frac{1}{x^{j+3}}:=b_{m}(j) \frac{1}{x^{j+3}} .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
& \left(-\frac{5}{4} D^{3}-2(q D+D q)\right)\left(\frac{1}{x^{j}}\right) \\
& =\frac{5}{4} j(j+1)(j+2)+2 m(j+j+2) \frac{1}{x^{j+3}} \\
& =\frac{1}{8}(j+1)(10 j(j+2)+32 m) \frac{1}{x^{j+3}}=: B_{m}(j) \frac{1}{x^{j+3}} .
\end{aligned}
$$

Vanishing of terms require

$$
\frac{1}{4} b_{m}(j)-\frac{1}{4} B_{m}(j)=0
$$

That is,

$$
m=-\frac{3}{8} j(j+2)
$$

Let $j=2 k$, we find that

$$
m=-\frac{3}{2} k(k+1)
$$

This completes the proof.

## 5. Even solutions from numerical point of view

In this section, we would like to carry out some numerical computation to verify that the degree of the corresponding $\tau$ function of the even solution is $k(k+1)$.

Suppose $q$ is an even solution, that is, $q(x, y)=q(x,-y)=q(-x, y)$. We assume that the degree of its tau function $f$ is $2 n$. From Lemma 7, we can assume that the sum of the degree $2 n$ terms of $f$ is $T_{n}=\left(x^{2}+y^{2}\right)^{n}$. We also denote the sum of the degree $2 n-2 j$ terms of $f$ by $T_{n, j}$.

Let us define functions

$$
g_{j}:=\left(x^{2}+y^{2}\right)^{n-3 j} x^{2 j} y^{2 j}, \quad \xi_{i, j}:=\left(D_{x}^{2}+D_{y}^{2}\right) g_{i} \cdot g_{j}
$$

Observe that actually $\xi_{i, j}$ can be divided by $\left(x^{2}+y^{2}\right)^{2 n-3 i-3 j-1}$. We introduce the constants

$$
d_{i, j}:=\left.\frac{\left(D_{x}^{2}+D_{y}^{2}\right) g_{i} \cdot g_{j}}{\left(x^{2}+y^{2}\right)^{2 n-3 i-3 j-1}}\right|_{\left(x^{2}=-1, y^{2}=1\right)}
$$

Lemma 11. $d_{i, j}=-12(i-j)^{2}(-1)^{i+j}$.
Proof. We compute

$$
\left(D_{x}^{2}+D_{y}^{2}\right) g_{i} \cdot g_{j}=\Delta g_{i} g_{j}+g_{i} \Delta g_{j}-2 \nabla g_{i} \cdot \nabla g_{j}
$$

Note that

$$
\begin{aligned}
\Delta g_{j} & =(2 n-6 j)^{2} r^{2 n-6 j-2} x^{2 j} y^{2 j}+8 j(2 n-6 j) r^{2 n-6 j-2} x^{2 j} y^{2 j}+r^{2 n-6 j} \Delta\left(x^{2 j} y^{2 j}\right) \\
& =(2 n+2 j)(2 n-6 j) r^{2 n-6 j-2} x^{2 j} y^{2 j}+r^{2 n-6 j} \Delta\left(x^{2 j} y^{2 j}\right)
\end{aligned}
$$

$\nabla g_{i} \cdot \nabla g_{j}$
$=\left(x^{2}+y^{2}\right)^{2 n-3 i-3 j-2} x^{2 i+2 j-2} y^{2 i+2 j}\left((2 n-6 i) x^{2}+2 i\left(x^{2}+y^{2}\right)\right)\left((2 n-6 j) x^{2}+2 j\left(x^{2}+y^{2}\right)\right)$
$+\left(x^{2}+y^{2}\right)^{2 n-3 i-3 j-2} x^{2 i+2 j} y^{2 i+2 j-2}\left((2 n-6 i) y^{2}+2 i\left(x^{2}+y^{2}\right)\right)\left((2 n-6 j) y^{2}+2 j\left(x^{2}+y^{2}\right)\right)$.
Therefore,

$$
\begin{aligned}
\left.\frac{\left(D_{x}^{2}+D_{y}^{2}\right) g_{i} \cdot g_{j}}{\left(x^{2}+y^{2}\right)^{2 n-3 i-3 j-1}}\right|_{x^{2}=-1, y^{2}=1} & =(2 n+2 i)(2 n-6 i)(-1)^{i+j} \\
& +(2 n+2 j)(2 n-6 j)(-1)^{i+j} \\
& -2((2 n-6 i)(2 n-6 j)+2(2 n-6 i) 2 j+2(2 n-6 j) 2 i)(-1)^{i+j} \\
& =-12(i-j)^{2}(-1)^{i+j}
\end{aligned}
$$

Let us now consider the function $D_{x}^{4}\left(x^{2}+y^{2}\right)^{n-3 i} \cdot\left(x^{2}+y^{2}\right)^{n-3 j}$. Since we have taken the fourth order derivative, this function is dividable by $\left(x^{2}+y^{2}\right)^{2 n-3 i-3 j-4}$. We also define

$$
p_{i, j}=\left.\frac{D_{x}^{4} g_{i} \cdot g_{j}}{\left(x^{2}+y^{2}\right)^{2 n-3 i-3 j-4}}\right|_{\left(x^{2}=-1, y^{2}=1\right)}
$$

These constants depending on $n, i, j$. Explicitly, $(-)^{i+j} p_{i, j}$ is equal to

$$
\begin{aligned}
& 1296 i^{4}-5184 i^{3} j+7776 i^{2} j^{2}-5184 i j^{3}+1296 j^{4}+2592 i^{3}-2592 i^{2} j \\
& -1728 i^{2} n-2592 i j^{2}+3456 i j n+2592 j^{3}-1728 j^{2} n+1584 i^{2}-1440 i j \\
& -576 i n+1584 j^{2}-576 j n+192 n^{2}+288 i+288 j-192 n
\end{aligned}
$$

In the special case $i=j$,

$$
p_{i, j}=(-1)^{i+j} 192(3 j-n+1)(3 j-n) .
$$

When $i=j-1$, we have $p_{i, j}=(-1)^{i+j} 192(3 j-n+7)(3 j-n)$. If $i=j-2$, then

$$
p_{i, j}=(-1)^{i+j} 192(3 j-n+30)(3 j-n+1) .
$$

Moreover, if $i=0$, then

$$
p_{i, j}=1296 j^{4}+2592 j^{3}-1728 j^{2} n+1584 j^{2}-576 j n+192 n^{2}+288 j-192 n
$$

Now we would like to define a sequence of numbers $a_{m}, m=0,1, \ldots$, depending on $n$, in the following way. Take $a_{0}=1$. Then $a_{m}$ is determined by $a_{1}, \ldots, a_{m-1}$ through the following recursive relation:

$$
\sum_{i, j \leq m, i+j=m} a_{i} a_{j} d_{i, j}=\sum_{i, j \leq m, i+j=m-1} a_{i} a_{j} p_{i, j}
$$

We regard $a_{j}$ as a polynomial of the variable $n$. Now let us define the constant

$$
J_{n}:=\sum_{i, j \leq[n / 3], i+j=[n / 3]+1} a_{i} a_{j} d_{i, j}-\sum_{i, j \leq[n / 3], i+j=[n / 3]} a_{i} a_{j} p_{i, j} .
$$

Proposition 12. Let $n$ be a fixed integer. If $J_{n} \neq 0$, then the Boussinesq equation has no rational even solution with degree $2 n$.

Proof. First of all, we claim that $T_{n, j}$ has the form

$$
a_{j}\left(x^{2}+y^{2}\right)^{n-3 j} x^{2 j} y^{2 j}+\left(x^{2}+y^{2}\right)^{n-3 j+1} \Gamma(x, y),
$$

where $\Gamma$ is a homogeneous polynomial in $x, y$ with degree $4 j-2$. Indeed,
Let us denote the function $\left(D_{x}^{4}-D_{x}^{2}-D_{y}^{2}\right) f \cdot f$ by $K_{f}$. Since we have chosen $a_{0}$ to be $1, K_{f}$ is a polynomial of degree at most $4 n-4$. The terms with degree $4 n-4$ are given by

$$
D_{x}^{4} T_{n, 0} \cdot T_{n, 0}-\left(D_{x}^{2}+D_{y}^{2}\right) T_{n, 0} \cdot T_{n, 1}
$$

This function is dividable by $\left(x^{2}+y^{2}\right)^{2 n-4}$. We write is as

$$
b_{1}\left(x^{2}+y^{2}\right)^{2 n-4} x^{2} y^{2}+\left(x^{2}+y^{2}\right)^{2 n-3} M(x, y)
$$

Inserting $x^{2}=-1, y^{2}=1$ into this function, we find that necessary $b_{1}=0$. Therefore, we get

$$
a_{0}^{2} p_{0,0}-a_{0} a_{1} d_{0,1}=0
$$

Similarly, consider the terms with degree $4 n-6$, we get

$$
D_{x}^{4} T_{n, 0} \cdot T_{n, 1}-\left(D_{x}^{2}+D_{y}^{2}\right) T_{n, 1} \cdot T_{n, 1}-\left(D_{x}^{2}+D_{y}^{2}\right) T_{n, 0} \cdot T_{n, 2}=0
$$

Then

$$
a_{0} a_{1} p_{0,1}-a_{1}^{2} d_{1,1}-a_{0} a_{2} d_{0,2}=0
$$

Similarly, for $m \leq[n / 3]$,

$$
\sum_{i, j \leq m, i+j=m} a_{i} a_{j} d_{i, j}=\sum_{i, j \leq m, i+j=m-1} a_{i} a_{j} p_{i, j}
$$

Since we require that the solution is a polynomial, the function

$$
\sum_{i, j \leq[n / 3], i+j=[n / 3]+1} a_{i} a_{j}\left(D_{x}^{2}+D_{y}^{2}\right) T_{n, i} \cdot T_{n, j}-\sum_{i, j \leq[n / 3], i+j=[n / 3]} a_{i} a_{j} D_{x}^{4} T_{n, i} \cdot T_{n, j}
$$

should dividable by $\left(x^{2}+y^{2}\right)^{n-1}$, this implies that $J_{n}=0$.
We have computed the constants $a_{j}$ and $J_{n}$, using mathematical software. It turns out that at least for $n \leq 300, J_{n}$ is equal to zero if and only if $n=\frac{k(k+1)}{2}$ for some integer $k$.
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