1 Introduction

The KP equation, introduced by Kadomtsev and Petviashvili [18], is a classical nonlinear dispersive equation appearing in many physical contexts, including the motion of shallow water waves. It has the form
\[
\partial_x \left( \partial_t u + \partial_x^3 u + 3 \partial_x \left( u^2 \right) \right) - \sigma \partial_y^2 u = 0,
\]
(1)
where \( \sigma = \pm 1 \). In this paper, we will consider the case of \( \sigma = 1 \), which is called KP-I equation. (When \( \sigma = -1 \), it is called KP-II equation). If \( u \) is \( y \)-independent, then equation (1) reduces to the KdV equation, a well known integrable system. Dryuma [10] proved that the KP equation has a Lax pair. The inverse scattering transform for KP-I equation has been carried out in [11, 21, 31]. (See [1, 2] and the reference therein for more discussions on the development of this topic before 1991.)

The soliton solutions of the KP equation can be obtained by various different methods, both for the KP-I and KP-II equations. An important feature of the KP-I equation is that it has a family of lump solutions which are also travelling wave type. They were found in [22, 28]. Explicitly, the KP-I equation has a lump solution of the form \( Q(x - t, y) \), where
\[
Q(x, y) = 4 \frac{y^2 - x^2 + 3}{(x^2 + y^2 + 3)^2},
\]
(2)
Note that the function $Q$ decays like $O(r^{-2})$ at infinity. (Here $r^2 = x^2 + y^2$.) Because of this slow decaying property, the inverse scattering transform of KP-I is quite delicate. Indeed, it is shown in [29] that a winding number could be associated to lump type solutions. The interaction of multi-lump solutions has been studied in [12, 20]. The lump solutions also appear in other physical models. For instance, formal asymptotic analysis shows that in the context of the motion in a Bose condensate, the transonic limit of the traveling wave solutions to the GP equation approach to the lump like solutions ([3, 17]). This is called Roberts’s Program ([16, 17]). A rigorous verification is given recently in [4] and [6]. (For traveling waves of Gross-Pitaevskii equation, we refer to [5] and [23] and the references therein.)

Regarding to traveling wave type solutions, it is worth mentioning that the generalized KP-I equations
\[
\partial_x^2 \left( \partial_x^2 u - u + u^p \right) - \partial_y^2 u = 0
\]
also have lump type solutions for suitable $p$ ([7, 19]). For general $p$, this is not an integrable system. Hence no explicit formula is available. These lump type solutions are obtained via variational methods (concentration compactness). We point out that the uniqueness of these lump type solutions is an open problem and therefore it is not known whether $Q$ has this variational characterization. The stability/instability properties of these solutions have been studied in ([9, 30]). Formal computation in [30] suggests that the lump solutions $Q$ should be stable.

Towards understanding the spectral and stability property of the lump solution, we shall prove in this paper that $Q$ is nondegenerate (and hence locally unique up to translations). Our main result in this paper is

**Theorem 1** Suppose $\phi$ is a smooth solution to the equation
\[
\partial_x^2 \left( \partial_x^2 \phi - \phi + 6Q\phi \right) - \partial_y^2 \phi = 0.
\]
Assume
\[
\phi(x, y) \to 0, \quad \text{as } x^2 + y^2 \to +\infty.
\]
Then $\phi = c_1 \partial_x Q + c_2 \partial_y Q$, for certain constants $c_1, c_2$.

Theorem 1 has long been conjectured to be true. See the remark after Lemma 7 in [30] concerning the spectral property and its relation to stability. We also expect that the linearized operator around $Q$ has exactly one negative eigenvalue. But we have not been able to prove this. The rigidity result, stated in Theorem 1, may be very useful in the construction and analysis of solutions near the KP-I equation.

Let us briefly describe the main ideas of the proof. Our main tool will be the Bäcklund transformation. It is known that the lump solution can be obtained from the trivial solution by performing Bäcklund transformation twice. We consider these transformation in the linearized level. We show that a kernel of the linearized operator around $Q$ could be transformed to a kernel of the
operator $\partial_x^2 + \partial_y^2 - \partial_x^4$, which is the linearized operator around the trivial solution zero. With some information on the growth rate of the kernel function, we are able to conclude that the only decaying solutions to (4) are corresponding to translations in the $x$ and $y$ axes. The idea of using linearized Bäcklund transformation to investigate the spectral property has already been used in [25] in the case of Toda lattice, see also [24] for discussion in the case of N-solitons for the KdV equation.

The organization of the paper is as follows: In Section 2, we recall some basic facts about the bilinear derivative. In Section 3 and Section 4, we analyze the linearized Bäcklund transformation. In Section 5, we prove Theorem 1.
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2 Preliminaries

We will use $D$ to denote the bilinear derivative. Explicitly,

$$D_x^n D^g f \cdot g = \partial^n_y \partial_x^g f (x + y, t + s) g (x - y, t - s) |_{s=0,y=0}. \quad (5)$$

In particular, it holds

$$D_x f \cdot g = \partial_x f g - \partial_x^2 g,$$
$$D_x^2 f \cdot g = \partial_x^2 f g - 2 \partial_x f \partial_x^2 g + \partial_x^2 g,$$
$$D_x D_t f \cdot g = \partial_x D_t f g - D_t \partial_x f \partial_x g - \partial_t \partial_x^2 g + \partial_x \partial_t g.$$

The KP-I equation (1) can be written in the following bilinear form [13]:

$$(D_x D_t + D_x^4 - D_x^2) \tau \cdot \tau = 0. \quad (6)$$

To explain this, we introduce the $\tau$-function:

$$u = 2 \partial_x^2 (\ln \tau). \quad (7)$$

Then equation (1) becomes

$$\partial_x^2 \left[ \left( \partial_x \partial_t \ln \tau + \partial_x^4 \ln \tau + 6 \left( \partial_x^2 \ln \tau \right)^2 \right) - \partial_y^2 \ln \tau \right] = 0.$$

Using the identities (see Section 1.7.2 of [13])

$$2 \partial_x^2 \ln \tau = \frac{D_x^2 \tau \cdot \tau}{\tau^2}, \quad 2 \partial_x \partial_t \ln \tau = \frac{D_x D_t \tau \cdot \tau}{\tau^2},$$

and

$$2 \partial_x^2 \ln \tau = \frac{D_x^2 \tau \cdot \tau}{\tau^2} - 3 \left( \frac{D_x \tau \cdot \tau}{\tau^2} \right)^2,$$
we get
\[ \partial_x^2 \left( \frac{D_x D_t \tau + D_x^2 \tau - D_y^2 \tau}{\tau^2} \right) = 0. \]

Therefore, if \( \tau \) satisfies the bilinear equation \((6)\), then \( u \) satisfies the KP-I equation \((1)\).

Let \( i \) be the imaginary unit. We will investigate properties of the following three functions:

\[ \tau_0(x, y) = 1, \]
\[ \tau_1(x, y) = x + iy + \sqrt{3}, \]
\[ \tau_2(x, y) = x^2 + y^2 + 3. \]

Let

\[ \bar{\tau}_0(x, y, t) = \tau_0(x-t, y), \]
\[ \bar{\tau}_1(x, y, t) = \tau_1(x-t, y), \]
\[ \bar{\tau}_2(x, y, t) = \tau_2(x-t, y). \]

Then \( \bar{\tau}_0, \bar{\tau}_1, \bar{\tau}_2 \) are solutions of \((6)\).

2.1 The Backlund transformation

Under \((7)\), the function \( \bar{\tau}_2 \) is corresponding to the lump solution \( Q(x-t, y) \).

Note that the solution corresponding to \( \bar{\tau}_1 \) is not real valued.

Now let \( \mu \) be a constant. We first recall the following bilinear operator identity (see [26] or P. 90 in [27] for more details, we also refer to [15] and the references therein for the construction of more general rational solutions):

\[ \frac{1}{2} \left[ (D_x D_t + D_x^4 - D_y^2) f \cdot f \right] gg - \frac{1}{2} \left[ (D_x D_t + D_x^4 - D_y^2) g \cdot g \right] ff \\
= D_x \left[ (D_t - \sqrt{3} \mu D_y + D_x^2 - \sqrt{3} i D_x D_y) f \cdot g \right] \cdot (fg) \\
+ 3 D_x \left[ \frac{D_x^2 + \mu D_x + \frac{1}{\sqrt{3}} i D_y}{\sqrt{3}} \right] \cdot (D_x g \cdot f) \\
+ \sqrt{3} i D_y \left[ \frac{D_x^2 + \mu D_x + \frac{1}{\sqrt{3}} i D_y}{\sqrt{3}} \right] \cdot (f g). \]  

By this identity, we can consider the Backlund transformation from \( \bar{\tau}_0 \) to \( \bar{\tau}_1(\mu = \frac{1}{\sqrt{3}}) \):

\[ \left\{ \begin{array}{l}
(D_x^2 + \frac{1}{\sqrt{3}} D_x + \frac{1}{\sqrt{3}} i D_y) \bar{\tau}_0 \cdot \bar{\tau}_1 = 0, \\
(D_t - i D_y + D_x^2 - \sqrt{3} i D_x D_y) \bar{\tau}_0 \cdot \bar{\tau}_1 = 0.
\end{array} \right. \]  

The Backlund transformation from \( \bar{\tau}_1 \) to \( \bar{\tau}_2 \) is given by \( \mu = -\frac{1}{\sqrt{3}} \)

\[ \left\{ \begin{array}{l}
(D_x^2 - \frac{1}{\sqrt{3}} D_x + \frac{1}{\sqrt{3}} i D_y) \bar{\tau}_1 \cdot \bar{\tau}_2 = 0, \\
(D_t + i D_y + D_x^2 - \sqrt{3} i D_x D_y) \bar{\tau}_1 \cdot \bar{\tau}_2 = 0.
\end{array} \right. \]  
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Throughout the paper, we set $r = \sqrt{x^2 + y^2}$. We would like to relate the kernel of the linearized KP-I equation to that of the linearized equation in bilinear form.

**Lemma 2** Suppose $\phi$ is a smooth function satisfying the linearized KP-I equation

$$
\partial_x^2 \left( \partial_x^2 \phi - \phi + 6Q\phi \right) - \partial_y^2 \phi = 0.
$$

Assume $\phi(x, y) \to 0$, as $r \to +\infty$.

Let $\eta(x, y) = \tau_2 \int_0^x \int_{-\infty}^t \phi(s, y) \, ds \, dt$.

Then $\eta$ satisfies

$$(-D_x^2 + D_x^4 - D_y^2) \eta \cdot \tau_2 = 0.$$

Moreover,

$$|\eta| + (|\partial_x \eta| + |\partial_y \eta| + |\partial_x^2 \eta| + |\partial_x \partial_y \eta| + |\partial_y^2 \eta|) (1 + r) \leq C (1 + r)^{\frac{5}{2}}. \quad (11)$$

**Proof.** We write the equation

$$\partial_x^2 \left( \partial_x^2 \phi - \phi + 6Q\phi \right) - \partial_y^2 \phi = 0$$

as

$$\partial_x^4 \phi - \partial_x^2 \phi - \partial_y^2 \phi = -6\partial_x^2 (Q\phi).$$

Since $\phi \to 0$ as $r \to +\infty$, it follows from the a priori estimate of the operator $\partial_x^2 - \partial_x^4 + \partial_y^2$ (see Lemma 3.6 of [8]) that

$$|\phi| + (|\partial_x \phi| + |\partial_y \phi|) (1 + r) \leq C (1 + r)^{-2}.$$ 

Moreover,

$$\int_{-\infty}^{+\infty} \phi(x, y) \, dx = 0,$$

for all $y$. Therefore,

$$|\eta| + (|\partial_x \eta| + |\partial_y \eta| + |\partial_x^2 \eta| + |\partial_x \partial_y \eta| + |\partial_y^2 \eta|) (1 + r) \leq C (1 + r)^{\frac{5}{2}}.$$

As a consequence,

$$-D_x^2 \eta \cdot \tau_2 + D_x^4 \eta \cdot \tau_2 - D_y^2 \eta \cdot \tau_2 \xrightarrow{\tau_2^2} 0, \quad \text{as} \ r \to +\infty. \quad (12)$$

On the other hand, since $\phi$ satisfies the linearized KP-I equation, $\eta$ satisfies

$$\partial_x^2 \left( -D_x^2 \eta \cdot \tau_2 + D_x^4 \eta \cdot \tau_2 - D_y^2 \eta \cdot \tau_2 \right) \tau_2^2 = 0.$$

This together with (12) implies

$$-D_x^2 \eta \cdot \tau_2 + D_x^4 \eta \cdot \tau_2 - D_y^2 \eta \cdot \tau_2 = 0.$$

The proof is completed.  ■
3 Linearized Bäcklund transformation between \( \tau_0 \) and \( \tau_1 \)

In terms of \( \tau_0 \) and \( \tau_1 \), the Bäcklund transformation (9) can be written as

\[
\begin{align*}
\left\{ \begin{array}{l}
(D_x^2 + \frac{1}{\sqrt{3}} D_x + \frac{1}{\sqrt{3}} iD_y) \tau_0 \cdot \tau_1 = 0, \\
(-D_x - iD_y + D_x^3 - \sqrt{3}iD_x D_y) \tau_0 \cdot \tau_1 = 0.
\end{array} \right.
\end{align*}
\]

(13)

Linearizing this system at \((\tau_0, \tau_1)\), we obtain

\[
\begin{align*}
L_1 \phi &= G_1 \eta, \\
M_1 \phi &= N_1 \eta.
\end{align*}
\]

(14)

Here for notational simplicity, we have defined

\[
\begin{align*}
L_1 \phi &= \left( D_x^2 + \frac{1}{\sqrt{3}} D_x + \frac{1}{\sqrt{3}} iD_y \right) \phi \cdot \tau_1, \\
M_1 \phi &= \left( -D_x - iD_y + D_x^3 - \sqrt{3}iD_x D_y \right) \phi \cdot \tau_1,
\end{align*}
\]

and

\[
\begin{align*}
G_1 \eta &= - \left( D_x^2 + \frac{1}{\sqrt{3}} D_x + \frac{1}{\sqrt{3}} iD_y \right) \tau_0 \cdot \eta, \\
N_1 \eta &= - \left( -D_x - iD_y + D_x^3 - \sqrt{3}iD_x D_y \right) \tau_0 \cdot \eta.
\end{align*}
\]

Proposition 3 Let \( \eta \) be a solution of the linearized bilinear KP-I equation at \( \tau_1 \):

\[
-D_x^2 \eta \cdot \tau_1 + D_x^4 \eta \cdot \tau_1 - D_x^2 \eta \cdot \tau_1 = 0.
\]

(15)

Suppose \( \eta \) satisfies (11). Then the system (14) has a solution \( \phi \) with

\[
|\phi| + |\partial_x \phi| + |\partial_y \phi| \leq C (1 + r)^{\frac{3}{2}}.
\]

The rest of this section will be devoted to the proof of Proposition 3.

From the first equation in (14), we get

\[
\partial_y \phi \tau_1 = i \left[ \partial_x \phi \tau_1 + \sqrt{3} \left( \partial_x^2 \phi \tau_1 - 2 \partial_x \phi \right) \right] - \sqrt{3}i G_1 \eta.
\]

(16)

Inserting (16) into the right hand side of the second equation of (14), we get

\[
4 \partial_x^3 \phi \tau_1 + \left( 2 \sqrt{3} \tau_1 - 12 \right) \partial_x^2 \phi + \left( -4 \sqrt{3} + \frac{12}{\tau_1} \right) \partial_x \phi = F_1.
\]

(17)

Here

\[
F_1 = 3 \partial_x (G_1 \eta) + \sqrt{3} G_1 \eta + N_1 \eta - \frac{6}{\tau_1} G_1 \eta
\]

\[
= -2 \partial_x^3 \eta + 2 \sqrt{3}i \partial_x \partial_y \eta - \frac{6}{\tau_1} G_1 \eta.
\]
To solve the equation (17), we shall first analyze the solutions of the homogeneous equation

\[ 2\tau_1^2 g'' + \left( \sqrt{3}\tau_1 - 6 \right) \tau_1 g' + \left( 6 - 2\sqrt{3}\tau_1 \right) g = 0. \] (18)

**Lemma 4** The equation (18) has two linearly independent solutions

\[ g_1 = \tau_1 - \frac{\sqrt{3}}{2}\tau_1^2, \]
\[ g_2 = \tau_1 e^{-\frac{\sqrt{3}}{2}\tau_1}. \]

**Proof.** This can be verified directly. Indeed, the equation (18) can be exactly solved using software such as *Mathematica*. We will frequently use this software in the rest of the paper.

Let \( W \) be the Wronskian of \( g_1, g_2 \). That is,

\[ W = g_1 \frac{\partial}{\partial x} g_2 - g_2 \frac{\partial}{\partial x} g_1 = \frac{3}{4}\tau_1^3 e^{-\frac{\sqrt{3}}{2}\tau_1}. \]

By the variation of parameter formula, the equation

\[ 4\tau_1 g'' + \left( 2\sqrt{3}\tau_1 - 12 \right) g' + \left( \frac{12}{\tau_1} - 4\sqrt{3} \right) g = F_1 \]

has a solution of the form

\[ g^*(x, y) = g_2(x, y) \int_{-\infty}^{x} \frac{g_1 F_1}{4\tau_1 W} ds - g_1(x, y) \int_{-\infty}^{x} \frac{g_2 F_1}{4\tau_1 W} ds. \]

It follows that for each fixed \( y \), the equation

\[ 4\tau_1 \phi''' + \left( 2\sqrt{3}\tau_1 - 12 \right) \phi'' + \left( \frac{12}{\tau_1} - 4\sqrt{3} \right) \phi' = F \]

has a solution of the form

\[ w_0(x, y) = \int_{0}^{x} g^*(s, y) ds. \] (19)

We emphasize that \( \frac{1}{\tau_1} \) has a singularity at the point \( (x, y) = (-\sqrt{3}, 0) \). Therefore we need to be very careful about the behavior of \( w_0 \) around this singular point.

**Lemma 5** Suppose \( \eta \) satisfies (11). Then

\[ |w_0| \leq C (1 + r)^{\frac{3}{2}}, \text{ for } x \leq 10. \]
Proof. Since $\eta$ satisfies (11), we have

$$|F_1| \leq (1 + r)^2.$$ 

Hence using the asymptotic behavior of $W$ and $g_1, g_2$, we find that for $r$ large,

$$\left| \frac{g_1 F_1}{W_{\tau_1}} \right| \leq C e^{-\frac{\sqrt{3}}{2} x} (1 + r)^{-\frac{1}{2}},$$

$$\left| \frac{g_2 F_1}{W_{\tau_1}} \right| \leq C (1 + r)^{-\frac{3}{2}}.$$ 

Near the singular point $(-\sqrt{3}, 0)$, using the fact that $g_2 - g_1 = O\left( \frac{1}{\tau_1^2} \right)$, we infer

$$|g^*| \leq C.$$ 

As a consequence, for $x \leq 10$, we obtain

$$|g^*| \leq C (1 + r)^{\frac{3}{2}}.$$ 

It follows that

$$|w_0| \leq C (1 + r)^{\frac{3}{2}}.$$ 

We remark that as $x \to +\infty$, since $g_1 = O\left( \frac{1}{\tau_1^2} \right)$, $w_0$ may not satisfy (20). 

Lemma 6 The functions $\xi_0 (x, y) := 1,$

$$\xi_1 := \frac{1}{2} \tau_1^2 - \frac{\sqrt{3}}{6} \tau_1^3,$$

and

$$\xi_2 := \left( \frac{\sqrt{3}}{2} \tau_1 + 1 \right) e^{-\frac{\sqrt{3}}{2} x + \frac{\sqrt{3}}{2} y}$$

solve the system

$$\left\{ \begin{array}{l}
L_1 \phi = 0, \\
M_1 \phi = 0.
\end{array} \right.$$ 

Proof. This could be checked directly. Alternatively, we can look for solutions of $L_1 \phi = 0$ in the form $f_1 (y) \partial_x^{-1} g_1$ and $f_2 (y) \partial_x^{-1} g_2$. This reduces to an ODE for the unknown functions $f_1$ and $f_2$. 

For given function $\eta$, we have seen from (19) that the ODE (17) for the unknown function $\phi$ could be solved for each fixed $y$. To solve the system (14), we define

$$\Phi_0 (x, y) := L_1 \phi - G_1 \phi,$$

and

$$\Phi_1 = \partial_x \Phi_0, \Phi_2 = \partial_x^2 \Phi_0.$$ 
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Note that \( \Phi_i \) depends on the function \( \phi \).

Consider the system of equations
\[
\begin{aligned}
\Phi_0 (x, y) &= 0, \\
\Phi_1 (x, y) &= 0, \quad \text{for } x = 1, \\
\Phi_2 (x, y) &= 0,
\end{aligned}
\]
(21)

We seek a solution \( \phi \) to (21) in the form \( w = w_0 + w_1 + w_2 \), where
\[
w_1 (x, y) = \rho_0 (y) \xi_0 (x, y) + \rho_1 (y) \xi_1 (x, y) + \rho_2 (y) \xi_2 (x, y).
\]

**Lemma 7** System (21) has a solution \((\rho_0, \rho_1, \rho_2)\) with the initial condition
\[
\rho_i (0) = 0, \quad i = 0, 1, 2.
\]

**Proof.** The equation \( \Phi_0 = 0 \) could be written as
\[
L_1 w_0 = -L_1 w_0 + G_1 \eta := H_0.
\]
Similarly, we write \( \Phi_1 = 0 \) as
\[
\partial_x [L_1 w_1] = -\partial_x [L_1 w_0] + \partial_x [G_1 \eta] := H_1.
\]
\( \Phi_2 = 0 \) could be written as
\[
\partial_x^2 [L_1 w_1] = -\partial_x^2 [L_1 w_0] + \partial_x^2 [G_1 \eta] := H_2.
\]

Consider the system
\[
\begin{aligned}
L_1 w_1 &= 0, \\
\partial_x [L_1 w_1] &= 0, \\
\partial_x^2 [L_1 w_1] &= 0.
\end{aligned}
\]
(22)

In view of the definition of \( w_1 \), we know that (22) is a homogeneous system of first order differential equations for the functions \( \rho_0, \rho_1, \rho_2 \). Explicitly, (22) has the form
\[
A \begin{pmatrix} \rho' \\ \rho_1' \\ \rho_2' \end{pmatrix} = 0,
\]
where
\[
A = \begin{pmatrix}
\frac{i\tau_1 \xi_0}{\sqrt{3}} & \frac{i\tau_1 \xi_1}{\sqrt{3}} & \frac{i\tau_1 \xi_2}{\sqrt{3}} \\
\frac{i\tau_2 \partial_x \xi_0}{\sqrt{3}} & \frac{i\tau_2 \partial_x \xi_1}{\sqrt{3}} & \frac{i\tau_2 \partial_x \xi_2}{\sqrt{3}} \\
\frac{i\tau_3 \partial_x^2 \xi_0}{\sqrt{3}} & \frac{i\tau_3 \partial_x^2 \xi_1}{\sqrt{3}} & \frac{i\tau_3 \partial_x^2 \xi_2}{\sqrt{3}}
\end{pmatrix}.
\]

Hence (21) has a solution
\[
\int_0^y A^{-1} (1, s) \begin{pmatrix} H_0 (1, s) \\ H_1 (1, s) \\ H_2 (1, s) \end{pmatrix} ds.
\]

This completes the proof. ■
Proposition 8 Suppose \( \eta \) satisfies (15). Then

\[
\partial^3_t \Phi_0 = \left( -\frac{\sqrt{3}}{2} + \frac{6}{\tau_1} \right) \partial^2_t \Phi_0 + \frac{1}{\tau_1} \left( 2\sqrt{3} - \frac{15}{\tau_1} \right) \partial_t \Phi_0 + \frac{1}{\tau_1^2} \left( \frac{15}{\tau_1} - 2\sqrt{3} \right) \Phi_0.
\]

Proof. This follows from quite tedious computation using Mathematica.

Intuitively, we expect that this identity follows from the compatibility properties of suitable Lax pair of the KP-I equation. But up to now we have not been able to rigorously show this. ■

Lemma 9 The function \( \phi = w_0 + w_1 \) satisfies (14) for all \((x, y) \in \mathbb{R}^2\).

Proof. By the definition of \( \Phi_0, \Phi_1, \Phi_2 \) and Proposition 8, we have

\[
\partial_x \begin{pmatrix} \Phi_0 \\ \Phi_1 \\ \Phi_2 \end{pmatrix} = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ \frac{15}{\tau_1} - 2\sqrt{3} & 2\sqrt{3} - \frac{15}{\tau_1} & 0 \end{pmatrix} \begin{pmatrix} \Phi_0 \\ \Phi_1 \\ \Phi_2 \end{pmatrix}. \]

For each fixed \( y \neq 0 \), by Lemma 7, \( \Phi_0 (1, y) = \Phi_1 (1, y) = \Phi_2 (1, y) = 0 \). By the uniqueness of solution to ODE, we obtain \( \Phi_0 (x, y) = \Phi_1 (x, y) = \Phi_2 (x, y) = 0 \), for all \( x \in \mathbb{R} \). On the other hand, by the definition of \( w_0 \) and \( w_1 \), the second equation of (14) is also satisfied for all \((x, y) \in \mathbb{R}^2 \) with \( y \neq 0 \). By continuity of \( \phi \), we know that \( \phi = w_0 + w_1 \) satisfies (14) for all \((x, y) \in \mathbb{R}^2 \). This finishes the proof. ■

Lemma 10 Suppose \( \eta \) satisfies (11). Let \( \rho_i, i = 0, 1, 2 \), be functions given by Lemma 7. Then

\[
\rho_1 (y) = \rho_2 (y) = 0, \text{ for all } y \in \mathbb{R}.
\]

Proof. Dividing the equation \( \Phi_0 = 0 \) by \( \xi_2 \), we get

\[
\frac{i}{\sqrt{3} \xi_2} (\rho'_0 \xi_0 + \rho'_1 \xi_1 + \rho'_2 \xi_2) \tau_1 = \frac{1}{\xi_2} H_0. \tag{23}
\]

For each fixed \( y \in \mathbb{R} \), sending \( x \to -\infty \) in (23) and using the estimate (11), we infer

\[
\rho'_2 = 0.
\]

This together with the initial condition \( \rho_2 (0) = 0 \) tell us that \( \rho_2 = 0 \).

Now \( \Phi_0 = 0 \) becomes

\[
\frac{i}{\sqrt{3}} (\rho'_0 \xi_0 + \rho'_1 \xi_1) \tau_1 = H_0.
\]

Dividing both sides of this equation by \( \xi_1 \) and letting \( x \to -\infty \), we get \( \rho'_1 = 0 \). Hence \( \rho_1 = 0 \). The proof is completed. ■
Proof of Proposition 3. We have proved that $\rho_1$ and $\rho_2$ are both zero. Now let us define
\[
k(y) = \int_{-\infty}^{+\infty} \frac{g_2 F_1}{4 \tau_1 W} ds, \quad y \neq 0.
\]
Then
\[|w_0 + k(y) \xi_1(x, y)| \leq C (1 + r)^{\frac{5}{2}}, \quad \text{for } x \text{ large.}
\]
Using similar arguments as Lemma 10, we see that $k'(y) = 0$, but $k(y) \to 0$ as $|y| \to +\infty$. Hence $k(y) = 0$. Then the function $w_0 + \rho_0 \xi_0$ is the desired solution.

4 Linearized Bäcklund transformation between $\tau_1$ and $\tau_2$

In terms of $\tau_1$ and $\tau_2$, the Bäcklund transformation (10) can be written as
\[
\begin{align*}
\left\{ \begin{array}{l}
D^2_x - \frac{1}{\sqrt{3}} D_x + \frac{1}{\sqrt{3}} iD_y \tau_1 \cdot \tau_2 = 0, \\
-D_x + iD_y + D^3_x - \sqrt{3}iD_x D_y \tau_1 \cdot \tau_2 = 0.
\end{array} \right.
\end{align*}
\]
The linearization of this system is
\[
\begin{align*}
\left\{ \begin{array}{l}
L_2 \phi = G_2 \eta, \\
M_2 \phi = N_2 \eta.
\end{array} \right. \tag{24}
\end{align*}
\]
Here
\[
\begin{align*}
L_2 \phi &= \left(D^2_x - \frac{1}{\sqrt{3}} D_x + \frac{1}{\sqrt{3}} iD_y\right) \phi \cdot \tau_2, \\
M_2 \phi &= \left(-D_x + iD_y + D^3_x - \sqrt{3}iD_x D_y\right) \phi \cdot \tau_2,
\end{align*}
\]
and
\[
\begin{align*}
G_2 \eta &= -\left(D^2_x - \frac{1}{\sqrt{3}} D_x + \frac{1}{\sqrt{3}} iD_y\right) \tau_1 \cdot \eta, \\
N_2 \eta &= -\left(-D_x + iD_y + D^3_x - \sqrt{3}iD_x D_y\right) \tau_1 \cdot \eta.
\end{align*}
\]

Proposition 11 Let $\eta = \eta(x, y)$ be a function solving the linearized bilinear KP-I equation at $\tau_2$ :
\[
-D^2_x \eta \tau_2 + D^4_x \eta \tau_2 = D^2_y \eta \tau_2. \tag{25}
\]
Suppose $\eta$ satisfies (11). Then the system (14) has a solution $\phi$ with
\[
|\phi| + (|\partial_y \phi| + |\partial^2_x \phi| + |\partial_x \partial_y \phi|) (1 + r) \leq C (1 + r)^{\frac{5}{2}}.
\]
From the first equation in (24), we get
\[
\partial_y \phi \tau_2 = i \left[ \sqrt{3} \left( \partial_x^2 \phi \tau_2 - 2 \partial_x \phi \partial_x \tau_2 \right) - \partial_x \phi \tau_2 \right] + 2i \phi \tau_1 - \sqrt{3} \partial G \eta. \tag{26}
\]
Here we have used \( \bar{\tau}_1 \) to denote the complex conjugate of \( \tau_1 \). Inserting (26) into the second equation of (24), we obtain
\[
\partial_x^2 \phi \tau_2 + \left( - \frac{\sqrt{3}}{2} \tau_2 - 6x \right) \partial_x^2 \phi + \left( 2 \sqrt{3} x + \frac{12 x^2}{\tau_2} \right) \partial_x \phi - \frac{2 \sqrt{3} x}{\tau_2} \tau_1 \phi = \frac{F_2}{4}. \tag{27}
\]
Here
\[
F_2 = N_2 \eta - \left( \frac{6 \partial_x \tau_2}{\tau_2} G \eta - 3 \partial_x (G \eta) + \sqrt{3} G \eta \right).
\]
To solve equation (27), we set \( \phi = \tau_1 \kappa \) and \( h = \kappa' \).

Equation (27) is transformed into the equation
\[
T (h) := \tau_1 \tau_2 h'' + \left[ 3 \tau_2 + \left( - \frac{\sqrt{3}}{2} \tau_2 - 6x \right) \tau_1 \right] h' + \left[ 2 \left( - \frac{\sqrt{3}}{2} \tau_2 - 6x \right) + \tau_1 \left( 2 \sqrt{3} x + \frac{12 x^2}{\tau_2} \right) \right] h = \frac{F_2}{4}.
\]

**Lemma 12** The homogeneous equation \( T (h) = 0 \) has two solutions \( h_1, h_2 \), given by
\[
h_1 (x, y) = (x - yi)^2 + \frac{2}{\sqrt{3}} (x - yi) + 3 + \frac{12 (y - \sqrt{3} i) (y + \sqrt{3} i)}{\tau_1^2} = \frac{\tau_2}{3 \tau_1^2} \left( 3 \tau_2 + 4 \sqrt{3} (x + \bar{\tau}_1) \right),
\]
and
\[
h_2 (x, y) = \frac{\tau_2}{\tau_1^2} \left( x + yi - \sqrt{3} \right) e^{\frac{x}{\sqrt{3} x}}.
\]

**Proof.** This equation can be solved using Mathematica. \( \blacksquare \)

**Lemma 13** The system
\[
\begin{align*}
\left( D_x^2 - \frac{1}{\sqrt{3}} D_x + \frac{i}{\sqrt{3}} D_y \right) \phi \cdot \tau_2 &= 0, \\
\left( -D_x + i D_y + D_y^2 - \sqrt{3} i D_x D_y \right) \phi \cdot \tau_2 &= 0
\end{align*}
\]
has three solutions $\zeta_0, \zeta_1, \zeta_2$, given by $\zeta_0 = \tau_1$,

$$
\zeta_1 = \tau_1 \partial_x^{-1} h_1 = \tau_1 \left( \frac{x^3}{3} + \frac{x^2}{\sqrt{3}} + 3x - 11yi \right) - 12 \left( y - \sqrt{3}i \right) \left( y + \frac{i}{\sqrt{3}} \right),
$$

and

$$
\zeta_2 = e^{\sqrt{3}yi} \tau_1 \partial_x^{-1} g_2 = \left( x^2 - \frac{8}{\sqrt{3}} x + y^2 + \frac{4yi}{\sqrt{3}} + 7 \right) e^{\frac{2x^2 + \sqrt{3}yi}{2}}.
$$

**Proof.** This is similar to Lemma 6 and can be checked by direct computation.

Let $W$ be the Wronskian of $h_1, h_2$. That is

$$
W = h_1 \partial_x h_2 - h_2 \partial_x h_1 = e^{\frac{2x^2}{\sqrt{3}}} \frac{\tau_2}{\tau_1}.
$$

Variation of parameter formula gives us a solution $\tau_1 \partial_x^{-1} h^*$ to the equation (27), where

$$
h^* = h_2 \int_{-\infty}^{x} \frac{h_1}{W} \frac{F_2}{4\tau_1 \tau_2} ds - h_1 \int_{-\infty}^{x} \frac{h_2}{W} \frac{F_2}{4\tau_1 \tau_2} ds.
$$

**Lemma 14** Suppose $\eta$ satisfies (11). Let $\tilde{w}_0 = \tau_1 \partial_x^{-1} h^*$. Then

$$
|\tilde{w}_0| \leq C (1 + r)^{\frac{5}{2}}, \text{ for } x \geq -10.
$$

**Proof.** Since $\eta$ satisfies (11), we have

$$
|F_2| \leq C (1 + r)^{\frac{5}{2}}.
$$

Hence

$$
\left| \frac{h_1 F_2}{W \tau_1 \tau_2} \right| \leq C e^{-\frac{2x^2}{2\sqrt{3}}} (1 + r)^{-\frac{5}{2}},
$$

$$
\left| \frac{h_2 F_2}{W \tau_1 \tau_2} \right| \leq C (1 + r)^{-\frac{5}{2}}.
$$

Hence

$$
|h^* (x, y)| \leq (1 + r)^{\frac{5}{2}}, \text{ for } x \geq -10.
$$

It follows that

$$
|\tilde{w}_0| \leq C (1 + r)^{\frac{5}{2}}, \text{ for } x \geq -10.
$$

Slightly abusing the notation, we define

$$
\Phi_0 = L_2 \phi - G_2 \eta.
$$

Then let $\Phi_1 = \partial_x \Phi_0$ and $\Phi_2 = \partial_y^2 \Phi_0$.
We would like to solve the system
\[
\begin{aligned}
\Phi_0 &= 0, \\
\Phi_1 &= 0, \quad \text{for } x = 0, \\
\Phi_2 &= 0,
\end{aligned}
\] (28)

Similarly as before, we seek a solution of this problem with the form \( \tilde{w}_0 + \tilde{w}_1 \), with
\[
\tilde{w}_1 = \beta_0 (y) \zeta_0 + \beta_1 (y) \zeta_1 + \beta_2 (y) \zeta_2,
\]
where \( \beta_0, \beta_1, \beta_2 \) are functions of \( y \) to be determined.

The problem (28) can be written as
\[
\begin{aligned}
L_2 \tilde{w}_1 &= H_0, \\
\partial_x (L_2 \tilde{w}_1) &= H_1, \\
\partial_x^2 (L_2 \tilde{w}_1) &= H_2.
\end{aligned}
\] (29)

Here
\[
\begin{aligned}
H_0 &= G_2 \eta - L_2 \tilde{w}_0, \\
H_1 &= \partial_x (G_2 \eta - L_2 \tilde{w}_0), \\
H_2 &= \partial_x^2 (G_2 \eta - L_2 \tilde{w}_0).
\end{aligned}
\]

**Lemma 15** The equation (29) has a solution \((\beta_0, \beta_1, \beta_2)\) satisfying the initial condition \( \beta_i (0) = 0, i = 0, 1, 2 \).

**Proof.** The proof is similar to that of Lemma 7.

**Proposition 16** Suppose \( \eta \) satisfies (25). Then
\[
\partial_x^2 \Phi_0 = \left( \frac{12x}{\tau_2} + \frac{\sqrt{3}}{2} \right) \partial_x \Phi_0 + \left( \frac{6}{\tau_2} - \frac{4\sqrt{3}x}{\tau_2} - \frac{60x^2}{\tau_2^2} \right) \partial_x \Phi_0 + \\
\left( 2\sqrt{3} \frac{x^3}{\tau_2^2} - \sqrt{3} \frac{x^2}{\tau_2^2} - \frac{36x}{\tau_2^2} + \frac{8\sqrt{3}x^2}{\tau_2^2} + \frac{120x^3}{\tau_2^3} \right) \Phi_0.
\]

**Proof.** We can check this by Mathematica. We can also prove this directly by tedious calculation by hand.

**Lemma 17** The function \( \phi = \tilde{w}_0 + \tilde{w}_1 \) solves the system (24) for all \((x, y) \in \mathbb{R}^2\).

**Proof.** By Proposition 16,
\[
\partial_x \begin{pmatrix} \Phi_0 \\ \Phi_1 \\ \Phi_2 \end{pmatrix} = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ a_{31} & a_{32} & a_{33} \end{pmatrix} \begin{pmatrix} \Phi_0 \\ \Phi_1 \\ \Phi_2 \end{pmatrix},
\]
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where
\[
a_{31} = 2\sqrt{3}\frac{x\tau_1}{\tau_2^2} - \frac{\sqrt{3}}{\tau_2} - \frac{36x}{\tau_2^2} + \frac{8\sqrt{3}x^2}{\tau_2} + \frac{120x^3}{\tau_2^3},
\]
\[
a_{32} = 6 - \frac{4\sqrt{3}x}{\tau_2} - \frac{60x^2}{\tau_2^2},
\]
and
\[
a_{33} = \frac{12x}{\tau_2} + \frac{\sqrt{3}}{2}.
\]

For each fixed $y$, since $\Phi_i(0, y) = 0$, $i = 0, 1, 2$, we deduce from the uniqueness of solutions to ODE that $\Phi_i(x, y) = 0$, for all $x \in \mathbb{R}$.

**Lemma 18** Let $\beta_i, i = 0, 1, 2$ be the functions given by Lemma 15. Then $\beta_1 = \beta_2 = 0$.

**Proof.** The proof is similar to that of Lemma 10.

With Lemma 18 at hand, we can prove Proposition 11 similarly as before.

## 5 Proof of the main theorem

In this section, we will prove Theorem 1.

**Lemma 19** Suppose $\eta$ satisfies
\[
\begin{align*}
L_1\phi &= G_1\eta, \\
M_1\phi &= N_1\eta,
\end{align*}
\]
Then
\[
-4\partial_x^3\eta + 2\sqrt{3}\partial_x^2\eta = \Theta_1\phi,
\]
where
\[
\Theta_1\phi := -M_1\phi - \sqrt{3}L_1\phi + 3\partial_x (L_1\phi)
\]
In particular, if $G_1\eta = N_1\eta = 0$, and
\[
|\eta| \leq C(1 + r)^{\frac{\lambda}{2}}.
\]
Then $\eta = c_1 + c_2\tau_1$, for some constants $c_1, c_2$.

**Proof.** The equation $G_1\eta = L_1\phi$ is
\[
\left(\frac{D_x^2}{\sqrt{3}} + \frac{1}{\sqrt{3}} D_x + \frac{i}{\sqrt{3}} D_y\right) \tau_0 \cdot \eta = -L_1\phi.
\]
That is,
\[
\partial_x^2\eta + \frac{1}{\sqrt{3}} (-\partial_x\eta) + \frac{i}{\sqrt{3}} (-\partial_y\eta) = -L_1\phi.
\]
Inserting this identity into the equation
\[
\left(-D_x - iD_y + D_x^3 - \sqrt{3}iD_xD_y\right) \tau_0 \cdot \eta = -M_1 \phi,
\]
we get
\[
\sqrt{3} \partial_x^2 \eta - \partial_x^3 \eta - \sqrt{3}i \partial_x \left(-\sqrt{3}i \left(\partial_x^2 \eta - \frac{1}{\sqrt{3}} \partial_x \eta + L_1 \phi\right)\right) = -M_1 \phi - \sqrt{3}L_1 \phi.
\]
Hence
\[
-4 \partial_x^3 \eta + 2\sqrt{3} \partial_x^2 \eta = -M_1 \phi - \sqrt{3}L_1 \phi + 3 \partial_x (L_1 \phi).
\]
If \(L_1 \phi = M_1 \phi = 0\), then
\[
-4 \partial_x^3 \eta + 2\sqrt{3} \partial_x^2 \eta = 0.
\]
The solutions of this equation are given by
\[
c_1 + c_2 x + c_3 e^{\frac{x^2}{2}},
\]
where \(c_1, c_2, c_3\) are constants which may depend on \(y\). Due to the growth estimate of \(\eta\), we find that
\[
\eta = c_1 + c_2 x.
\]
Inserting this into the equation \(G_1 \eta = 0\), we find that \(\eta\) is a linear combination of 1 and \(\tau_1\).  

**Lemma 20** We have
\[
\Theta_1 (x) = 4\sqrt{3}, \quad \Theta_1 (y) = 0.
\]
and
\[
\Theta_1 (x^2 - y^2) = 8\sqrt{3}x, \quad \Theta_1 (xy) = 2\sqrt{3}i \tau.
\]

**Proof.** This follows from direct computation. For instances, we compute
\[
L_1 (x^2 - y^2) = \left(D_x^2 + \frac{1}{\sqrt{3}}D_x + \frac{1}{\sqrt{3}}iD_y\right) (x^2 - y^2) \cdot \tau_1
\]
\[
= 2 \tau_1 - 4x + \frac{1}{\sqrt{3}} (2x \tau_1 - (x^2 - y^2)) + \frac{i}{\sqrt{3}} (-2y \tau_1 - i (x^2 - y^2))
\]
\[
= \frac{2}{\sqrt{3}} \tau_2.
\]
\[
M_1 (x^2 - y^2) = \left(-D_x - iD_y + D_x^3 - \sqrt{3}iD_xD_y\right) (x^2 - y^2) \cdot \tau_1
\]
\[
= -\left(2x \tau_1 - (x^2 - y^2)\right) - i (-2y \tau_1 - (x^2 - y^2) i)
\]
\[
+ (-3) 2 - \sqrt{3} i (-2x i - (-2y))
\]
\[
= -2 \tau_2 - 4\sqrt{3} x.
\]
Then
\[ \Theta_1 (x^2 - y^2) = 2\tau_2 + 4\sqrt{3}x - \sqrt{3}\frac{2}{\sqrt{3}}\tau_2 + \frac{4x}{\sqrt{3}} \]
\[ = 8\sqrt{3}x. \]

**Lemma 21** Define \( F (\phi) := (L_1 (\phi), M_1 (\phi)) \), \( J (\phi) := (G_1 (\phi), N_1 (\phi)) \). Then
\[ F (x) = J (x\tau_1 - \sqrt{3}z), \]
\[ F (y) = J (y\tau_1), \]
and
\[ F (x^2 - y^2) = J (\rho_1), \quad (31) \]
\[ F (xy) = J (\rho_2), \]
where
\[ \rho_1 = \frac{2}{3}x^3 + \frac{4}{3}\sqrt{3}x^2 - \frac{4\sqrt{3}}{3}yi + \frac{2i}{3}y^3 - \frac{2}{3}y^2 - 14yi, \]
\[ \rho_2 = \frac{1}{2}x^2y + \frac{5}{6}i\sqrt{3}x^2 + \frac{1}{6}ix^3 + \left(\frac{y^2}{2} + \frac{\sqrt{3}}{6}y\right)x + \frac{y^3}{6} + \frac{\sqrt{3}}{6}y^3i + 5y. \]

**Proof.** We only prove (31). The proof of other cases are similar. Consider the equation
\[ -4\partial_2^2\eta + 2\sqrt{3}\partial_2^2\eta = \Theta_1 (x^2 - y^2) = 8\sqrt{3}x. \]
This equation has a solution
\[ \rho_1 = \frac{2}{3}x^3 + \frac{4}{3}\sqrt{3}x^2 + a (y) x + b (y), \]
where \( a (y) \) and \( b (y) \) are functions to be determined. Since
\[ \partial_2^2\rho_1 + \frac{1}{\sqrt{3}} (-\partial_2\rho_1) + \frac{i}{\sqrt{3}} (-\partial_2\rho_1) = L_1 (x^2 - y^2) = -2\frac{x^2 + y^2 + 3}{\sqrt{3}}, \]
we get
\[ 4x + \frac{8\sqrt{3}}{3} - \frac{1}{\sqrt{3}} \left(2x^2 + \frac{8}{3}\sqrt{3}x - a\right) - \frac{i}{\sqrt{3}} (a'x + b') = -2\frac{x^2 + y^2 + 3}{\sqrt{3}}. \]
Hence
\[ a (y) = -\frac{4\sqrt{3}}{3}yi, \quad b (y) = -\frac{2i}{3}y^3 - \frac{2}{3}y^2 - 14yi. \]
Thus
\[ \rho_1 = \frac{2}{3}x^3 + \frac{4}{3}\sqrt{3}x^2 - \frac{4\sqrt{3}}{3}yi + \frac{2i}{3}y^3 - \frac{2}{3}y^2 - 14yi. \]
Lemma 22 Suppose $\eta$ satisfies

\[
\begin{align*}
L_2 \phi &= G_2 \eta, \\
M_2 \phi &= N_2 \eta.
\end{align*}
\]

Then

\[
\partial_x^3 \eta \tau_1 + \left( \frac{\sqrt{3}}{2} \tau_1 - 3 \right) \partial_x^2 \eta + \left( \frac{3}{\tau_1} - \sqrt{3} \right) \partial_x \eta + \frac{\sqrt{3}}{\tau_1} \eta = \Theta_2 (\phi).
\]

Here

\[
\Theta_2 (\phi) := \frac{6}{\tau_1} L_2 \phi - 3 \partial_x (L_2 \phi) + M_2 \phi - \sqrt{3} L_2 \phi.
\]

Proof. Explicitly, $\eta$ satisfies

\[
\begin{align*}
\begin{cases}
(D_x^2 - \frac{1}{\sqrt{3}} D_x + \frac{1}{\sqrt{3}} i D_y) \tau_1 \cdot \eta = -L_2 \phi, \\
(-D_x + i D_y + D_x^3 - \sqrt{3} i D_x D_y) \tau_1 \cdot \eta = -M_2 \phi.
\end{cases}
\end{align*}
\]

Let us write the first equation in this system as

\[
i D_y \tau_1 \cdot \eta = - \left( \sqrt{3} D_x^2 - D_x \right) \tau_1 \cdot \eta - \sqrt{3} L_2 \phi.
\]

That is,

\[
\partial_y \tau_1 = -i \left[ \partial_x \tau_1 + \sqrt{3} (\partial_x^2 \tau_1 - 2 \partial_x \eta) - 2 \eta \right] - \sqrt{3} i L_2 \phi.
\]

Inserting this identity into the right hand side of the second equation the system (32), we get the following equation for $\eta$:

\[
\begin{align*}
&\left( -D_x + i D_y + D_x^3 - \sqrt{3} i D_x D_y \right) \tau_1 \cdot \eta \\
&= -\sqrt{3} D_x^2 \tau_1 \cdot \eta + D_x^3 \tau_1 \cdot \eta - \sqrt{3} i [\partial_x \partial_y \tau_1 + \eta \partial_x \partial_y \tau_1 - \partial_x \eta \partial_y \tau_1 - \partial_y \eta \partial_x \tau_1] - \sqrt{3} L_2 \phi \\
&= -\sqrt{3} (\partial_x^2 \tau_1 - 2 \partial_x \eta) - \sqrt{3} \partial_x \eta \left[ \partial_x \tau_1 + \sqrt{3} (\partial_x^2 \tau_1 - 2 \partial_x \eta) - 2 \eta \right] \\
&- 2 \sqrt{3} \partial_x \partial_y \tau_1 + \sqrt{3} \partial_y \left( \partial_x \tau_1 + \sqrt{3} (\partial_x^2 \tau_1 - 2 \partial_x \eta) - 2 \eta \right) - 3 \partial_x (L_2 \phi) - \sqrt{3} L_2 \phi \\
&= -4 \partial_x \eta \tau_1 + \left( -\sqrt{3} \tau_1 + 3 + 6 - \sqrt{3} \tau_1 - 3 + 6 \right) \partial_x^2 \eta \\
&+ \left( 2 \sqrt{3} - \sqrt{3} + \frac{2 \sqrt{3}}{\tau_1} (\tau_1 - 2 \sqrt{3}) - \sqrt{3} + 2 \sqrt{3} \right) \partial_x \eta - 4 \frac{\sqrt{3}}{\tau_1} \eta + \frac{6}{\tau_1} L_2 \phi - 3 \partial_x (L_2 \phi) - \sqrt{3} L_2 \phi \\
&= -M_2 \phi.
\end{align*}
\]

Thus $\eta$ satisfies the following third order ODE:

\[
\partial_x^3 \eta \tau_1 + \left( \frac{\sqrt{3}}{2} \tau_1 - 3 \right) \partial_x^2 \eta + \left( \frac{3}{\tau_1} - \sqrt{3} \right) \partial_x \eta + \frac{\sqrt{3}}{\tau_1} \eta = \Theta_2.
\]
Note that \( \eta = \tau_2 \) satisfies the homogeneous equation
\[
\partial_x^2 \eta \tau_1 + \left( \frac{\sqrt{3}}{2} \tau_1 - 3 \right) \partial_x \eta + \left( \frac{3}{\tau_1} - \sqrt{3} \right) \partial_x \eta + \frac{\sqrt{3}}{\tau_1} \eta = 0. \tag{33}
\]
Letting \( \eta = \tau_2 \kappa \) and \( p = \kappa' \), equation (33) becomes
\[
\tau_1 \tau_2 p'' + \left( 6 \tau_1 + \left( \frac{\sqrt{3}}{2} \tau_1 - 3 \right) \tau_2 \right) p' + \left( 6 \tau_1 + 2x \left( \frac{\sqrt{3}}{3} \tau_1 - 6 \right) + \left( \frac{3}{\tau_1} - \sqrt{3} \right) \tau_2 \right) p = 0.
\tag{34}
\]

**Lemma 23** The equation (34) has two solutions given by
\[
p_1 = \frac{(x + y)^2 - 3}{\tau_2^2}
\]
and
\[
p_2 := \left( 8\sqrt{3}x - 4i\sqrt{3}y + 3x^2 + 3y^2 + 21 \right) e^{-\frac{i}{3}\sqrt{3}x} \frac{\tau_1}{\tau_2^2}.
\]
In particular, if \( \eta \) satisfies (30) and
\[
G_2 \eta = N_2 \eta = 0,
\]
Then \( \eta = c_1 z + c_2 \tau_2 \).

Note that \( \partial_x^{-1} p_1 = -\frac{z}{\tau_2} \). Hence we get a solution \( \eta = -z \) for the equation (33). This solution is corresponding to the translation of \( \tau_2 \) along the \( x \) and \( y \) axes.

**Lemma 24** We have
\[
\Theta_2(y \tau_1) = i \tau_1 \tau_2 + 2i\sqrt{3}x^2 - 2\sqrt{3}xy + 12ix - 2i\sqrt{3}y^2 - 6i\sqrt{3},
\]
\[
\Theta_2(z^2) = 2\tau_1 \tau_2 - 2\sqrt{3}x^2 - 4i\sqrt{3}xy - 18x + 2\sqrt{3}y^2 - 18iy - 12\sqrt{3}
- \frac{6}{\tau_1} \left( -2x^2 - 4i xy - 2\sqrt{3}x + 2y^2 - 2i\sqrt{3}y + 12 \right).
\]

\[
L_2 \rho_1 = -\frac{2}{3} \sqrt{3}x^4 - \frac{4}{9} i \sqrt{3}x^3 y + \frac{8}{3} x^2 - \frac{8}{3} i x^2 y + \frac{16}{3} \sqrt{3}x^2 + 8x + \frac{2}{9} \sqrt{3}y^4 + \frac{4}{3} y^3 + 22\sqrt{3}.
\]

\[
M_2 \rho_1 = -2x^4 - \frac{4}{3} \sqrt{3}x^3 + 4i \sqrt{3}x^2 y - 20x^2
+ \frac{8}{3} \sqrt{3}xy^2 + 8i xy - 8\sqrt{3}x + 2y^4 + 28y^2 + 8i\sqrt{3}y + 42.
\]
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Theorem 1. Then using Lemma 2, we can find a solution of (11) satisfying the estimate (11).

Proof. This follows from Direct computation. For instances,

\[ L_2 \rho_2 = -\frac{5}{9} \sqrt{3} x^3 y - \frac{1}{3} i x^3 - \frac{1}{3} i \sqrt{3} x^2 y^2 + 2 x^2 y + \frac{10}{3} i \sqrt{3} x^2 - \frac{1}{3} \sqrt{3} x y^3 \]

\[ - i x y^2 - 2 \sqrt{3} x y - i x - \frac{1}{9} i \sqrt{3} y^4 + \frac{2}{3} y^3 + y + 10 i \sqrt{3}. \]

\[ M_2 \rho_2 = -2 x^3 y - \frac{4}{3} i \sqrt{3} x^3 - \frac{8}{3} \sqrt{3} x^2 y - 2 i x y^3 + \frac{2}{3} i \sqrt{3} x y^2 \]

\[ - 30 x y - 17 i \sqrt{3} x - \frac{2}{3} \sqrt{3} y^4 + 4 i y^3 - \sqrt{3} y + 15 i. \]

Proof of Theorem 1. Let \( \phi \) be a solution of (4) satisfying the assumption of Theorem 1. Then using Lemma 2, we can find \( \eta_2 \), a solution of (25), satisfying (11). In view of Lemma 22, if \( G_2 \eta_2 = N_2 \eta_2 = 0 \). Then \( \eta_2 = c_1 z + c_2 \tau_2 \). Therefore, to prove the theorem, from now on, we can assume \( G_2 \eta_2 \neq 0 \) or \( N_2 \eta_2 \neq 0 \).

Using Proposition 11 and the linearization of the identity (8), there exists a solution \( \eta_1 \) of the equation

\[ (D_x^2 + D_y^2) \eta_1 \cdot \tau_1 = 0, \]

satisfying the estimate (11).

Case 1. \( G_1 \eta_1 = N_1 \eta_1 = 0 \).

In this case, by Lemma 19, \( \eta_1 = a_1 + a_2 \tau_1 \). Accordingly,

\[ \eta_2 = c_1 \tau_2 + c_2 \partial_y \tau_2 + c_3 \tau_2. \]
Case 2. $G_1 \eta_1 \neq 0$ or $N_1 \eta_1 \neq 0$.

In this case, by Proposition 3, there exists a solution $\eta_0$ of

$$
(D^2_x - D^2_\tau + D^2_\theta) \eta_0 \cdot \tau_0 = 0,
$$

(35)

satisfying

$$
|\eta_0| + |\partial_x \eta_0| + |\partial_\theta \eta_0| \leq C (1 + r)^{1/2}.
$$

(36)

From (35) and (36), we infer that

$$
\partial^2_x \eta_0 + \partial^2_\theta \eta_0 = 0.
$$

Therefore,

$$
\eta_0 = c_1 + c_2 x + c_3 y + c_4 (x^2 - y^2) + c_5 x y.
$$

We claim that $c_2 = c_3 = c_4 = 0$. Indeed, otherwise, using Lemma 24, $\Theta_2 (\eta_1)$ would have a term like $x^2 y$ or $x^2$. Then using variation of parameter formula and the asymptotic behavior of the solutions $p_1, p_2$, we could show that $\eta_2$ could not satisfy the estimate (11). This is a contradiction. Hence $\eta_0 = c_0$, a constant. This also implies

$$
\eta_2 = c_1 \partial_x \tau_2 + c_2 \partial_y \tau_2 + c_3 \tau_2.
$$

The proof is thus finished. □
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