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Cooperation in spatial evolutionary game theory has revealed various interesting insights into the problem of the evolution and maintenance of cooperative behavior. In social dilemmas, cooperators create and maintain a common resource at some cost to themselves while defectors attempt to exploit the resource without contributing. This leads to classical conflicts of interest between the individual and the community with the prisoner’s dilemma as the most prominent mathematical metaphor to describe such situations. The evolutionary fate of cooperators and defectors sensitively depends on the interaction structure of the population. In spatially extended populations, the ability to form clusters or collectives often supports cooperation by limiting exploitation to the cluster boundaries but often collectives formation may also inhibit or even eliminate cooperation by hindering the dispersal of cooperators. Another attempt at resolving the conflict of interest allows individuals to drop out of unpromising public enterprises and hence changes compulsory interactions into voluntary participation. This leads to a cyclic dominance of cooperators, defectors and loners that do not participate and gives rise to oscillatory dynamics which again subtly depends on the population structure. Here we review recent advances in the dynamics of cooperation in structured populations as well as in situations where cooperative investments vary continuously. In such continuous games, the evolutionary dynamics driven by mutation and selection can lead to spontaneous diversification and specialization into high and low investing individuals which provides a natural explanation for the origin of cooperators and defectors.
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1. Introduction

The emergence of cooperative behavior has challenged evolutionary biologists for decades. According to Darwinian selection, any behavior that benefits others but
not the individual itself should be doomed and vanish. This is in obvious contrast with the abundance of cooperation in nature ranging from bacterial colonies to animal and human societies [5, 11]. Recently, the problem of cooperation even made it onto the prominent list of the 25 most important unresolved scientific questions published in Science [50]. Following the seminal works of Trivers [59] as well as Axelrod and Hamilton [1] much theoretical effort has been expended on the understanding of the evolution of cooperative behavior based on the game theoretical model of the prisoner’s dilemma. In the prisoner’s dilemma, two interacting individuals can either cooperate, which provides a benefit \( \beta \) to the co-player at a cost \( \gamma \) to the cooperator (with \( \beta > \gamma \)), or defect, which neither provides benefits nor incurs costs. Thus, irrespective of what the co-player does, it is always advantageous to choose defection. Consequentially the two players end up with nothing instead of the favorable reward for mutual cooperation — and hence the dilemma.

The prisoner’s dilemma can be easily extended to interactions among groups of \( N \) individuals. Such interactions are usually referred to as public goods games [31] — a term that originated in economics — but often they are also termed \( N \)-player prisoner’s dilemmas [3, 27], the Tragedy of the Commons [17], or free-rider problems [42]. In a typical public goods experiment a group of six players is endowed with one dollar each. Every player is then offered the opportunity to invest the dollar into a common pool knowing that the total amount in the common pool will be tripled by the experimenter and equally shared among all members of the group irrespective of their contributions. Realizing that each invested dollar returns only 50 cents to the investor, rational players will withhold their contributions and attempt to free ride on the other players’ contributions. Consequentially, the group foregoes the public good and fails to increase the initial capital even though they could have tripled it if everybody had cooperated. This is in stark contrast to experimental findings. For example, humans display a surprisingly high readiness to cooperate in prisoner’s dilemma [40, 64] or public goods interactions [12]. This calls for a better theoretical understanding of the problem in order to identify mechanisms that can help to overcome the dilemma.

In formal terms, the payoffs for defectors and cooperators in a group with \( k \) cooperators are given by \( P_{D}(k) = rkc/N \) and \( P_{C}(k) = P_{D}(k) - c \), respectively, where \( c \) denote the costs of cooperation and \( r \) the multiplication factor of the common pool, i.e. of the total contributions. A true public goods interaction is characterized by the facts that (i) groups of cooperators must outperform groups of defectors but (ii) in mixed groups defectors must outperform cooperators. This requires \( 1 < r < N \). Otherwise, for \( r < 1 \) groups of cooperators would be worse off than groups of defectors, whereas for \( r > N \) the dilemma would be resolved because every invested dollar returns more than one dollar to the investor and thus cooperation would become the dominant solution. However, also note that defectors still outperform cooperators in mixed groups but now they can further improve their payoff by also switching to cooperation. For pairwise interactions (\( N = 2 \)) the prisoner’s dilemma and public goods approach become identical with
the following transformation: \( \beta = rc/2 \) and \( \gamma = (r/2 - 1)c \), i.e. \( \gamma \) specifies the net or effectively arising costs from the act of cooperation [28].

In order to translate these game theoretical considerations into an evolutionary setting, Maynard Smith and Price [38] simply and ingeniously related payoffs from interactions with other members of the population to fitness, i.e. to the reproductive success of individuals. Consider a large population with a fraction \( x \) cooperators and \( 1 - x \) defectors. In well-mixed populations, i.e. where individuals interact in randomly formed groups of size \( N \), the average payoff of cooperators \( f_C \) and defectors \( f_D \) is given by

\[
\begin{align*}
  f_C &= \sum_{k=0}^{N-1} \binom{N-1}{k} x^k (1-x)^{N-1-k} P_C(k+1), \\
  f_D &= \sum_{k=0}^{N-1} \binom{N-1}{k} x^k (1-x)^{N-1-k} P_D(k).
\end{align*}
\]

(1a)

(1b)

The evolutionary fate of cooperators, i.e. the time evolution of the frequency of cooperators \( x \) is then determined by the replicator dynamics [30,58]:

\[
\dot{x} = x(f_C - \bar{f}),
\]

(2)

where \( \bar{f} = xf_C + (1-x)f_D \) denotes the average population payoff. In prisoner’s dilemma and public goods interactions \( f_C < \bar{f} \) holds for all \( x \). For pairwise interactions this is readily verified for \( f_C = c(xr - 1) \) and \( \bar{f} = cx(r/2(x+1) - 1) \) with \( r < 2 \). Thus, in the absence of supporting mechanisms selection works against cooperators and drives them to extinction. This outcome changes upon considering more sophisticated strategies which are able to condition their behavior on past interactions with the same individuals (direct reciprocity [59]) or on the reputation of other individuals (indirect reciprocity [47]; reward and punishment [52]) but these are other lines of research that will not be considered here.

The failure of cooperation is also based on the assumption that populations are unstructured such that individuals interact in randomly formed groups. This conclusion no longer holds if interactions are restricted to a limited local neighborhood such as in spatially structured populations [44]. Spatial extension enables cooperators to thrive by forming compact clusters or collectives and thereby reducing exploitation by defectors [18,62]. This can lead to the emergence of intriguing spatio-temporal patterns and critical phase transitions [56] as reviewed in Sec. 2. Further reasons why cooperation fails are the compulsory interactions and lack of alternatives. In nature, individuals often have the capacity to refuse to participate in common enterprises. Such voluntary prisoner’s dilemma or public goods games can be modeled by introducing a third strategic type, the loners [23]. Loners are risk averse and refuse to participate in the public endeavor and instead prefer to rely on some autarkic resource. This results in a rock-paper-scissors type cyclic dominance of the three strategic types of cooperators, defectors and loners. In spatial settings, the cyclic dominance drives fascinating spatio-temporal patterns, which includes
traveling waves, but, moreover, raises interesting issues related to synchronization of oscillations across spatial dimensions [55]. This is reviewed in Sec. 3.

The prisoner’s dilemma and public goods games represent the most stringent form of social dilemmas [7] because cooperation is dominated by defection. Social dilemmas are characterized by a conflict of interest between the individuals and the community but the actual severity of the dilemma can vary. In general, cooperation is not necessarily dominated by defection such that cooperators and defectors can co-exist in snowdrift type interactions [54] even in unstructured populations. Introducing spatial extension again enables cooperators to form clusters but the cluster shape and dynamics under these relaxed conditions are surprisingly different from spatial prisoner’s dilemma or public goods games. In fact, spatial structure often turns out to be detrimental to cooperation by reducing the equilibrium fraction of cooperators as compared to well-mixed populations [24]. This is reviewed in Sec. 4 together with a generalized framework to study cooperation in social dilemmas, which is based on discounted and synergistically enhanced values of accumulated cooperative benefits [26].

In biological systems interactions tend not to be as clear-cut as black and white or cooperate and defect and thus in many situations it might be more appropriate to allow for a continuous range of degrees of cooperation. Evolutionary changes in the degree of cooperation are driven by mutation and selection. In prisoner’s dilemma and public goods games this change has little effect on the evolutionary outcome in unstructured populations: cooperative investments decrease over time and eventually disappear. However, as before, this changes when introducing spatial extension such that higher investors can survive by forming compact clusters and thereby minimizing exploitation by lower investors. Eventually, this process converges to an equilibrium level of cooperative investments [35, 36]. In contrast, considering snowdrift type interactions in a setting with continuous degrees of cooperative investments leads to much richer dynamics. Based on the fact that cooperators and defectors co-exist in the traditional setting, one might naively expect that in unstructured populations intermediate investment levels would evolve. Although this is one possible outcome, a far more intriguing scenario can occur where two distinct phenotypic clusters of high and low investors evolve and co-exist. This suggests a natural explanation for the evolutionary origin of cooperators and defectors [10]. Thus, in some situations, natural selection may actually favor clear-cut behavioral patterns. Interestingly, this outcome with highly distinct degrees of cooperative investments runs against the accepted notion of fairness in human interactions and may give rise to social tension — a scenario that was termed the Tragedy of the Commune [10]. This is reviewed in Sec. 5.

Section 6 concludes this review by putting the theoretical results into perspective with experimental findings and by suggesting potential applications and verifications of the theory in biologically relevant settings with an outlook on promising directions for future theoretical and empirical investigations.
2. Collectives Formation and Phase Transitions

In unstructured populations cooperators readily disappear in prisoner’s dilemma ($N = 2$) or public goods games. Recall that for true public goods games, the multiplication factor $r$ must be smaller than the interaction group size $N$ (for $r > N$ cooperation becomes dominant). In contrast, in structured populations cooperators can thrive already for $r < N$ in both prisoner’s dilemmas $[29, 44, 45]$ and public goods games $[28]$. The limited local interactions enables cooperators to form collectives or clusters and thereby reducing exploitation by defectors (see Fig. 1).

The evolutionary dynamics in structured populations can be modeled as follows: first, a focal individual is randomly drawn and its payoff or fitness is determined by a single interaction within its neighborhood. If the interaction group size $N$ is smaller than the neighborhood size (including the focal individual), then $N - 1$ random neighbors are selected for the interaction (plus the focal individual). Second, randomly pick one of the focal individual’s neighbors and similarly determine its fitness from a single interaction within its respective neighborhood. Finally, a probabilistic comparison of the two payoffs determines which individual’s offspring replaces the focal individual. In the following we use a particularly simple comparison where the neighbor’s offspring replaces the focal individual with a probability proportional to the payoff difference provided that the neighbor performed better than the focal individual and with probability zero otherwise (for other updating mechanisms see, for example, Refs. 19, 21 and 56). This represents an individual
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Fig. 1. (Color online) Spatial structure with limited local interactions enables cooperators to thrive in public goods interactions by forming compact clusters and thereby reducing exploitation by defectors. (a) Frequency of cooperators (■) and defectors (□) as a function of the multiplication factor $r$ of the public good. Individuals interact on a square lattice ($100 \times 100$) within the Moore neighborhood (the eight neighbors reachable by a chess-kings-move) in groups of $N = 5$. For $r < r_C \approx 3.01$ cooperators vanish, for $r_C < r < r_D \approx 3.68$ cooperators and defectors co-exist in dynamical equilibrium and for $r > r_D$ cooperation dominates and reaches fixation. (b, c) Typical snapshots of lattice configurations where cooperators (blue/dark grey) and defectors (red/light grey) co-exist. (b) For small $r$, i.e. close to the extinction threshold of cooperators ($r = 3.1$) and (c) for large $r$ close to the extinction threshold of defectors ($r = 3.65$).
based analogy of the replicator dynamics [30] and actually recovers it in the limit of infinite population size and increasing neighborhood sizes. All simulations presented in this article are based on this update procedure. Unstructured populations correspond to networks where every individual is linked to every other member of the population (fully connected graph).

In spatial public goods games, defection reigns for low $r$ just as in unstructured populations. For $r$ above a critical threshold, $r_C$, cooperators quickly increase in frequency and co-exist with defectors until above another critical threshold, $r_D < N$, defectors are driven to extinction (Fig. 1(a)). In unstructured populations, the transition from dominant defection to dominant cooperation occurs only for $r > N$. Near the extinction threshold of cooperators and defectors, the rare strategy forms isolated clusters (Fig. 1(b, c)). The clusters move randomly across the lattice and can coalesce or divide. This suggests that the system becomes equivalent to a branching and annihilating random walk [4] which exhibits a critical phase transition belonging to the universality class of directed percolation [37]. This has been confirmed for both spatial prisoner’s dilemmas [55, 57] and spatial public goods games [56].

While critical phase transitions are exiting for physicists, their presence alone may not be exceedingly important in biologically relevant scenarios. However, they do have substantial implications with far reaching consequences. For example, this demonstrates that small changes in one parameter can have tremendous effects on the equilibrium state of a system. But more importantly still, this indicates that in vulnerable systems it might be difficult, if not intrinsically impossible, to define characteristic scales in time and space that allow to fully understand the systems dynamics in empirical settings because both spatial and temporal correlation lengths diverge when approaching the critical threshold. This might be particularly relevant in conservation biology dealing with species interactions at the edge of extinction.

The results for spatial prisoner’s dilemmas and public goods games promoted and supported the general conclusion that spatial structure is capable of promoting and maintaining cooperation. The next section, however, demonstrates that spatial structure may not be as universally beneficial because in many biologically relevant situations spatial structure can actually be detrimental to cooperation.

3. Synergy and Discounting of Cooperation

The abundance of the puzzle of cooperative behavior in human and animal societies is reflected in numerous game theoretical models to address this problem. Apart from the aforementioned prisoner’s dilemma, public goods games, free-rider problems [42], or the Tragedy of the Commons [17], closely related scenarios are described by Snowdrift games [54] or by-product mutualism [6]. Despite the variety, all models actually share a common pattern: all represent conflicts of interest between the individuals and the group — only the severity of the conflict varies. Such situations are generally referred to as social dilemmas [7]: cooperators produce
a valuable common good at some cost to themselves while defectors attempt to exploit the resource without contributing. Thus, groups of cooperators are better off than groups of defectors. However, in any mixed group, defectors outperform cooperators and hence the dilemma.

An encompassing framework to model cooperation in social dilemmas has recently been proposed based on synergistic enhancement or discounting of the value of accumulated benefits [26]. In groups of \( N \) interacting individuals, cooperators produce a beneficial common resource \( b \) at a cost \( c \) to themselves. The common resource is evenly shared among all group members regardless of whether they contributed or not. If there are several cooperators in a group, the actual value of additional benefits may be synergistically enhanced or discounted by a factor \( w \). The first cooperator produces a benefit \( b/N \) for every member of the group, the second increases everyone’s benefit by \( b/Nw \), the third by \( b/Nw^2 \), etc. Thus, the total payoffs for defectors and cooperators in a group with \( k \) cooperators are

\[
P_D(k) = \frac{b}{N} \left(1 + w + w^2 + \cdots + w^{k-1}\right) = \frac{b}{N} \frac{1 - w^k}{1 - w}, \quad (3a)
\]

\[
P_C(k) = P_D(k) - c. \quad (3b)
\]

Note that neither discounting nor synergy involve temporal components referring to potential future benefits (temporal discounting is often considered in economics [13]). Discounting of benefits occurs, for example, in foraging yeast cells. They produce and secrete an enzyme to lyse their environment and thereby produce a valuable common food resource, which is prone to exploitation by other cells. A single cell may be better off producing the enzyme (prevent starvation) if no one else does. However, if an increasing number of cells secrete the enzyme the value of the additional benefits decreases until further increases become useless because of the cells limitations of food intake [15]. Similarly, accumulated benefits can be synergistically enhanced in situations where cooperators produce substances for chemical reactions [16].

In unstructured populations, this system can be fully analyzed by inserting Eq. (3) into Eqs. (1) and (2). Apart from the two trivial fixed points \( x_0^* = 0 \) and \( x_1^* = 1 \) there may exist a third interior fixed point \( x_2^* = \left[1 - (cN/b)^{1/(N-1)}\right]/\left[1 - w\right] \), depending on the parameter values. This results in a natural classification of social dilemmas which recovers the four basic scenarios of evolutionary dynamics [48].

(i) Defection is dominant if \( cN/b > 1 \) and \( cN/b > w^{N-1} \) holds. This corresponds to interactions of the type of prisoner’s dilemmas or public goods games. (ii) Cooperators and defectors co-exist at an equilibrium level \( x_2^* \) if \( 1 > cN/b > w^{N-1} \). The fact that cooperators persist, reflects the relaxed conditions of the social dilemma as represented by snowdrift type interactions where the rare type is always favored. (iii) Cooperation dominates if \( cN/b < 1 \) and \( cN/b < w^{N-1} \) holds. Even though the social dilemma is completely relaxed, it still holds that defectors outperform cooperators in mixed groups. However, defectors would be even better off by switching
Fig. 2. (Color online) Effects of spatial structure in social dilemmas. (a) Phase plane diagram depicting parameter regions where spatial structure (square lattice, Moore neighborhood) promotes (blue, +) or inhibits (red, −) cooperation or has no effect (white) for interactions in groups of size $N = 5$ as compared to unstructured populations. The saturation of the colors indicates the strength of the effect. The phase plane is divided into four regions corresponding to social dilemmas of different severity. The dash-dotted line separates regions where benefits are discounted (left) and synergistically enhanced (right). Region (i) corresponds to public goods type interactions where defection dominates. For a small region, spatial clustering enables cooperators to thrive (◦ marks the settings in Fig. 1(b)). In the region of snowdrift type interactions (ii) cooperators and defectors co-exist in unstructured populations. The dashed line indicates equilibrium states with equal proportions of cooperators and defectors in well-mixed populations (◦ marks the settings in panels (b, c)). (b) typical lattice configuration of cooperators (blue/dark grey) and defectors (red/light grey) where spatial structure can again be beneficial to cooperation and is boosted to 90% instead of 50% in unstructured populations ($b = 7.62$, $c = 1$, $w = 0.8$). (c) spatial structure often turns out to be detrimental to cooperation with 40% cooperators as compared to 50% in unstructured populations ($b = 80$, $c = 1$, $w = 0$). In region (iii) cooperation is dominant in the form of by-product mutualism. Spatial structure has no effect on the evolutionary success of cooperation. In the region of bi-stability (iii) the basin of attraction of the cooperative state is considerably enhanced. Variations of the group size $N$ do not alter the qualitative results and essentially only change the boundary between (ii) and (iii) or (i) and (iv), respectively. For $N = 2$ the boundary is simply a vertical line such that all regimes have equal size, whereas for $N \to \infty$ the boundary converges to the horizontal line with $cN/b = 1$ such that the co-existence and bi-stability regions disappear.

to cooperation (just as everybody else). This corresponds to by-product mutualism. (iv) If $w^{N-1} > cN/b > 1$, the system is bi-stable and the social dilemma presents itself as a coordination problem such that cooperation is favored only if it is already common ($x > x^*_1$). These four dynamical domains are shown in Fig. 2(a).

This encompassing framework for modeling social dilemmas provides an ideal vantage point to investigate effects of population structure on the evolutionary fate of cooperators from a broader and more general perspective (Fig. 2) [21]. If defection dominates, i.e. in public goods type interactions, spatial structure enables cooperators to survive by forming clusters in order to reduce exploitation by defectors, which is in perfect agreement with the previous section (c.f. Fig. 1). However, it also becomes clear that the clustering advantage of cooperators is rather limited such that cooperators survive only within a restricted parameter range where the cooperative benefits significantly exceed the incurring
costs (e.g. $b \geq cN/2$ for $w = 1$). Conversely, if cooperation dominates, spatial structure has no effect on the evolutionary outcome and cooperation invariably reaches fixation. In the region of bi-stability, spatial structure significantly extends the basin of attraction of the cooperative end state. The intuitive reason for this increase is the fact that in spatial settings cooperators need to exceed the threshold frequency only locally. If this condition is satisfied anywhere, a cooperative cluster forms that grows and eventually takes over the entire population. Most interesting effects of spatial structure, however, are observed whenever cooperators and defectors co-exist in unstructured populations. Not only does it lead to complex dynamics [33,34] but more generally, affects the equilibrium levels of cooperators and defectors. Under these relaxed conditions of the social dilemma, spatial structure can be advantageous for cooperators, too, but quite intriguingly it often turns out to be detrimental to cooperation by lowering the fraction of cooperators as compared to unstructured populations or by even eliminating cooperation altogether [24]. Ironically, the ultimate reason for the inhibition of cooperation actually lies in the maintenance of cooperation in unstructured populations, i.e. because in snowdrift type interactions it is best to adopt a different strategy than the co-players. This mechanism prevents the formation of compact clusters of cooperators and, instead, cooperators congregate in small filament like patterns.

Near the extinction threshold of cooperators, the relevant mechanisms driving the pattern formation process can be intuitively summarized as follows: in public goods type interactions cooperators lower exploitation by forming compact clusters that “minimize” interactions with defectors. Conversely, in snowdrift type interactions, cooperators form filament-like clusters that “maximize” interactions with defectors.

4. Cyclic Dominance and Synchronization

In nature, individuals often have the capability to abstain from or refuse to participate in joint endeavors by relying on a modest autarkic resource. Such risk averse individuals can be modeled by introducing a third strategic type, the loners [23]. Loners prefer a small but fixed income

$$P_L = \sigma c$$

with $0 < \sigma < r - 1$, such that the loners payoff is better than the payoff for mutual defection but worse than the payoff for mutual cooperation, $P_C(N) = (r - 1)c$. Thus, loners provide an escape hatch out of states of mutual defection and economic stalemate, which operates under full anonymity and without requiring preferential assortment or sophisticated strategic responses involving anticipation, conditioning or reward and punishment mechanisms [52]. In the traditional formulation of public goods games (see Sec. 1 and 2) the loner option leads to a variable number
of actual participants in the public goods interaction [22]. A single individual willing to participate in the public goods game has no choice but to act as a loner.

In evolving populations, the replicator dynamics describes the evolutionary change of the frequencies of the strategies cooperate, defect and loner with relative abundances $x$, $y$ and $z$ ($x + y + z = 1$):

\begin{align}
\dot{x} &= x(f_C - \bar{f}), \\
\dot{y} &= y(f_D - \bar{f}), \\
\dot{z} &= z(f_L - \bar{f}),
\end{align}

(5a) (5b) (5c)

where the average payoffs for cooperators, defectors and loners are given by

\begin{align}
f_D &= \sigma cz^{N-1} + r \frac{x}{1-z} \left(1 - \frac{1 - z^N}{N(1-z)}\right), \\
f_C &= f_D - c \left(1 + (r-1)z^{N-1} - \frac{r}{N} \frac{1 - z^N}{1-z}\right), \\
f_L &= \sigma c,
\end{align}

(6a) (6b) (6c)

and an average population payoff of

\begin{equation}
\bar{f} = \sigma c - c ((1 - z)\sigma - (r - 1)x) (1 - z^{N-1}).
\end{equation}

(7)

For a detailed derivation, see Ref. 22. A close inspection of $f_C$ and $f_D$ reveals that for $r > 2$ cooperation can be favorable ($f_C > f_D$) for sufficiently large $z$. This results in a rock-scissors-paper type dominance of the three strategies: if cooperators abound, defection is favored; whereas if defectors prevail, it pays to abstain and choose the loner option; but if loners dominate, small interaction groups can form and re-establish cooperation. Experiments with students have confirmed these results [51] and similar findings were reported for closely related scenarios focusing on social welfare [49] and conflict resolution [41].

Interestingly, for prisoner’s dilemma interactions ($N = 2$) the loner option is unable to maintain cooperation in infinite and unstructured populations (Fig. 3). Random shocks may lead to brief intermittent burst of cooperation but the dynamics drives the system back to a state with all loners. In contrast, in public goods games ($N > 2$) a fixed point $Q$ appears in the interior of the simplex $S_3$ spanned by the three strategies. $Q$ is a center (neutrally stable) and surrounded by closed orbits which lead to periodic oscillations of cooperators, defectors and loners. The period and amplitude of the oscillations is determined by the initial configuration. Along any trajectory, the average payoffs for cooperators, defectors and loners are all equal and reduce to the loner’s payoff $\sigma$ [22]. Thus, in the long run everybody fares equally well than if the public goods game had not existed. However, also note that if the loner’s option had not existed, then everybody would have been worse off and ended up with nothing at all.
Fig. 3. The rock-scissors-paper type dominance of the three strategies cooperation, defection and loner is reflected in the heteroclinic cycle along the boundary of the simplex $S_3$. (a) For voluntary prisoner’s dilemma interactions ($N = 2$) in unstructured populations, the interior of $S_3$ consists of homoclinic cycles starting and ending in the homogenous state with all loners ($r = 1.8, c = 1, \sigma = 1$). (b) In public goods games ($N > 2$) a neutrally stable interior fixed point $Q$ appears, which is surrounded by closed periodic orbits ($N = 5, r = 3, c = 1, \sigma = 1$). Thus, in unstructured, infinite populations cooperators, defectors and loners co-exist and their frequencies oscillate periodically.

All oscillatory trajectories are structurally unstable and any kind of stochastic disturbances (e.g. arising from finite population sizes) are sufficient to eventually drive the system to the boundary of $S_3$ and end in one of the three homogenous states along the heteroclinic cycle. Thus, the long-term maintenance of cooperation requires additional stabilization. This can be achieved in different ways [23], e.g. through modifications of the dynamics, changes in the updating procedure, or by considering structured populations (Fig. 4). The spatial structure of lattice populations suppresses global oscillations and replaces them with uncorrelated local oscillations. This prevents the build up of fluctuations that can lead to extinctions. In addition, the loner option largely extends the range where cooperators persist (c.f. Figs. 1(a) and 4(a)). For small multiplication factors $r < \sigma + 1$ loners are clearly the best option. For $\sigma + 1 < r < r_L$ all three strategies co-exist in dynamical equilibrium. Note that in compulsory public goods games, i.e. in absence of loners, such values of $r$ would almost invariably end up with everybody defecting. The cyclic dominance of cooperators, defectors and loners gives rise to traveling waves propagating across the lattice. For clusters of cooperators the loners provide protection against exploitation restricting the detrimental impact of defectors to one side while cooperators can expand into the loners’ territory. Above the threshold $r_L$ loners vanish and cooperators are able to thrive through cluster formation alone. Thus, the dynamics reverts the voluntary public goods game back to a compulsory interaction. The extinction of loners exhibits another critical phase transition in the universality class of directed percolation [56]. The robustness of directed percolation
Fig. 4. (Color online) Spatial structure is capable of stabilizing the co-existence of cooperators, defectors and loners in prisoner’s dilemma as well as public goods interactions. (a) Frequency of cooperators (■), defectors (□) and loners (⋄) as a function of the multiplication factor \( r \) of the public good. Individuals interact on a square lattice (100 × 100) within the Moore neighborhood in groups of \( N = 5 \) with the loners payoff \( \sigma = 1 \). For \( r < \sigma + 1 = 2 \) loners dominate because they outcompete even groups of cooperators. All three strategies co-exist in dynamical equilibrium for \( \sigma + 1 < r < r_L \approx 3.18 \). Note that in absence of loners, cooperation would be doomed and vanish (cf. Fig. 1). For \( r > r_L \), the persistence of cooperation no longer hinges on the presence and protection of loners and cooperators thrive through cluster formation. Finally, for \( r > r_D \approx 3.68 \) cooperators dominate and drive defectors to extinction. (b, c) Typical snapshots of lattice configurations where cooperators (blue/dark grey), defectors (red/light grey) and loners (yellow/white) co-exist. (b) Near the extinction threshold of defectors (\( r = 2.1 \)) and (c) close to the threshold where cooperators can survive on their own (cf. Fig. 1) but still crucially depend on the presence of loners (\( r = 2.9 \)).

transitions is nicely demonstrated by noting that the extinction of cooperators and defectors in the compulsory public goods game (see Sec. 1) left a homogenous state behind, whereas the extinction of loners occurs on an inhomogeneous and fluctuating background of cooperators and defectors.

Interestingly, spatial structure is even able to stabilize cooperation in the voluntary prisoner’s dilemma \[29, 55\]. It is important to note, however, that the stabilizing effects are intrinsically linked to the actual structure of the population. In particular, the above lattice configuration prevents synchronized oscillations because the spatial separation allows for uncorrelated fluctuations in different areas of the lattice. This can be compromised in spatial structures that include long range interactions such as small-world networks \[63\] where far reaching connections can induce global synchronization \[29, 55\]. To exemplify this, consider the extreme case of random regular graphs \[2\]. Such graphs are generated by randomly assigning neighbors to each site under the constraint that every site ends up with the same number of neighbors while excluding self and double connections. For small multiplication factors \( r \) the results for random regular graphs (Fig. 5(a)) are in close agreement with lattice populations (cf. Fig. 3(a)). However, in contrast to the lattice results, the co-existence of the three strategies persists only for a small range of \( r \) (\( 2 < r < 2.2 \) for \( N = 5 \)) and above defectors reign. Only for significantly larger \( r \), cooperators reappear and co-exist with defectors. The frequency of cooperators quickly increases
Long-range interactions in structured populations can promote global synchronization of periodic fluctuations induced by the cyclic dominance of the three strategies cooperation, defection and loner in voluntary public goods games. (a) Frequency of cooperators (■), defectors (□) and loners (⋄) as a function of the multiplication factor \( r \) of the public good. Individuals are arranged on a random regular graph (10^4 sites) where each site has eight neighbors and interacts in groups of \( N = 5 \) with the loners payoff \( \sigma = 1 \). As on square lattices (cf. Fig. 4), loners reign for \( r < \sigma + 1 = 2 \) and for \( r > \sigma + 1 \) the three strategies co-exist. However, already for \( r > r_L \approx 2^{1.2} \) the co-existence breaks down and leads to a homogenous state with all defectors. Only for \( r > r_C \approx 3.6 \) cooperators can persist and co-exist with defectors but, interestingly, loners are absent. Finally, for \( r > r_D \approx 4.6 \) cooperation again becomes dominant and reaches fixation. (b) Average, minimal and maximal frequency of cooperators for the same settings as in panel (a). For \( \sigma + 1 < r < r_L \) the fluctuations in the frequency of cooperators rapidly increases with \( r \), indicating global synchronization of the oscillations in the frequencies of the three strategies. For \( r > r_L \) the fluctuations eventually lead to the extinction of one strategy with another strategy following swiftly and resulting in a homogenous state. In most cases defectors reach fixation but occasionally the system could also end up in states with all defectors or all loners, depending on which strategy vanished first. All simulations are randomly initialized with strategy frequencies close to the interior equilibrium point \( Q \) of the unstructured model (cf. Fig. 3), if it exists, or equal proportions otherwise.

with \( r \) until they eventually displace the defectors. These surprising results are better understood by considering the fluctuations of the strategies (Fig. 5(b)). In the region where all three strategies co-exist, the minima and maxima of the strategy frequencies rapidly increase with \( r \). This clearly indicates global synchronization of the local fluctuations that are driven by the cyclic dominance of cooperators, defectors and loners. The building up of these global fluctuations eventually leads to the extinction of one strategy and the system approaches a homogeneous absorbing state. Which strategy disappears first is essentially random but the basin of attraction of the three absorbing states depends on the parameters, the initial configuration and the population size. For example, for the configuration in Fig. 5 in all cases loners disappeared first, which seals the fate of cooperators and leads to an
end state with all defectors. Other outcomes where cooperators or loners prevailed were rarely observed in other simulation runs. Also note that this setting is quite different from a system of coupled oscillators because individuals will alter their strategy only in response to changes in their neighborhood. Apart from altering the stabilization versus synchronization capabilities, the details of the population structure also affect the characteristics of strategy extinctions, i.e. the type of phase transitions. For random regular graphs and small world networks, the lack of spatial correlations results in a linear decrease of cooperators in the prisoner’s dilemma indicating a mean-field transition [29].

5. Specialization and the Origin of Cooperators and Defectors

Instead of focussing on pure cooperators and pure defectors, it often seems more natural to assume continuously varying degrees of cooperative investments. This could be, for example, the time and effort expended by cooperators in producing the common good, such as for the enzyme production and secretion in yeast cells (see Sec. 3). The strategy of an individual is then given by a real number \( x \) between zero and an upper limit \( x_{\text{max}} \) which specifies the individual’s investment in the common enterprise. The theory of social dilemmas is easily translated to settings with continuous strategies. For example, in the continuous prisoner’s dilemma, an \( x \)-strategist facing a \( y \)-strategist obtains the payoff \( Q(x, y) = B(y) - C(x) \), where \( B(y) \) determines the benefits that accrue to the \( x \)-strategist as a function of the co-player’s investment level \( y \) and \( C(x) \) denotes the costs incurring to the \( x \)-strategist based on its own investment level \( x \). \( B(x) \) and \( C(x) \) are both assumed to be monotonously increasing functions with \( B(0) = C(0) = 0 \), i.e. zero investments (pure defection) incur no costs but produce no benefit either, and \( B(x) > C(x) \) at least for small \( x \). The latter condition creates the classical prisoner’s dilemma for players with different investment levels. Obviously, the investment levels decrease over time and converge to zero, because an individual can only improve its payoff by reducing the incurring costs and hence by decreasing the investment level \( x \). In spatially structured populations, however, this conclusion no longer holds and instead intermediate investment levels can evolve [35]. This approach is not further pursued in the following but, in lieu, a slightly different model is considered that proves to be more general and displays much richer dynamics.

Returning once more to the foraging yeast cells, it is evident that the continuous prisoner’s dilemma fails to appropriately capture these interactions because every yeast cell also profits from their own investments into enzyme production and secretion. In this situation, the cooperative benefits depend on the investments of all participants. In order to keep the model simple and transparent, the following exposition focusses on pairwise interactions but it is important to note that the theory is easily generalized to interacting groups of \( N \) individuals [10]. For pairwise interactions, the payoff of an \( x \)-strategist against a \( y \)-strategist is then given by \( P(x, y) = B(x + y) - C(x) \). In that case, the naïve expectation would be that
intermediate investment levels evolve (because of \( B(x) > C(x) \) for small \( x \)) but the dynamics turns out to be much more interesting.

The evolution of the investment levels can be analyzed by using adaptive dynamics [8, 14, 39, 46]. The two strategies \( x \) and \( y \) represent the cooperative investment levels of residents and mutants, respectively. In the framework of adaptive dynamics, i.e. in the limit of small mutations, the mutant is either unable to invade or it invades and replaces the resident. For rare mutations, mutants always face a homogeneous resident population. The replicator dynamics [30] then states that the growth rate or invasion fitness of a rare mutant \( y \) in a resident population \( x \) is given by \( f_x(y) = P(y, x) - P(x, x) \). Note that because \( y \) is rare, mutant-mutant and resident-mutant interactions, i.e. \( P(y, y) \) and \( P(x, y) \), can be neglected. The evolutionary change of trait \( x \) is then governed by the selection gradient \( D(x) = \partial f_x / \partial y \big|_{y=x} = B'(2x) - C'(x) \) which leads to the canonical equation of adaptive dynamics:

\[
\dot{x} = mD(x),
\]

where \( m \) depends on the population size and accounts for the mutational process driving changes in \( x \). For constant population sizes \( m \) reduces to a constant and setting \( m = 1 \) merely rescales time. Trait values where the selection gradient vanishes (\( D(x^*) = 0 \)) are termed singular strategies \( x^* \). If no singular strategy exists, then the investment level \( x \) either always decreases (\( D(x) < 0 \)) or always increases (\( D(x) > 0 \)) until the boundaries of the investment interval \([0, x_{\text{max}}]\) are reached. The former reflects prisoner’s dilemma type interactions whereas the latter corresponds to a continuous variant of by-product mutualism.

If a singular strategy \( x^* \) exists, it is convergent stable and hence an attractor of the evolutionary dynamics if \( dD(x)/dx \big|_{x=x^*} = 2B''(2x^*) - C''(x^*) < 0 \). Conversely, if \( dD(x)/dx \big|_{x=x^*} > 0 \) holds, \( x^* \) is a repellor and the investment levels evolve away from \( x^* \) (Fig. 6(c)). Depending on the initial configuration \( x_0 \), the investment level increases (\( x_0 > x^* \)) or decreases (\( x_0 < x^* \)). Assuming that an attractor \( x^* \) exists, then all initial investment levels in the vicinity of \( x^* \) converge to \( x^* \). Subsequent evolutionary changes, however, depend on whether \( x^* \) is also evolutionarily stable, i.e. whether it represents a maximum or a minimum of the invasion fitness \( f_x(y) \). If it is a maximum (\( \partial^2 f_x(y) / \partial y^2 \big|_{y=x^*} = B''(2x^*) - C''(x^*) < 0 \)), then \( x^* \) is evolutionarily stable (Fig. 6(b)). This outcome corresponds to the naïve expectation where stable intermediate investment levels evolve. Yet, if \( x^* \) turns out to be a fitness minimum (\( \partial^2 f_x(y) / \partial y^2 \big|_{y=x^*} > 0 \)) then \( x^* \) is called an evolutionary branching point because a population of \( x^* \)-strategists can be invaded by both higher and lower investing mutants (Fig. 6(a)). Eventually, the population splits into two types of individuals characterized by high investments (cooperators) and low investments (defectors). It is important to note that this diversification does not require any external tuning because the dynamics keeps the population at the fitness minimum until suitable mutants occur to finally escape that unfortunate state. For quadratic cost and benefit functions, this system can be fully analyzed [10]. In the case of
evolutionary branching, the two investment levels continue to diverge until both reach the boundaries of the range of investments. This spontaneous social diversification and specialization provides a natural explanation for the evolutionary origin of cooperators and defectors.

A celebrated avatar of social dilemmas is the \textit{Tragedy of the Commons} \cite{17} which basically states that any common resource is bound to be overexploited — at least unless rigorous control mechanisms are introduced. In the present context, whenever evolution favors co-existence of cooperators and defectors over homogeneous populations with uniform intermediate investments, another kind of dilemma emerges, which has been termed the \textit{Tragedy of the Commune} \cite{10}. In communal enterprises, unequal contributions to the common good are against the accepted notion of fairness. Low investors are perceived as social parasites which creates tensions and has a high potential for conflicts.

According to preliminary simulations, spatial structure has similar effects on the dynamics in continuous games \cite{25} as in games with a discrete strategy set (Sec. 3) \cite{26}. In agreement with simulations of the continuous prisoner’s dilemma \cite{35}, spatial structure promotes and supports cooperation for parameter ranges where defection dominates, i.e. investment levels converge to zero, in unstructured
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\caption{Evolutionary dynamics of investment levels for continuously varying degrees of cooperation in unstructured populations (darker shades indicate higher frequencies of certain investment levels). Individuals interact in pairs and the benefits depend on the joint investment levels but the costs are determined solely by the individuals’ investment. (a) Evolutionary branching results in two distinct phenotypic clusters of high investors (cooperators) and low investors (defectors). First the trait evolves towards the convergent stable singular investment level $x^*$ (dashed line) but $x^*$ is not evolutionarily stable and thus adjacent strategies can invade and induce phenotypic diversification of the strategies. (b) Stable intermediate investment levels evolve if $x^*$ is both convergent and evolutionarily stable. (c) If $x^*$ is a repellor, the evolutionary end state depends on the initial conditions and the population either evolves to full cooperation or full defection (two simulations shown). Parameters: quadratic cost and benefit functions $B(z) = b_2 z^2 + b_1 z, C(x) = c_2 x^2 + b_1 x$ where $z = x + y$ denotes the joint investment of both players. (a) $b_2 = -1, b_1 = 7.5, c_2 = -1.5, c_1 = 7$ resulting in $x^* = 0.5$; (b) $b_2 = -1.5, b_1 = 7, c_2 = -1, c_1 = 4.6$ leading to $x^* = 0.6$; (c) $b_2 = -0.5, b_1 = 3.4, c_2 = -1.5, c_1 = 4$ again yielding $x^* = 0.6$.}
\end{figure}
Fig. 7. Evolutionary dynamics of the distribution of investment levels for continuously varying degrees of cooperation in spatially structured lattice populations with Moore neighborhood (darker shades indicate higher frequencies of certain investment levels). Apart from the spatial structure, the setting is identical to Fig. 6(a). (a) Just as in unstructured populations, the investment level first evolves towards the singular level $x^*$, which is predicted to be shifted to $x^* = 0.729$ due to the spatial structure. Once the investment levels approach $x^*$, selection pressure decreases and the distribution widens and eventually again splits into two strategic types of high investors (cooperators) and low investors (defectors). (b) Snapshot of a typical lattice configuration after $t = 3 \times 10^4$ generations (lighter shades indicate higher investors). The average investment level is close to $x^*$ with 0.7005 (range: 0.42–0.84) and the population is about to undergo evolutionary branching. (c) Lattice configuration after branching at $t = 10^5$ generations. In this evolutionary end state, the high and low investing types essentially engage in traditional snowdrift type interactions.

populations. The stabilizing effects of spatial structure reduces the parameter range where evolutionary branching occurs, but quite intriguingly, the range now includes areas where defection dominates otherwise. This indicates that evolutionary branching also occurs in the spatial continuous prisoner’s dilemma. In the case of evolutionary branching, the average investment level first converges to the singular strategy $x^*$. Once the population is near $x^*$, the variance in investment levels increases and eventually the population again splits into distinct high and low investors (Fig. 7). At this point, the population essentially consists of two strategic types and similar pattern formation processes are observed as discussed for the discrete strategy set of cooperators and defectors (Secs. 2 and 3). The cluster shape and distribution is again determined by the corresponding interactions in unstructured populations.

6. Summary and Conclusions

Evolutionary game theory applied to the problem of cooperation in populations with different kinds of interaction structures represents a fascinating field for studying emergent phenomena including pattern formation and specialization in a behavioral context. Population structures with limited numbers of interaction partners have profound effects on the evolutionary fate of cooperators and defectors. For the
most stringent form of social dilemmas, spatial structure promotes cooperation by enabling cooperators to form clusters and thereby reducing exploitation (prisoner’s dilemma or public goods type interactions). However, under relaxed conditions of the social dilemma, spatial structure often inhibits cooperation by actually preventing the formation of compact clusters (snowdrift type interactions) and, instead, favors highly dispersed and filament-like patterns. Microorganisms appear to be ideal model systems to test these hypotheses. Promising candidates include production of replication enzymes in RNA phages [60, 61], foraging in yeast [15] or antibiotic resistance in bacteria [43].

In voluntary public goods interactions, the cyclic dominance of the three behavioral strategies (cooperate, defect and loner) induces oscillatory dynamics. The efficiency of the loner option has been demonstrated in human experiments [51]. Population structure again supports cooperation but the details of the structure have intricate consequences on the dynamics. Long-range connections (such as on small world networks and random regular graphs) can induce and promote global synchronization, which sometimes leads to disastrous amplification of local oscillations. This often prevents co-existence of all three strategies and usually eliminates cooperation. Cooperators thrive only under more favorable conditions that allow co-existence with defectors in absence of loners, i.e. returning to compulsory interactions. Conversely, lattice structures stabilize the system and support co-existence of all three strategies. The spatial separation of the individuals prevents global synchronization and, instead, gives rise to traveling waves sweeping across the lattice. Promising experimental systems, which naturally exhibit this rock-scissors-paper type dominance, include mating strategies in the side-blotched lizard (\textit{Uta stansburiana}) [53] and competition in \textit{E. coli} strains [32].

Game dynamics in structured populations suggests interesting links to condensed matter physics. Specifically, this includes cluster motion and dynamics that relate to random walks, critical phase transitions in the universality class of directed percolation as well as diverging fluctuations that are characteristic to the Ising model.

In nature, cooperation may not always be an all or nothing decision but rather a continuous range of cooperative investment levels. The surprisingly rich evolutionary dynamics of such continuous games is nicely captured by the framework of adaptive dynamics. Most importantly, however, evolution may lead to specialization and spontaneous splitting of the population into high and low investing individuals, i.e. emerging cooperators and defectors, instead of homogeneous populations with uniform investment levels. This represents the \textit{Tragedy of the Commune} because, at least in humans, unequal contributions in a communal enterprise are considered unfair and result in a superimposed dilemma with quite some potential for escalating conflicts. This contrasts with the \textit{Tragedy of the Commons}, which states that public resources are doomed to be overexploited. Again, microbial systems appear to be promising candidates to study cooperative investment levels including cooperative polymorphisms [9].
For systems with such complex dynamics, it is often challenging to get an intuitive understanding of the relevant processes. Visualization of the spatio-temporal patterns or the dynamic changes of continuous strategies helps to understand the collectives formation and evolutionary dynamics as well as to provide insights and inspirations for further explorations. A suite of interactive tutorials allows to reproduce and verify essentially all results reported in this review and moreover to check the robustness of the conclusions by altering numerous parameters [20].
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