
 

Uniformization
Section 6.7

let Xlt Ezo be a Cttec in which the mean time

spent in a state is the same for all States i.e Vi V

for all i
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Nlt steps by
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Since time between 2 state transitions is Exp v

then Nlt is a Poisson process of rate v

Transition probabilities Pij Ct for Xlt we can condition
on Nlt
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What is pCXCtl jlX s i.N LES n WhenI fr

Given that theore were in transitions by tenet since the

distribution of time spent in each state is the sauce

PIXIE j 1 10 i Nlt n Pig where

P is the n stop transition probability of the embedded

chain
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This is often useful for computing approximations of R.j.lt

Ey taking a partial nun

How can we turn any
CTMC into are with vi v to

consider a CMC X Ct for which the Vi are

let v be s tbounded

Vi Ev Hi

In state i the process leaves
at rote Vi This is

equivalent to supposing two
transitions occur at r eET7e

but only the fraction Iui of two transitions are real

two remaining f transition to state i itself

Thus Xlt spends Exp G in state i and



transitions to j wiki probability

Rift I Yui if i j

k Pij if itj

Thus the transition probabilities can be computed as

pijltl nfopijnevt.vn

where pot are two n stage transitions of two

discrete time MC with transition probabilities PII

This technique is called uniformization

Examine Recall Theo 2 state CTMC 6.11 textbook

state O working state 1 brown

eVo

time to breakdown Exp Cd
EVI be

time to repair ExpGul pope
Pio L

Find Pij Lt

Solution let v dtµ
Uniformised version Pot L to ftp.ipoitffgy

Pio Emi Pii µ



0 I
a

P at C9 IzilFIXmmE
L Nitti duty

p't p't RtmfHtml Hilton

if fuze
http Mm p't

Pi Ct Pig e tMtHdtµ e CHMttZP.IE tfIYItu
n n

s

e
Html t p e catsuit 2ft rD

h L h
1

eatmt y

catsuit
e Pig e e attrit

PITCH e
t

y µ e e catsuit

Inez ftp.e
cdtmt

we recover the same formulas as we found in

lecture 29 on March 20 when we used two forward

and backward Kolmogorov equations


