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Exaeuploo Let's get back to our examples individuals independently

getinfected following a d Poisson process s t symptoms appear

after true T since infection where T has c.DE a
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µ Lt individuals infected with no symptoms

NCH N Lt tweet total ofindividuals infected

Goyal Fred E Nuts which is an estimate of Walt

Solution Fix t and use previous proposition with k 2
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like tho proof last here we then get
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This concludes our chapter on the Poisson process For further

details and generalization
see 5 4 in Doss and in particular

how Civ in the definition can be modified to define non

homogeneousprocesses Also for counting processes with inter

arrival times that are not necessarily exponential see

Chapter 7 Ross and renewal processes



3 Continuous time Marvor Chains Ross Chapter6

We now consider a class of stochastic processes that

contains the Poisson process but is also a continuous time

analogue of the discrete time Markov chain which has

many applications

hecontinuous time Markov chains are characterized by the

following continuous Maroon property

Future is independent of past given present

let XLts too be a collection of v v Is Each taking

values in O 1,2 This process is a continuous time

discreet Maroon chain if
state space

P XCstt X s i XCulexiu for 0 cues

PCXCstt j XG i Fatso Vstates i j then
Osues

2emark We will always assume statonarity i e PCXlttst.gr XCss1ai

is independent of S i.e we consider only homogeneous

continuous true Maroon Chains

Stationarity has the following consequence
on interarrinal times

Suppose the MC is in state in at time a and let

I additional time until it leaves i

Their PCT sttl To s PIX r i VrefatqatsttIIXlul ifueca.at

pfxcrj ifrefats.at 3 XCats d
independentof ats by
stationarity

PCT t same value for all a s
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T.hasfheweuiorylosspropertyif.TTTinExpCvi for 0

I l ll

Thats true

Also Ti must be independent of the next state two chain

umps to otherwise the Marwar property would be violated because

the time wailing in a state would affect the next state

P XCstt X s i Xcel i for 0 cues

PCXCstt _j XG i

We can fully describe a CTMC by

Ti Exp Vi with Vi o

Pig transition probabilities from i to j which satisfy

Pii O Z Pij L

Zaza the sequence of states visited by the process
can

thus be
described by the discrete time MC with transition

probabilities Pij This discrete time MC is called the embedded

chain
We will Lator see more precisely how the CTMC behaves

locally ie P XCtth j X t I as h 0 Ccf Poisson process

Before that we consider an important familyof examples

BirthanddeathProcessesy


