
 

Proposition Poissonthinning let Nlt too be a Poissonprocess

and suppose that its
events are independently labeled

type 1 with probability p and

type 2 with probability l p

let Nslt type 1 events by trivet and
Nz t type 2 events by tweet

Thou N and Nz are independent Poisson processes of rates

Xp and He p respectively

Proof Exer show that N and We satisfy the

second definition i e properties u Also Cf Ross Prop5

Example Immigrants arrive at a Poisson process with nate

101week
Each immigrant is of English

descent w p fez

what is the probability
that no people of English

descent

will emigrate in February 4 weeks

By the previous proposition of people of English

descent who immigrate is a Poisson process with rafe
dweebs
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Lemaire The previous proposition easily generalizes to
us 3

types of events



Renege The labeling here follows a distribution independent

of time But we may also
be interested in applications

where the classification of an event depends on the time it

occurs

Example Ross Examples 5.20 Suppose individuals contract a

virus as a rate d Poisson process Once an individual is

infected there is a incubatonperi before symptoms

appear such that the incubation time is random and

independent for different individuals

At time I we can thus classify

Nait people infected with symptoms

Nzef ft people infected
with no symptoms

An important question
is this can we estimate Nits

Before solving such types of problems we need more

results on how arrival times of Poisson processes are

jointly distributed

Conditional distribution of annual times

let NHS be a rate d Poisson process

I Suppose we meow Nlt 1 When

I s t
did the event in Cat occur

As PCT Sl Nlt 1 RCT CS Nlt 4 P Ncs 4 Nlt NGK

PCN Ct c PCNCts 4

pcncsiDPCNHSNG.es se fytsDe sz



p i ft ex t

The conditional distribution of T given Nlt L

is olds PCT SINKS 1 Hse Cats

IN HI 1 is Uniform IO t2

D More generally let Sa Se Sn Ge the first n annual

times What is their joint pdf conditional on NHS n

Theorem Grew that Nltl n the n arrival times S Sn

have the same distribution as the order statistics corresponding

to n independent random variables uniformly
distributed on the

interval at
12 let Ya Yn be v.v s Their order statistics

Yul Tizi Tenn are the values of Yi Tn in increasing
order

Examples If 4 5192 3 93 1 Yee biz 43 f 3 I

The joint density of the order statistics Ya Yin is

fly yn n f Gil y gz c Lyn
Because

ya Tcn ly syn S F a permutation on set

Yi Jn gray i Joon

The probability density that fbi Sn you you
is i flyrail



since there are n permutations fly yal n fly
If the Yi are uniformly distributed over fo then

fly ynl n Int
Proof of Theorem We will show that the joint density of

n

Se SngivenNCH n
is fGii sn Nltsn n

S3 Sz t s no events

c

Otts
n 3

The event Si si Sn Sn Nlt n for see Sn Et

is the same as the event that the first n I interarrnal

times T Tnt satisfy Ta Si Tze Sz Si Tn SnSn e

Tnt t Sn

Thus fCsi sn Nltl n fCsii sn Tn e7t sn

P n

flI SiiTz Sz Si Tn Sn Sn e Tum t Sn

Fth
Xe tsi de des

si de Nsu
Snele dit Sn yn e It

t T Intent Its

Now suppose
that we label events of a Poisson process into a

possible types sit at each true s Keene is a distribution Pics

i t k s t PCerent occurring at times is type i Pics

the type selection B indep of what previouslyoccurred

Proposition let Milt Type i events by true t Then N Ith n Nott

are independent Poisson v.v s woke means ECNiltB PicsDs

T


