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ABSTRACT. We construct the motivic tree-level system of Gromov-Witten invariants for convex varieties.

0. INTRODUCTION

Let $V$ be a projective algebraic manifold. In [15], Sec. 2, Gromov-Witten invariants of $V$ were described axiomatically as a collection of linear maps

$$I_{g,n,\beta}^V : H^*(V)^{\otimes n} \to H^*(\overline{M}_{g,n}, \mathbb{Q}), \quad \beta \in H_2(V, \mathbb{Z})$$

satisfying certain axioms, and a program to construct them by algebro-geometric (as opposed to symplectic) techniques was suggested. The program is based upon Kontsevich's notion of a stable map $(C, x_1, \ldots, x_n, f), f : C \to V$. This data consists of an algebraic curve $C$ with $n$ labeled points on it and a map $f$ such that if an irreducible component of $C$ is contracted by $f$ to a point, then this component together with its special points is Deligne-Mumford stable. For more details, see [14] and below.

The construction consists of three major steps.

A. Construct an orbispace (or rather a stack) of stable maps $\overline{M}_{g,n}(V, \beta)$ such that $g = \text{genus of } C, f_*(\{C\}) = \beta$, and its two morphisms to $V$ and $\overline{M}_{g,n}$. On the level of points, these morphisms are given respectively by

$$p : (C, x_1, \ldots, x_n, f) \leftrightarrow (f(x_1), \ldots, f(x_n)),$$
$$q : (C, x_1, \ldots, x_n, f) \leftrightarrow [(C, x_1, \ldots, x_n)]^{stab},$$

where the last expression means the stabilization of $(C, x_1, \ldots, x_n)$.

B. Construct a “virtual fundamental class” $\overline{M}_{g,n}(V, \beta)_{\text{virt}}$, or “orientation” (see Definition 7.1 below) and use it to define a correspondence in the Chow ring $C_{g,n,\beta} \in A(V \times \overline{M}_{g,n})$. 
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This step suggested in [14] is quite subtle and will be dealt with elsewhere (see [3], [2]). It can be bypassed for \( g = 0 \) and \( V = G/P \) (generalized flag spaces) where the virtual class coincides with the usual one (see [15]).

In general, it involves a definition of a new \( \mathbb{Z} \)-graded supercommutative structure sheaf on \( \overline{M}_{g,n}(V, \beta) \). The virtual class is obtained as a product of the class of this sheaf and the inverse Todd class of an appropriate tangent complex. Geometrically, it serves as a general position argument furnishing the Dimension Axiom of [15] and replacing the deformation of the complex structure used in the symplectic context.

C. Use \( \mathcal{W}_{g,n,\beta}^\iota \) in order to construct the induced maps \( \mathcal{W}_{g,n,\beta}^V \) on any cohomology satisfying some version of the standard properties making it functorial on the category of correspondences.

In this approach, the main features of \( \mathcal{W}_{g,n,\beta}^V \) axiomatized in [15] reflect functorial properties of \( \overline{M}_{g,n}(V, \beta) \) and the cotangent complex with respect to degenerations of stable maps. In particular, the key “Splitting Axiom” (or Associativity Equations for \( g = 0 \)) expresses the compatibility between the divisors at infinity of \( \overline{M}_{g,n}(V, \beta) \) and \( \mathcal{W}_{g,n} \).

A neat way to organize this information is to introduce the category of marked stable modular graphs indexing degeneration types of stable maps and to treat various modular stacks \( \mathcal{M}_{g,n}(V, \beta) \) as values of this modular functor on the simplest one-vertex graphs. Then the check of the axioms in [15] essentially boils down to a calculation of this functor on a family of generating morphisms and objects in the graph category.

The degeneration type of \((C, x_1, \ldots, x_n, f)\) is described by the graph whose vertices are the irreducible components of \( C \), edges are singular points of \( C \), and tails ("one-vertex edges") are \( x_1, \ldots, x_n \). In addition, each vertex is marked by the homology class in \( V \) which is the \( f \)-image of the fundamental class of the respective component of \( C \) and by the genus of the normalization of this component. The description of morphisms is somewhat more delicate, cf. Sections 1 and 5, below.

This philosophy is an extension of the operadic picture which already gained considerable importance from various viewpoints. In turn, it leads to a new notion of a \( \Gamma \)-operad as a monoidal functor on an appropriate category \( \Gamma \) of graphs, and an algebra over an operad as a morphism of such functors. This approach will be developed elsewhere (see [11]). It clarifies the origin of the proliferation of the types of operads considered recently (May’s, Markl’s, modular, cyclic, ...)

In Part I of the present paper we treat in this way Step A, stressing the functoriality not only with respect to the degeneration types with fixed \( V \) but also with respect to \( V \), expressed by the change of the marking semigroup of abstract non-negative homology classes. We hope also that our approach will help to introduce quantum cohomology with coefficients and to understand better the K"unneth formula for quantum cohomology from [16].

Part II is devoted to Steps B and C for \( g = 0 \) and convex manifolds \( V \). The formalism of orientation classes is introduced axiomatically, but we did not attempt
to justify the relevant claims of [14] in general.

A word of warning and apology is due. The reader will meet several different categories of marked graphs in this paper of which the most important are $\mathfrak{G}_n$ (cf. Definition 1.12), $\mathfrak{G}_n(A)$ (cf. Definition 5.6 and the preceding discussion) and $\mathfrak{G}_n(V)_{\text{cart}}$ (cf. Definition 5.9). They differ mainly by their classes of morphisms. Specifically, certain elementary arrows which are combinatorially "the same", run in opposite directions in different categories, which affects the whole structure of the morphism semigroups. The reason is that functorial properties of moduli stacks of maps considered by themselves are different from the functorial properties of their virtual fundamental classes treated as correspondences. Since graphs are used mainly as a bookkeeping device, their categorical properties must reflect this distinction.

Acknowledgments. The authors are grateful to the Max-Planck-Institut für Mathematik in Bonn where this work was done for support and stimulating atmosphere.
Part I. Stacks of Stable Maps

1. Graphs

Definition 1.1. A graph $\tau$ is a quadruple $(F_\tau, V_\tau, j_\tau, \partial_\tau)$, where $F_\tau$ and $V_\tau$ are finite sets, $\partial_\tau : F_\tau \to V_\tau$ is a map and $j_\tau : F_\tau \to F_\tau$ an involution. We call $F_\tau$ the set of flags, $V_\tau$ the set of vertices, $S_\tau = \{ f \in F_\tau \mid j_\tau f = f \}$ the set of tails and $E_\tau = \{ \{ f_1, f_2 \} \subset F_\tau \mid f_2 = j_\tau f_1 \text{ and } f_2 \neq f_1 \}$ the set of edges of $\tau$. For $v \in V_\tau$ let $F_\tau(v) = \partial^{-1}_\tau(v)$ and $|v| = \# F_\tau(v)$, the valence of $v$.

Definition 1.2. Let $\tau$ be a graph. We define the geometric realization $|\tau|$ of $\tau$ as follows. We start with the disjoint union of closed intervals and singletons

$$\coprod_{f \in F_\tau} [0, \frac{1}{2}] \coprod \coprod_{v \in V_\tau} \{v\}.$$ 

We denote the real number $x \in [0, \frac{1}{2}]$ in the component indexed by $f \in F_\tau$ by $x_\tau$. Then for every $v \in V_\tau$ we identify all elements of $\{0, f \in F_\tau(v)\}$ with $|v|$ and for every edge $\{ f_1, f_2 \}$ of $\tau$, we identify $\frac{1}{2} f_1$ and $\frac{1}{2} f_2$. Finally, we remove for every tail $f \in S_\tau$ the point $\frac{1}{2} f$. We consider $|\tau|$ as a topological space with base points given by $\{ v \mid v \in V_\tau \}$, the vertices of $|\tau|$. It should always be clear from the context whether $|v|$ denotes the geometric realization of a vertex or its valence.

Definition 1.3. Let $\tau$ and $\sigma$ be graphs. A contraction $\phi : \tau \to \sigma$ is a pair of maps $\phi^F : F_\tau \to F_\sigma$ and $\phi^V : V_\tau \to V_\sigma$ such that the following conditions are satisfied.

1. $\phi^F$ is injective and $\phi^V$ is surjective.
2. The diagram

$$\begin{array}{ccc}
F_\tau & \xrightarrow{\partial_\tau} & V_\tau \\
\phi^F \uparrow & & \downarrow \phi^V \\
F_\sigma & \xrightarrow{\partial_\sigma} & V_\sigma
\end{array}$$

commutes.
3. $\phi^F \circ j_\tau = j_\sigma \phi^F$, so that $\phi$ induces injections $\phi^S : S_\sigma \to S_\tau$ and $\phi^E : E_\sigma \to E_\tau$ on tails and edges.
4. $\phi^S$ is a bijection, so $F_\tau - \phi^F(F_\sigma)$ consists entirely of edges, the edges being contracted.
5. Call two vertices $v, w \in V_\tau$ equivalent, if there exists an $f \in F_\tau - \phi^F(F_\sigma)$ such that $f \in F_\tau(v)$ and $j_\tau f \in F_\tau(w)$. Then pass to the associated equivalence relation on $V_\tau$. The map $\phi^V : V_\tau \to V_\sigma$ induces a bijection $V_\tau/\sim \to V_\sigma$.

For a vertex $v \in V_\tau$ the graph whose set of flags is

$$\{ f \in F_\tau \mid f \notin \phi^F(F_\sigma) \text{ and } \phi^V(\partial_\tau f) = v \},$$

whose set of vertices is $\phi^{-1}_V(v)$ and whose $j$ and $\partial$ are obtained from $j_\tau$ and $\partial_\tau$ by restriction, is called the graph being contracted onto $v$. If the graphs being contracted have together exactly one edge, we call $\phi$ an elementary contraction.

Remarks 1.4. (1) It is clear how to compose contractions, and that the composition of contractions is a contraction.
(2) If \( \phi : \tau \to \sigma \) and \( \phi' : \tau \to \sigma' \) are contractions with the same set of edges being contracted, then there exists a unique isomorphism \( \psi : \sigma \to \sigma' \) such that \( \psi \circ \phi = \phi' \).

(3) Every contraction is a composition of elementary contractions.

(4) To carry out a construction for contractions of graphs, which is compatible with composition of contractions, it suffices to perform this construction for elementary contractions and check that the construction is independent of the order in which it is realized for two elementary contractions.

**Definition 1.5.** A **modular graph** is a graph \( \tau \) endowed with a map \( g_\tau : V_\tau \to \mathbb{Z}_{\geq 0} ; v \mapsto g(v) \). The number \( g(v) \) is called the **genus** of the vertex \( v \).

We say that a semigroup \( A \) has **indecomposable zero**, if \( a + b = 0 \) implies \( a = 0 \) and \( b = 0 \), for any two elements \( a, b \in A \).

**Definition 1.6.** Let \( \tau \) be a modular graph and \( A \) a semigroup with indecomposable zero. An **A-structure** on \( \tau \) is a map \( \alpha : V_\tau \to A \). The element \( \alpha(v) \) is called the **class** of the vertex \( v \). The pair \( (\tau, \alpha) \) is called a **modular graph with A-structure** (or A-graph, by abuse of language).

A **marked graph** is a pair \((A, \tau)\), where \( A \) is a semigroup with indecomposable zero and \( \tau \) an A-graph.

**Definition 1.7.** Let \((\sigma, \alpha)\) and \((\tau, \beta)\) be A-graphs. A **combinatorial morphism** \( a : (\sigma, \alpha) \to (\tau, \beta) \) is a pair of maps \( a_\sigma : F_\sigma \to F_\tau \) and \( a_\gamma : V_\sigma \to V_\tau \), satisfying the following conditions.

1. The diagram
   
   \[
   \begin{array}{ccc}
   F_\sigma & \xrightarrow{a_\sigma} & V_\sigma \\
   a_\gamma \downarrow & & \downarrow a_\gamma \\
   F_\tau & \xrightarrow{a_\tau} & V_\tau
   \end{array}
   \]

   commutes. In particular, for every \( v \in V_\sigma \), letting \( w = a_\gamma(v) \), we get an induced map \( a_\gamma,v : F_\sigma(v) \to F_\tau(w) \).

2. With the notation of (1), for every \( v \in V_\sigma \), the map \( a_\gamma,v : F_\sigma(v) \to F_\tau(w) \) is injective.

3. Let \( f \in F_\sigma \) and \( \bar{f} = j_\sigma(f) \). If \( f \neq \bar{f} \), there exists an \( n \geq 1 \) and \( 2n \) (not necessarily distinct) flags \( f_1, \ldots, f_n, \bar{f}_1, \ldots, \bar{f}_n \in F_\tau \) such that
   
   a) \( f_i = a_\sigma(f) \) and \( \bar{f}_n = a_\sigma(\bar{f}) \),
   
   b) \( j_\tau(f_i) = J_i, \) for all \( i = 1, \ldots, n \),
   
   c) \( \partial_\tau(j_i) = \partial_\tau(f_{i+1}) \) for all \( i = 1, \ldots, n - 1 \),
   
   d) for all \( i = 1, \ldots, n - 1 \) we have
      
      \( \bar{f}_i \neq f_{i+1} \Rightarrow g(v_i) = 0 \) and \( \beta(v_i) = 0 \),
      
   where \( v_i = \partial(\bar{f}_i) = \partial(f_{i+1}) \).

4. for every \( v \in V_\sigma \) we have \( \alpha(v) = \beta(a_\gamma(v)) \),

5. for every \( v \in V_\sigma \) we have \( g(v) = g(a_\gamma(v)) \).
A combinatorial morphism of marked graphs \((B, \sigma, \beta) \to (A, \tau, \alpha)\) is a pair \((\xi, a)\), where \(\xi : A \to B\) is a homomorphism of semigroups and \(a : (\sigma, \beta) \to (\tau, \xi \circ \alpha)\) is a combinatorial morphism of \(B\)-graphs.

Usually, we will suppress the subscripts of \(a\).

Remarks. (1) The composition of two combinatorial morphisms is again a combinatorial morphism.

(2) We say that a combinatorial morphism \(a : \sigma \to \tau\) is complete, if for every \(v \in V_\sigma\) the map \(av : F_\sigma(v) \to F_\tau(\alpha(v))\) is bijective. Examples of complete combinatorial morphism are

(a) the inclusion of a connected component,

(b) the morphism \(\sigma \to \tau\), where \(\sigma\) is obtained from \(\tau\) by cutting an edge, i.e. changing \(j\) in such a way as to turn a two element orbit into two one element orbits.

(3) Let \(\tau\) be an \(A\)-graph and \(f \in S_\tau\) a tail of \(\tau\). Let \(F_\sigma = F_\tau - \{f\}, V_\sigma = V_\tau\) and define \(\partial_\sigma\) and \(j_\sigma\) by restricting \(\partial_\tau\) and \(j_\tau\). Then \(\sigma\) is naturally an \(A\)-graph called obtained from \(\tau\) by forgetting the tail \(f\). There is a canonical combinatorial morphism \(\sigma \to \tau\).

(4) Every combinatorial morphism \(a : \sigma \to \tau\) is a composition \(a = boc\), where \(b\) is complete and \(c\) is a finite composition of morphisms forgetting tails. If \(\sigma\) and \(\tau\) are stable (Definition 1.9), all intermediate graphs in such a factorization are stable.

(5) Condition (3) of Definition 1.7 can be rephrased in a more geometric way—see the remark after Proposition 4.10.

Definition 1.8. A contraction \(\phi : (\tau, \alpha) \to (\sigma, \beta)\) of \(A\)-graphs is a contraction of graphs \(\phi : \tau \to \sigma\) such that for every \(v \in V_\tau\) we have

\[
g(v) = \sum_{w \in \phi^{-1}(v)} g(w) + \dim H^1(\tau_v),
\]

where \(\tau_v\) is the graph being contracted onto \(v\),

\[
\beta(v) = \sum_{w \in \phi^{-1}(v)} \alpha(w).
\]

Definition 1.9. A vertex \(v\) of a modular graph with \(A\)-structure \((\tau, \alpha)\) is called stable, if \(\alpha(v) = 0\) implies \(2g(v) + |v| \geq 3\). Otherwise, \(v\) is called unstable. The \(A\)-graph \(\tau\) is called stable, if all its vertices are stable.

We now come to an important construction which we shall call stable pullback. Consider the following setup. We suppose given a homomorphism of semigroups \(\xi : A \to B\), a contraction of \(A\)-graphs \(\phi : \sigma \to \tau\) and a combinatorial morphism \(a : (B, \rho) \to (A, \tau)\) of marked graphs. Moreover, we assume that \(\rho\) is a stable \(B\)-graph. We shall construct a stable \(B\)-graph \(\pi\), together with a contraction of
$B$-graphs $\psi : \pi \to \rho$ and a combinatorial morphism of marked graphs $b : \pi \to \sigma$.

This $B$-graph $\pi$ will be called the stable pullback of $\rho$ under $\phi$.

\[
\begin{array}{ccc}
B & \xrightarrow{\pi} & \rho \\
\downarrow & \lhd & \downarrow \\
A & \sigma & \xrightarrow{\phi} \tau
\end{array}
\]

According with Remark 1.4(4), we shall assume that $\phi$ is elementary and contracts the edge $\{f, \overline{f}\}$ of $\sigma$. Let $v_1 = \partial_\rho(f)$, $v_2 = \partial_\sigma(\overline{f})$ and $v_0 = \phi(v_1) = \phi(v_2)$. 

Case I (Contracting a loop). In this case $v_1 = v_2$. Let $w_1, \ldots, w_n$ be the vertices of $\rho$ that map to $v_0$ under $a$. Note that $g(w_i) \geq 1$, since $g(v_0) \geq 1$. Let $\pi$ be equal to $\rho$ with a loop $\{f_i, \overline{f}_i\}$ attached to $w_i$, for each $i = 1, \ldots, n$ and $g_\rho(w_i) = g_\rho(w_i) - 1$. Clearly, $\pi$ is stable, the drop in certain genera is made up for by the addition of flags. The morphism $b : \pi \to \sigma$ is the obvious combinatorial morphism every one of the loops $\{f_i, \overline{f}_i\}$ to $\{f, \overline{f}\}$. The contraction $\psi : \pi \to \rho$ simply contracts all the added loops.

Case II (Contracting a non-looping edge). In this case $v_1 \neq v_2$. Again, let $w_1, \ldots, w_n$ be the vertices of $\rho$ that map to $v_0$ under $a$. First we shall construct an intermediate graph $\pi'$. Let us fix an $i = 1, \ldots, n$. Construct $\pi'$ from $\rho$ by replacing $w_i$ with two vertices $w_i'$ and $w_i''$, connected by an edge $\{f_i, \overline{f}_i\}$, such that $\partial(\overline{f}_i) = w_i'$ and $\partial(f_i) = w_i''$. Let $f$ be a flag of $\rho$ such that $\partial_\rho(f) = w_i$. If $\partial_\rho(\phi(a(f))) = v_1$ we attach $f$ to $w_i'$ and if $\partial_\rho(\phi(a(f))) = v_0$ we attach $f$ to $w_i''$. Set $g(w_i') = g(w_i)$, $g(w_i'') = g(w_i)$, $\beta(w_i') = \xi(a(w_i))$ and $\beta(w_i'') = \xi(a(w_i))$. This defines the $B$-graph $\pi'$. The problem with $\pi'$ is that it might not be stable. So to construct $\pi$ we proceed as follows. Fix an $i = 1, \ldots, n$. If $w_i'$ and $w_i''$ are stable vertices of $\pi'$ we do not change anything. If either of $w_i'$ or $w_i''$ is unstable, we go back to where we started, by contracting $\{f_i, \overline{f}_i\}$ again, obtaining the stable vertex $w_i$. This finally finishes the construction of $\pi$. The contraction $\psi : \pi \to \rho$ is defined by contracting all the edges that were just inserted into $\rho$ to construct $\pi$. There is an obvious combinatorial morphism $b' : \pi' \to \sigma$ mapping the edge $\{f_i, \overline{f}_i\}$ to $\{f, \overline{f}\}$. Moreover, we define a combinatorial morphism $c : \pi \to \pi'$ as follows. If $i = 1, \ldots, n$ is an index such that either of $w_i'$ or $w_i''$ is an unstable vertex of $\pi'$, we map the vertex $w_i$ of $\pi$ to the stable one of the two, say $w_i'$, to fix notation. If $f$ is a flag of $\rho$ such that $\partial f = w_i$, then $f$ is also considered as a flag of $\pi$ and $\pi'$, and under $c$ we map
$f$ to itself, if $\partial_\pi(f) = w'_i$, and to $f_i$, otherwise. Finally, $b : \pi \to \sigma$ is defined as the composition $b = \psi \circ c$.

Iterating this construction leads to the construction of a stable pullback for arbitrary contractions of $A$-graphs.

**Remark.** Let

\[
\begin{array}{ccc}
B & \xrightarrow{\pi} & \rho \\
\varepsilon \uparrow & \swarrow \psi & \downarrow a \\
A & \xrightarrow{\phi} & \tau
\end{array}
\]

be a stable pullback.

(1) The diagram

\[
\begin{array}{ccc}
V_{\pi} & \xrightarrow{\psi V} & V_{\rho} \\
b \downarrow & \swarrow a & \downarrow a \\
V_{\sigma} & \xrightarrow{\phi V} & V_{\tau}
\end{array}
\]

commutes.

(2) The diagram

\[
\begin{array}{ccc}
F_{\pi} & \xrightarrow{\psi F} & F_{\rho} \\
b \downarrow & \swarrow a & \downarrow a \\
F_{\sigma} & \xrightarrow{\phi F} & F_{\tau}
\end{array}
\]

does not commute (except for special cases, e.g., if the $B$-graph $\pi'$ constructed above is stable).
Proposition 1.10. Stable pullback is independent of the order in which $\phi$ is decomposed into elementary contractions. Moreover, if

\[
\begin{array}{c}
B \\
\xi \uparrow \\
A
\end{array}
\xrightarrow{\pi} \xrightarrow{\psi} 
\begin{array}{c}
\rho \\
\eta \downarrow \\
\tau
\end{array}
\]

\[
\begin{array}{c}
B \\
\xi \uparrow \\
A
\end{array}
\xrightarrow{\pi'} \xrightarrow{\psi'} 
\begin{array}{c}
\pi \\
\eta \downarrow \\
\sigma
\end{array}
\]

and

\[
\begin{array}{c}
B \\
\xi \uparrow \\
A
\end{array}
\xrightarrow{\pi'} \xrightarrow{\psi'} 
\begin{array}{c}
\rho' \\
\eta \downarrow \\
\sigma'
\end{array}
\]

are stable pullbacks, then

\[
\begin{array}{c}
B \\
\xi \uparrow \\
A
\end{array}
\xrightarrow{\pi'} \xrightarrow{\psi'} 
\begin{array}{c}
\rho \\
\eta \downarrow \\
\tau
\end{array}
\]

is a stable pullback, too.

Proof. To check that stable pullback is well-defined, it suffices by Remark 1.4(4) to check that the above construction yields the same result for both orders in which two elementary contractions can be composed. This is a straightforward, though maybe slightly tedious calculation. The compatibility of stable pullback with compositions of contractions follows trivially from the definition. \qed

Proposition 1.11. If

\[
\begin{array}{c}
B \\
\xi \uparrow \\
A
\end{array}
\xrightarrow{\pi} \xrightarrow{\phi} 
\begin{array}{c}
\rho \\
\eta \downarrow \\
\tau
\end{array}
\]

\[
\begin{array}{c}
C \\
\eta \uparrow \\
B
\end{array}
\xrightarrow{\pi'} \xrightarrow{\phi'} 
\begin{array}{c}
\rho' \\
\eta' \downarrow \\
\sigma'
\end{array}
\]

are stable pullbacks, then

\[
\begin{array}{c}
C \\
\eta \xi \eta' \uparrow \\
A
\end{array}
\xrightarrow{\pi'} \xrightarrow{\phi'} 
\begin{array}{c}
\rho' \\
\eta' \downarrow \\
\tau
\end{array}
\]

is a stable pullback, too.

Proof. Of course, it suffices to consider the case that $\phi$ is an elementary contraction. Then the claim follows immediately from the construction. \qed

We are now ready to define the notion of morphism of marked stable graphs.
Definition 1.12. Let \((A, \tau)\) and \((B, \sigma)\) be marked stable graphs. A morphism from \((A, \tau)\) to \((B, \sigma)\) is a quadruple \((\xi, a, \tau', \phi)\), where \(\xi : A \to B\) is a homomorphism of semigroups, \(\tau'\) is a stable \(B\)-graph, \(a : \tau' \to \tau\) makes \((\xi, a)\) a combinatorial morphism of marked graphs, and \(\phi : \tau' \to \sigma\) is a contraction of \(B\)-graphs. We also say that \((a, \tau', \phi)\) is a morphism of marked stable graphs covering \(\xi\).

Let \((\xi, a, \tau', \phi) : (A, \tau) \to (B, \sigma)\) and \((\eta, b, \sigma', \psi) : (B, \sigma) \to (C, \rho)\) be morphisms of stable marked graphs. Then we define the composition \((\eta, b, \sigma', \psi) \circ (\xi, a, \tau', \phi) : (A, \tau) \to (C, \rho)\) to be \((\eta \circ \xi, ac, \tau', \psi \circ \phi)\), where \((c, \tau', \chi)\) is the stable pullback of \(\sigma'\) under \(\phi\).

\[
\begin{array}{cccc}
C & \tau'' & \xrightarrow{\chi} & \sigma' & \xrightarrow{\psi} & \rho \\
\eta \uparrow & e & \downarrow & b \\
B & \tau' & \xrightarrow{\phi} & \sigma \\
\xi \uparrow & a & \downarrow \\
A & \tau
\end{array}
\]

Remarks. (1) In reality a morphism is an isomorphism class of quadruples as in this definition. But we shall always stick to the abuse of language begun here.

(2) The composition of morphisms is associative by Propositions 1.10 and 1.11.

(3) Every combinatorial morphism of marked graphs whose source and target are stable defines a morphism of marked stable graphs, but in the opposite direction.

(4) Every contraction of \(A\)-graphs whose source (and hence target) is stable defines a morphism of marked stable graphs (in the same direction).

The category of stable marked graphs shall be denoted by \(\mathcal{G}_s\). Let \(\mathfrak{A}\) be the category of (additive) semigroups with indecomposable zero element. By projecting onto the first component, we get a functor \(\alpha : \mathcal{G}_s \to \mathfrak{A}\). For \(A \in \text{ob}\mathfrak{A}\) let \(\mathcal{G}_s(A)\) be the fiber of \(\alpha\) over \(A\), i.e., the category of stable \(A\)-graphs.

Proposition 1.13. Let \(\tau\) be an \(A\)-graph. Then there exists a stable \(A\)-graph \(\tau^s\), together with a combinatorial morphism \(\tau^s \to \tau\), such that every combinatorial morphism \(\sigma \to \tau\), where \(\sigma\) is a stable \(A\)-graph, factors uniquely through \(\tau^s\). We call \(\tau^s\) the stabilization of \(\tau\).

Proof. Let \(\alpha\) denote the \(A\)-structure of \(\tau\).

Case I. Assume that \(\tau\) has a vertex \(v_0\) such that \(g(v_0) = 0\), \(\alpha(v_0) = 0\), \(v_0\) has a unique flag \(f_1\), and \(f_2 := j(f_1) \neq f_1\). Let \(\tau' \to \tau\) be the 'subgraph' defined by \(F_{\tau'} = F_{\tau} - \{f_1\}\), \(V_{\tau'} = V_{\tau} - \{v_0\}\), \(\partial_{\tau'} = \partial_{\tau}\), \(j_{\tau'} = j_{\tau}\), \(j_{\tau'}(f_2) = f_2\).

Case II. Assume that \(\tau\) has a vertex \(v_0\) such that \(g(v_0) = 0\), \(\alpha(v_0) = 0\), \(v_0\) has exactly two flags, \(f_1\) and \(f_2\), \(f_1\) is a tail of \(\tau\) and \(f_2 := j(f_2) \neq f_1\). Let \(\tau' \to \tau\) be the 'subgraph' defined by \(F_{\tau'} = F_{\tau} - \{f_1, f_2\}\), \(V_{\tau'} = V_{\tau} - \{v_0\}\), \(\partial_{\tau'} = \partial_{\tau}\), \(j_{\tau'}(f_2) = f_2\).

Case III. Assume that \(\tau\) has a vertex \(v_0\) such that \(g(v_0) = 0\), \(\alpha(v_0) = 0\), \(v_0\) has exactly two flags, \(f_1\) and \(f_2\), \(f_1 := j(f_1) \neq f_1\) and \(f_2 := j(f_2) \neq f_2\). Let \(\tau' \to \tau\)
be the ‘subgraph’ defined by $F_{\tau'} = F_\tau - \{f_1, f_2\}$, $V_{\tau'} = V_\tau - \{v_0\}$, $\partial_{\tau'} = \partial_{\tau}|F_{\tau'}$, $j_{\tau'}(F_{\tau'} - \{f_1, f_2\}) = j_{\tau'}(F_\tau - \{f_1, f_2\})$ and $j_{\tau'}(F_{\tau'}) = F_{\tau'}$.

Case IV. Assume that $\tau$ has a vertex $v_0$ such that $2g(v_0) + |v_0| < 3$, $\alpha(v_0) = 0$ and $F_\tau(v_0)$ is a union of orbits of $j_\tau$. Let $\tau' \to \tau$ be the ‘subgraph’ defined by $F_{\tau'} = F_\tau - F_\tau(v_0)$, $V_{\tau'} = V_\tau - \{v_0\}$, $\partial_{\tau'} = \partial_{\tau}|F_{\tau'}$, and $j_{\tau'} = j_{\tau}|F_{\tau'}$.

In each of these four cases every combinatorial morphism $\sigma \to \tau$, with $\sigma$ stable factors uniquely through $\tau'$. By induction on the number of vertices of $\tau$, the graph $\tau'$ has a stabilization, which is thus also a stabilization of $\tau$. If $\tau$ has no vertices $v_0$ of the kind covered by the above four cases, $\tau$ is stable and $\tau$ itself may serve as stabilization of $\tau$. □

See Section 10 in [10, Exp. VI]) for the definition of cofibration of categories.

**Proposition 1.14.** The functor $\mathfrak{A}_s : \mathfrak{A}_s \to \mathfrak{A}$ is a cofibration.

**Proof.** Let $\xi : A \to B$ be a homomorphism in $\mathfrak{A}$, and $(\tau, \alpha)$ a stable $A$-graph. We need to construct a stable $B$-graph $\sigma = \xi_\tau$, together with a morphism $(a, \tau', \phi) : (A, \tau) \to (B, \sigma)$ covering $\xi$, with the following universal mapping property. Whenever $\eta : B \to C$ is another homomorphism in $\mathfrak{A}$, $\rho$ is a stable $C$-graph and $(b, \tau'', \psi) : (A, \tau) \to (C, \rho)$ is a morphism covering $\eta \circ \xi$, there exists a unique morphism $(c, \sigma', \chi) : (B, \sigma) \to (C, \rho)$ covering $\eta$, such that $(c, \sigma', \chi) \circ (a, \tau', \phi) = (b, \tau'', \psi)$, i.e., such that $\tau''$ is the stable pullback of $\sigma'$ under $\phi$.

In fact, it is not difficult to see that the stabilization of $(\tau, \xi \circ \alpha)$ satisfies this universal mapping property. □

**Remark 1.15.** Choosing a clivage normalisé (see Definition 7.1 in [10, Exp. VI]) of $\mathfrak{G}_s$ over $\mathfrak{A}$ amounts to choosing a pushforward functor $\xi_\ast : \mathfrak{G}_s(A) \to \mathfrak{G}_s(B)$ for any homomorphism $\xi : A \to B$ in $\mathfrak{A}$. We may call $\xi_\ast$ stabilization with respect to $\xi$. If $B = \{0\}$, we speak of absolute stabilization (or simply stabilization, if no confusion seems likely to arise).

## 2. Prestable Curves

We recall the definition of prestable curves. A morphism of prestable curves is defined in such a way that it has degree at most one and contracts at most rational components.

**Definition 2.1.** A prestable curve over the scheme $T$ is a flat proper morphism $\pi : C \to T$ of schemes such that the geometric fibers of $\pi$ are reduced, connected, one-dimensional and have at most ordinary double points (nodes) as singularities. The genus of a prestable curve $C \to T$ is the map $t \mapsto \dim H^1(C_t, \mathcal{O}_{C_t})$, which is a locally constant function $g : T \to \mathbb{Z}_{\geq 0}$. If $L$ is a line bundle on $C$, then the degree of $L$ is the locally constant function $\deg L : T \to \mathbb{Z}_{\geq 0}$ given by $t \mapsto \chi(L_t) + g - 1$.

A morphism $p : C \to D$ of prestable curves over $T$ is a $T$-morphism of schemes, such that for every geometric point $t$ of $T$ we have

1. if $\eta$ is the generic point of an irreducible component of $D_t$, then the fiber of $p_t$ over $\eta$ is a finite $\eta$-scheme of degree at most one,
(2) if \( C' \) is the normalization of an irreducible component of \( C \), then \( p_i(C') \) is a single point only if \( C' \) is rational.

If \( V \) is a scheme and \( f : C \to V \) a morphism, then \( L \mapsto \deg f^* L \) defines a locally constant function \( T \to \text{Hom}_\mathbb{Z}(\text{Pic} V, \mathbb{Z}) \) which we shall call the homology class of \( f \), by abuse of language, denoted \( f_*[C] \).

If \( V \) is a scheme admitting an ample invertible sheaf let

\[
H^+_2(V) = \{ \alpha \in \text{Hom}_\mathbb{Z}(\text{Pic} V, \mathbb{Z}) \mid \alpha(L) \geq 0 \text{ whenever } L \text{ is ample} \}.
\]

Note that \( H^+_2(V) \) is a semigroup with indecomposable zero. This is because if \( V \) admits an ample invertible sheaf then \( \text{Pic} V \) is generated by ample invertible sheaves (see Remarque 4.5.9 in [8]). So if \( f : C \to V \) is a morphism from a prestable curve into \( V \), then the homology class is a locally constant function \( T \to H^+_2(V) \).

**Lemma 2.2.** Let \( f : X \to Y \) be a proper surjective morphism of \( T \)-schemes such that \( f_*\mathcal{O}_X = \mathcal{O}_Y \). Let \( g : X \to U \) be another morphism of \( T \)-schemes, such that for every geometric point \( t \) of \( T \) the map \( g_t : X_t \to U_t \) is constant (as a map of underlying Zariski topological spaces) on the fibers of \( f_t : X_t \to Y_t \). Then \( g \) factors uniquely through \( f \).

**Proof.** This follows easily, for example, from Lemma 8.11.1 in [8]. \( \square \)

**Corollary 2.3.** Let \( C \) be a prestable curve over \( T \) and \( f : C \to V \) a morphism, where \( V \) is a scheme admitting an ample invertible sheaf. Then \( f_*[C] = 0 \) if and only if \( f \) factors through \( T \). \( \square \)

We shall need the following two results about gluing marked prestable curves at the marks.

**Proposition 2.4.** Let \( T \) be a scheme and \( C_1, C_2 \) two prestable curves over \( T \). Let \( x_1 \in C_1(T) \) and \( x_2 \in C_2(T) \) be sections such that for every geometric point \( t \) of \( T \) we have that \( x_1(t) \) and \( x_2(t) \) are in the smooth locus of \( C_{1,t} \) and \( C_{2,t} \), respectively. Then there exists a prestable curve \( C \) over \( T \), together with \( T \)-morphisms \( p_1 : C_1 \to C \) and \( p_2 : C_2 \to C \), such that

1. \( p_1(x_1) = p_2(x_2) \),
2. \( C \) is universal among all \( T \)-schemes with this property.

The curve \( C \) is uniquely determined (up to unique isomorphism) and will be called obtained by gluing \( C_1 \) and \( C_2 \) along the sections \( x_1 \) and \( x_2 \), notation

\[
C = C_1 \amalg_{x_1, x_2} C_2.
\]

If \( u : S \to T \) is a morphism of schemes, then \( C_S \) is the curve obtained by gluing \( C_{1,S} \) and \( C_{2,S} \) along \( x_{1,S} \) and \( x_{2,S} \). If \( g_i \) is the genus of \( C_i \), for \( i = 1, 2 \), then for the genus \( g \) of \( C \) we have \( g = g_1 + g_2 \). If, for \( i = 1, 2 \), \( f_i : C_i \to V \) is a morphism into a scheme such that \( f_1(x_1) = f_2(x_2) \), and \( f : C \to V \) is the induced morphism, we have \( f_*[C] = f_{1*}[C_1] + f_{2*}[C_2] \) in \( \text{Hom}_\mathbb{Z}(\text{Pic} V, \mathbb{Z}) \). \( \square \)
Proposition 2.5. Let $T$ be a scheme and $C$ a prestable curve over $T$. Let $x_1 \in C(T)$ and $x_2 \in C(T)$ be sections such that for every geometric point $t$ of $T$ we have that $x_1(t)$ and $x_2(t)$ are in the smooth locus of $C_t$ and $x_1(t) \neq x_2(t)$. Then there exists a prestable curve $\tilde{C}$ over $T$, together with a $T$-morphism $p : C \to \tilde{C}$, such that

1. $p(x_1) = p(x_2)$,
2. $\tilde{C}$ is universal among all $T$-schemes with this property.

The curve $\tilde{C}$ is uniquely determined (up to unique isomorphism) and will be called obtained by gluing $C$ with itself along the sections $x_1$ and $x_2$, notation

$$\tilde{C} = C / x_1 \sim x_2.$$ 

If $u : S \to T$ is a morphism of schemes, then $(\tilde{C})_S$ is the curve obtained by gluing $C_S$ with itself along $x_{1,S}$ and $x_{2,S}$. If $g$ is the genus of $C$, then for the genus $\tilde{g}$ of $\tilde{C}$ we have $\tilde{g} = g + 1$. If $f : C \to V$ is a morphism into a scheme such that $f(x_1) = f(x_2)$, and $f : \tilde{C} \to V$ is the induced morphism, we have $f_*[\tilde{C}] = f_*[C]$ in $\text{Hom}_{\mathcal{C}}(\text{Pic} V, \mathbb{Z})$. $\square$

Definition 2.6. Let $\tau$ be a modular graph. A $\tau$-marked prestable curve over $T$ is a pair $(C, x)$, where $C = (C_t)_{t \in T}$ is a family of prestable curves $\pi_v : C_v \to T$ and $x = (x_i)_{i \in F_\tau}$ is a family of sections $x_i : T \to C_{\beta(i)}$, such that for every geometric point $t$ of $T$ we have

1. $x_i(t)$ is in the smooth locus of $C_{\beta(i)}$, for all $i \in F_\tau$,
2. $x_i(t) \neq x_j(t)$, if $i \neq j$, for $i, j \in F_\tau$,
3. $g(C_{\nu, t}) = g(v)$ for all $v \in V_\tau$.

We define a marked prestable curve over $T$ to be a triple $(\tau, C, x)$, where $\tau$ is a modular graph and $(C, x)$ a $\tau$-marked prestable curve over $T$.

3. Stable Maps

We now come to the definition of stable maps, the central concept of this work, which is due to Kontsevich.

Fix a field $k$ and let $\mathfrak{V}$ be the category of smooth projective (not necessarily connected) varieties over $k$. Consider the covariant functor

$$H^+_2 : \mathfrak{V} \to \mathfrak{A},$$

$$V \mapsto H_2(V)^+, \quad \square$$

where $\mathfrak{A}$ is the category of semigroups with indecomposable zero (see Section 1). Define the category $\mathfrak{V}\mathfrak{G}_8$ as the fibered product (see Section 3 in [10, Exp. VI])

$$\mathfrak{V}\mathfrak{G}_8 \to \mathfrak{G}_8,$$

$$\downarrow \square \downarrow a,$$

$$\mathfrak{V} \xrightarrow{H^+_2} \mathfrak{A}.$$

To spell this definition out, we have
(1) objects of \( \mathfrak{G}_{s} \) are pairs \((V, \tau)\), where \(V\) is a smooth projective variety over \(k\) and \(\tau\) is a stable \(H^+_2(V)\)-graph,

(2) a morphism \((V, \tau) \to (W, \sigma)\) is a quadruple \((\xi, \alpha, \tau', \phi)\), where \(\xi : V \to W\) is a morphism of \(k\)-varieties and \((H^+_2(\xi, \alpha, \tau', \phi))\) is a morphism in \(\mathfrak{G}_s\) as defined in Definition 1.12.

**Remark 3.1.** By Corollary 6.9 of [10, Exp. VI] and Proposition 1.14 the category \( \mathfrak{G}_{s} \) is a cofibered category over \( \mathfrak{G} \).

**Definition 3.2.** Let \((V, \tau, \alpha)\) be an object of \( \mathfrak{G}_{s} \) and \(T\) a \( k \)-scheme. A stable \((V, \tau, \alpha)\)-map over \(T\) is a triple \((C, x, f)\), where \((C, x)\) is a \(\tau\)-marked prestable curve over \(T\) and \(f = (f_v)_{v \in V_T}\) is a family of \(k\)-morphisms \(f_v : C_v \to V\), such that the following conditions are satisfied.

1. For every \(i \in F_\tau\) we have \(f_{\partial \tau(i)}(x_i) = f_{\partial \tau(j_\ast(i))}(x_{j_\ast(i)})\) as \(k\)-morphisms from \(T\) to \(V\).
2. For all \(v \in V_T\), we have that \(f_{\partial \ast v}(C_v) = \alpha(v)\) in \(H^+_2(V)\).
3. For every geometric point \(t\) of \(T\) and every \(v \in V_T\) the stability condition is satisfied. This means that if \(C'\) is the normalization of a component of \(C_{v,t}\) that maps to a point under \(f_{v,t} : C_{v,t} \to V\), then
   a. if the genus of \(C'\) is zero, then \(C'\) has at least three special points,
   b. if the genus of \(C'\) is one, then \(C'\) has at least one special point.

Here, a point of \(C'\) is called special, if it maps in \(C_{v,t}\) to a marked point or a node.

We define a stable map over \(T\) to be a sextuple \((V, \tau, \alpha, C, x, f)\), where \((V, \tau, \alpha)\) is an object of \( \mathfrak{G}_{s} \), and \((C, x, f)\) is a stable \((V, \tau, \alpha)\)-map over \(T\).

A morphism \((V, \tau, \alpha, C, x, f) \to (W, \sigma, \beta, D, y, h)\) of stable maps over \(T\) is a quintuple \((\xi, \alpha, \tau', \phi, p)\), where \((\xi, \alpha, \tau', \phi) : (V, \tau, \alpha) \to (W, \sigma, \beta)\) is a morphism in \( \mathfrak{G}_{s} \), and \(p = (p_v)_{v \in V_T}\) is a family of morphisms of prestable curves \(p_v : C_{\alpha(v)} \to D_{\alpha(v)}\), such that the following are true.

1. For every \(i \in F_\tau\), we have \(p_{\partial \phi(v)}(x_{\alpha,\phi(v)}) = y_i\).
2. If \(\{i_1, i_2\}\) is an edge of \(\tau'\) which is being contracted by \(\phi\), then \(p_{i_1}(x_{\alpha(i_1)}) = p_{i_2}(x_{\alpha(i_2)})\), where \(v_1 = \partial i_1\) and \(v_2 = \partial i_2\). So, in particular, if \(v_1 \neq v_2\) there exists an induces morphism
   \[ p_{i_2} : C_{\alpha(v_1)}H_{\alpha(i_1),\alpha(v_2)}C_{\alpha(v_2)} \to D_w, \]
   where \(w = \phi(v_1) = \phi(v_2)\).
3. With the notation of (2), if \(v_1 \neq v_2\), the morphism \(p_{i_2}\) is a morphism of prestable curves.
4. For every \(v \in V_T\), the diagram
   \[
   \begin{array}{ccc}
   C_{\alpha(v)} & \xrightarrow{f_{\alpha(v)}} & V \\
   p_v \downarrow & & \downarrow \xi \\
   D_{\alpha(v)} & \xrightarrow{h_{\alpha(v)}} & W
   \end{array}
   \]
   commutes.
In this situation we also say that \( p : (C, x, f) \to (D, y, h) \) is a morphism of stable maps covering the morphism \((\xi, a, \tau', \phi, p) \) in \( \mathcal{V} \mathcal{S}_s \).

To define the composition of morphisms, let \((\xi, a, \tau', \phi, p) : (V, \tau, \alpha, C, x, f) \to (W, \sigma, \beta, D, y, h)\) and \((\eta, b, \sigma', \psi, q) : (W, \sigma, \beta, D, y, h) \to (U, \rho, \gamma, E, z, e)\) be morphisms of stable maps over \( T \). We already know how to compose the morphisms \((\xi, a, \tau', \phi)\) and \((\eta, b, \sigma', \psi)\) in \( \mathcal{V} \mathcal{S}_s \). Use notation as in Definition 1.12. Then this composition is \((\eta \xi, a\alpha, \tau'', \psi\chi)\). Define the family \( r = (r_u)_{u \in V_{\sigma'}^*} \) of morphisms of prestable curves \( r_u : C_{\alpha(u)} \to E_{\psi(u)} \) as \( r_u = q_{b(u)} \circ p_{\xi(u)} \), which is well-defined, since \( \phi_{\chi} c(u) = a_{\chi} (u) \). Then we define our composition as

\[
(\eta, b, \sigma', \psi, q) \circ (\xi, a, \tau', \phi, p) = (\eta \xi, a\alpha, \tau'', \psi\chi, r).
\]

**Proposition 3.3.** The composition of morphisms of stable maps is a morphism of stable maps.

**Proof.** The proof will be given at the same time as the proof of Theorem 3.6 below. \( \square \)

**Definition 3.4.** Let \( V \in \text{ob } \mathcal{V} \) be a variety, \( \beta \in H_2(V)^+ \) a homology class and \( g, n \geq 0 \) integers. Then \((V, g, n, \beta)\) shall denote the object \((V, \tau, \beta)\) of \( \mathcal{V} \mathcal{S}_s \) whose modular graph \( \tau \) is given by \( F_{\tau} = \emptyset \), \( V_{\tau} = \{ \emptyset \} \), \( \partial_{\tau} : F_{\tau} \to V_{\tau} \) the unique map, \( j_{\tau} = \text{id}_{\emptyset} \) and \( g(\emptyset) = g \). The \( H_2(V)^+ \) structure on \( \tau \) is given by \( \beta(\emptyset) = \beta \). A stable \((V, g, n, \beta)\)-map is also called a stable map from an \( n \)-pointed curve (of genus \( g \)) to \( V \) (of class \( \beta \)). Here we use the notation \( n = \{1, \ldots, n\} \).

**Lemma 3.5.** Over an algebraically closed field, let \((C, x, f)\) be a stable map from an \( m \)-pointed curve of genus \( g \) to \( V \) of class \( \beta \) and let \((D, y, h)\) be a stable map from an \( m \)-pointed curve of genus \( g \) to \( V \) of class \( \beta \), where \( m \leq n \). Let \( p : C \to D \) be a morphism such that \( p(x_i) = y_i \) for \( i \leq m \) and \( hp = f \). If \( C' \subset C \) is a subcurve (a connected union of irreducible components), such that

1. letting \( C'' \) be the closure of the complement of \( C' \) in \( C \), the curves \( C' \) and \( C'' \) have exactly one node in common,
2. \( g(C') = 0 \),
3. \( f(C') \) is a point,
4. for \( i \leq m \) the \( x_i \) do not lie on \( C' \) except for at most one of them,

then \( p \) maps \( C' \) to a point in \( D \). \( \square \)

Let us denote the category of stable maps over \( T \) by \( \overline{M}(T) \). It comes together with a functor

\[
\overline{M}(T) \to \mathcal{V} \mathcal{S}_s,
\]

defined by projecting onto the first components. For a morphism \( u : S \to T \), pulling back defines a \( \mathcal{V} \mathcal{S}_s \)-functor

\[
u^* : \overline{M}(T) \to \overline{M}(S).
\]
Theorem 3.6. For every $k$-scheme $T$ the functor $\overline{M}(T) \to \mathcal{M}_s$ is a cofibration, whose fibers are groupoids. In other words, $\overline{M}(T)$ is cofibered in groupoids over $\mathcal{M}_s$.

For every base change $u : S \to T$ the $\mathcal{M}_s$-functor $u^* : \overline{M}(T) \to \overline{M}(S)$ is cocartesian.

Proof. To prove that $\overline{M}(T) \to \mathcal{M}_s$ is a cofibration, we need to prove the following. Let $(\xi, a, \tau', \phi) : (V, \tau) \to (W, \sigma)$ be a morphism in $\mathcal{M}_s$ and $(C, x, f)$ a stable $(V, \tau)$-map over $T$. Then there exists a pushforward $(D, y, h)$ of $(C, x, f)$ under $(\xi, a, \tau', \phi)$. This pushforward comes with a morphism $p : (C, x, f) \to (D, y, h)$ of stable maps covering $(\xi, a, \tau', \phi)$ and is characterized by the following universal mapping property. Whenever $(\eta, b, \sigma', \psi) : (W, \sigma) \to (U, \rho)$ is another morphism in $\mathcal{M}_s$, $(E, z, e)$ a stable $(U, \rho)$-map over $T$ and $r : (C, x, f) \to (E, z, e)$ a morphism of stable maps covering $(\eta, a, \sigma', \psi) : (V, \tau) \to (U, \rho)$ (in the notation of Definition 1.12), there exists a unique morphism of stable maps $q : (D, y, h) \to (E, z, e)$ covering $(\eta, b, \sigma', \psi) : (W, \sigma) \to (U, \rho)$ such that $r = q \circ p$.

\[
\begin{array}{ccc}
(C, x, f) & \xrightarrow{p} & (D, y, h) & \xrightarrow{q} & (E, z, e) \\
(V, \tau) & \xrightarrow{\phi} & (W, \sigma) & \xrightarrow{\psi} & (U, \rho)
\end{array}
\]

\[(2)\]

To prove that $u^* : \overline{M}(T) \to \overline{M}(S)$ is always cocartesian, we need to prove that this pushforward commutes with base change.

Recall that we also wish to prove Proposition 3.3, i.e., that if morphisms of stable maps $p : (C, x, f) \to (D, y, h)$ and $q : (D, y, h) \to (E, z, e)$ are given as in (2), then the composition $r : (C, x, f) \to (E, z, e)$ is also a morphism of stable maps.

Purely formal considerations tell us that to prove these three facts, we may decompose the morphism $(\xi, a, \tau', \phi) : (V, \tau) \to (W, \sigma)$ into a composition of other morphisms in any way we wish and prove the three facts for the factors of this decomposition. We shall thus consider the following five cases.

Case I (Changing $V$). In this case $\sigma = \xi \cdot \tau$. This means that $\sigma$ is the pushforward of $\tau$ under $\xi : V \to W$, using the fact that $\mathcal{M}_s \to \mathcal{M}$ is a cofibration (Remark 3.1). In other words, $\sigma$ is the stabilization of $\tau$ with respect to the induced $H_2(W)^+$-structure (Proposition 1.13). Thus $\tau' = \tau$ and $\phi = \text{id}_\sigma$.

In all other cases $W = V$ and $\xi$ is the identity. In the next two cases $a = \text{id}_\tau$ and $\tau' = \tau$.

Case II (Contracting an edge). The contraction $\phi : \tau \to \sigma$ contracts exactly one edge $\{i_1, i_2\} \subset F$, and we have $v_1 \neq v_2$, where $v_1 = \partial(i_1)$ and $v_2 = \partial(i_2)$. To fix notation, let $v_0 = \phi(v_1) = \phi(v_2)$.

Case III (Contracting a loop). This is the same as Case II, except that we have $v_1 = v_2$.

In the last two cases $\tau' = \sigma$ and $\phi = \text{id}_\sigma$. 
Case IV (Complete combinatorial). The combinatorial morphism \( a : \sigma \to \tau \) has the property that \( a \circ F_t(v) \to F_t(a(v)) \) is a bijection, for all \( v \in V_\sigma \).

Case V (Removing a tail). In this case, \( V_\sigma = V_\tau \), we give a vertex \( v_0 \in V_\tau \) and a tail \( t_0 \in F_\tau(v_0) \) of \( \tau \) and we have

1. \( F_\sigma = F_\tau - \{ t_0 \} \),
2. \( \partial_\sigma = \partial_\tau | F_\sigma \),
3. \( j_\sigma = j_\tau | F_\sigma \).

Note that the proof of Proposition 3.3 is only interesting (if at all) for Case II, since only in this case carrying out the composition of \((\xi, a, \tau', \phi)\) and \((\eta, b, \sigma', \psi)\) involves the second case of the construction of stable pullback (Section 1).

Case I. First we note the following trivial lemma.

Lemma 3.7. Assume \( \tau \) is stable with respect to the induced \( H_2(W)^+ \)-structure, so that \( \sigma = \tau \) and \( a = \text{id}_\tau \). Then if \( (C, x, \xi \circ f) \) satisfies the stability condition it may serve as pushforward of \((C, x, f)\) under \( \xi \).

We shall now reduce Case I to Cases IV and V. By the claimed compatibility with base change, we may construct the pushforward locally, and pass to an étale cover of \( T \), whenever desirable. Thus we add tails to \( \tau \), obtaining \( \tilde{\tau} \), and corresponding sections of \( C \), obtaining \((C, \tilde{\tau})\) until \( \tilde{\tau} \) with the induced \( H_2(W)^+ \)-structure is stable and \((C, \tilde{\tau}, \xi \circ f) \) satisfies the stability condition. Then we have the commutative diagram

\[
\begin{array}{ccc}
(V, \tilde{\tau}) & \longrightarrow & (V, \tau) \\
\downarrow & & \downarrow \\
(W, \tilde{\tau}) & \longrightarrow & (W, \tau)
\end{array}
\]

in \( \mathcal{M}_\sigma \). The top row of (3) is covered by \((C, \tilde{x}, f) \to (C, x, f)\), and clearly \((C, x, f)\) is the pushforward of \((C, \tilde{x}, f)\) under \((V, \tilde{\tau}) \to (V, \tau)\) (see also Case V). The first column of (3) is covered by \((C, \tilde{x}, f) \to (C, \tilde{x}, \xi \circ f)\), which is a pushforward by Lemma 3.7. Now the pushforward of \((C, \tilde{x}, \xi \circ f)\) under \((W, \tilde{\tau}) \to (W, \sigma)\) will also be the sought after pushforward of \((C, x, f)\) under \((V, \tau) \to (W, \sigma)\). But \((W, \tilde{\tau}) \to (W, \sigma)\) is covered by Cases IV and V, achieving the reduction.

Case II. The diagram defining the composition of \( \phi \) and \((b, \sigma', \psi)\) is

\[
\begin{array}{ccc}
\tau' & \xrightarrow{\chi} & \sigma' \\
\downarrow & & \downarrow b \\
\tau & \xrightarrow{\phi} & \sigma.
\end{array}
\]

Let us first deal with the proof of Proposition 3.3.

Lemma 3.8. For every \( i \in F_\sigma \), we have

\[
q_{\theta(i)} p_{\partial_\sigma i}(x_{\xi \circ \rho(i)}) = q_{\theta(i)} p_{\partial_\sigma i}(x_{\phi \circ \rho(i)}).
\]
Proof. Assume that \( c^F(i) \neq \phi^F(i) \), since otherwise there is nothing to prove. In this case, necessarily, \( c^F(i) \) is being contracted by \( \phi \). Without loss of generality, let \( c^F(i) = i_1 \), so the situation is as in the following diagram (cf. (1)).

Here, \( \tau' \) is the stable pullback and \( \tau' \) the intermediate graph used in the construction of \( \tau' \). Using the fact that \( p \) is a morphism of stable maps we get a morphism \( p_{12} : C_{12} \to D_{12} \) of prestable curves, where

\[
C_{12} = C_{v_1} \amalg_{x_{i_1}, x_{i_2}} C_{v_2}.
\]

Compose this with \( q_{\theta(i)} : D_{v_0} \to E_{\psi \theta(i)} \). Let \( f_{12} : C_{12} \to V \) be the map induced from \( f_{v_1} \) and \( f_{v_2} \) and \( \tilde{x} = x|\{ F_{\tau}(v_1) \cup F_{\tau}(v_2) \} = \{ i_1, i_2 \} \). Then \( (C_{12}, \tilde{x}, f_{12}) \) is a stable map and

\[
q_{\theta(i)} \circ p_{12} : (C_{12}, \tilde{x}, f_{12}) \to (E_{\psi \theta(i)}, 2|F_{\psi \theta(i)}(v_0), c_{\psi \theta(i)})
\]

is a morphism of stable maps to which Lemma 3.5 applies, with \( C' = C_{v_2} \) and \( x_{\psi \theta(i)} \) being the only marked point coming from \( F_{\psi \theta(i)}(v_0) \), if there exists such a point at all (this is because \( \tau' \neq \tau' \)). So by Lemma 3.5 \( q_{\theta(i)} p_{v_2}(C_{v_2}) \) is a point in \( E_{\psi \theta(i)} \). To be precise, this holds if \( T \) is the spectrum of an algebraically closed field. For the general case, applying Lemma 2.2 yields that \( q_{\theta(i)} \circ p_{v_2} \) factors through \( T \). In particular,

\[
q_{\theta(i)} p_{v_2}(x_{\psi \theta(i)}) = q_{\theta(i)} p_{v_2}(x_{i_2}) = q_{\theta(i)} p_{v_1}(x_{i_1}),
\]

which is what we set out to prove. \( \square \)

Let us check that \( r : (C, x, f) \to (E, z, e) \) is a morphism of stable maps, i.e., satisfies Properties (1) through (4) from Definition 3.2.

Property (1). Let \( i \in F_{e} \). The we have

\[
\tau_{\partial \psi_F(x_{\psi_F(i)})}(x_{\psi_F(x_{\psi_F(i)})}) = q_{\psi_F(i)} \circ p_{\partial \psi_F(x_{\psi_F(i)})}(x_{\psi_F(x_{\psi_F(i)})})
\]

by Definition 3.2,
by Lemma 3.8,

\[ q_{\phi \circ \psi}(y_{\phi \circ \psi}(i)) = z_i, \]

since \( p \) and \( q \) are morphisms of stable maps.

**Property (2).** Let \( \{j_1, j_2\} \) be an edge of \( \sigma' \) which is being contracted by \( \psi \chi \). Let \( u_1 = \partial j_1 \) and \( u_2 = \partial j_2 \).

Case 1. Let \( \{j_1, j_2\} \) be contracted by \( \chi \). Then \( \{c(j_1), c(j_2)\} \) is being contracted by \( \phi \). So without loss of generality \( c(j_1) = i_1 \) and \( c(j_2) = i_2 \). Then

\[ r_{u_1}(x_{i_1}) = q_{\chi(u_1)} p_{v_1}(x_{i_1}), \]

\[ q_{\chi(u_2)} p_{v_2}(x_{i_2}) = r_{u_2}(x_{i_2}), \]

since \( p \) is a morphism of stable maps and \( \chi(u_1) = \chi(u_2) \).

Case 2. If \( \{j_1, j_2\} \) is not contracted by \( \chi \), then there exists a unique edge \( \{j'_1, j'_2\} \) of \( \sigma' \) being contracted by \( \psi \), such that \( j_1 = \chi^F(j'_1) \) and \( j_2 = \chi^F(j'_2) \). Then

\[ r_{u_1}(x_{\phi \circ \psi}(i)) = q_{\chi(u_1)} p_{\phi \circ \psi}(x_{\phi \circ \psi}(i)) = q_{\chi(u_1)} p_{\phi \circ \psi}(x_{\phi \circ \psi}(i)) \]

by Lemma 3.8,

\[ = q_{\chi(u_1)}(y_{\phi \circ \psi}(i)) = q_{\chi(u_2)}(y_{\phi \circ \psi}(i)) \]

since \( q \) is a morphism of stable maps,

\[ = r_{u_2}(x_{\phi \circ \psi}(i)), \]

by symmetry.

**Property (3).** This follows from the fact that the composition of morphisms of prestable curves is again a morphism of prestable curves.

**Property (4).** Straightforward.

This finishes the proof of Proposition 3.3 in Case II. Let us now construct the pushforward \( (D, y, h) \) of \( (C, x, f) \) under \( \phi \).

Let \( w \in V_\sigma \). If \( w \neq v_0 \), let \( v \) be the unique vertex \( v \in V_\tau \) such that \( \phi_\tau(v) = w \) and set \( D_w = C_v \). If \( w = v_0 \) set

\[ D_{v_0} = C_{v_1} \Pi_{x_{i_1}, x_{i_2}} C_{v_2}. \]

This defines a family of prestable curves \( D \). For every \( v \in V_\tau \) let \( p_v : C_v \to D_{\phi(v)} \) be the canonical map. Define sections \( y_i \), for \( i \in F_\sigma \), by

\[ y_i = p_{\phi \circ \psi}(i) \]

Finally, define for every \( w \in V_\sigma \) a map \( y_w : D_w \to V \) from \( f \) (by using Proposition 2.4, if \( w = v_0 \)). Essentially by definition, \( (D, y, h) \) is a stable \((V, \sigma)\)-map and
$p : (C, x, f) \rightarrow (D, y, h)$ is a morphism of stable maps covering $\phi : (V, \tau) \rightarrow (V, \sigma)$. It remains to check that $(D, y, h)$ satisfies the universal mapping property of a pushforward under $\phi$. So let $\tau : (C, x, f) \rightarrow (E, z, e)$ as in Diagram (2) be given.

Let $u \in V_{\tau'}$. We need to define a unique morphism $q_u : D_{b(u)} \rightarrow E_{\psi(u)}$ such that for every $u' \in V_{\tau'}$, satisfying $\chi(u') = u$, the diagram

$$
\begin{array}{c}
C_{\chi(u')}
\downarrow r_{\chi(u')}
\end{array}
\begin{array}{c}
D_{b(u)}
\underset{q_u}{\longrightarrow}
E_{\psi(u)}
\end{array}
$$

commutes. If $b(u) \neq \nu$, necessarily, $q_u = r_{u'}$. So let $b(u) = \nu$. If there are two vertices $u'_1$ and $u'_2$ such that $\chi(u'_1) = \chi(u'_2) = u$, then we have two maps $r_{u'_1} : C_{u'_1} \rightarrow E_{\psi(u)}$ and $r_{u'_2} : C_{u'_2} \rightarrow E_{\psi(u)}$ giving rise to a unique map $q_u : D_{\nu} \rightarrow E_{\psi(u)}$. If there is only one vertex $u'_1$ of $\tau'$ such that $\chi(u'_1) = u$, then we are in a situation as in Diagram (4), and by Lemma 3.5 $q_u$ has to map $C_{u'_1} \subset D_{\nu}$ to a single point of $E_{\psi(u)}$ and $r_{u'_1} : C_{u'_1} \rightarrow E_{\psi(u)}$ suffices to determine $q_u : D_{\nu} \rightarrow E_{\psi(u)}$ uniquely. This defines $q : D \rightarrow E$ satisfying all properties required of a morphism of stable maps, as some routine considerations reveal. This finishes Case II. \hfill \Box

Case III. This case is similar to Case II, but much simpler, because the construction of the composition of $\phi$ and $(b, \sigma, \psi)$ is simpler, and thus for every $i \in F_\sigma$, we have $c_{\phi^F(i)} = \phi^F d(i)$. We use Proposition 2.5 instead of Proposition 2.4 to construct the pushforward of $(C, x, f)$ under $\phi$, gluing the two sections $x_{i_1}$ and $x_{i_2}$ of $C_{i_1} = C_{i_2}$ to obtain $D_{\nu}$. \hfill \Box

Case IV. To construct the pushforward, set $D_{\nu} = C_{\chi(v)}$, $p_{\nu} : C_{\chi(v)} \rightarrow D_{\nu}$ the identity and $h_{\nu} = f_{\chi(v)}$, for every $v \in V_{\sigma}$. Moreover, for $i \in F_\sigma$ set $y_i = x_{\phi(i)}$. To check that $(D, y, h)$ is a stable map and $p : (C, x, f) \rightarrow (D, y, h)$ a morphism of stable maps, the only fact to check is that for every $i \in F_\sigma$ we have $h_{\phi(i)}(y_i) = h_{\phi(i)}(f_j(i))$, in other words

$$f_{\phi(i)}(x_{\phi(i)}) = f_{\phi(j)}(x_{\phi(j)}).$$

Here, Condition (3) in the definition of combinatorial morphism of $A$-graphs (Definition 3.7) enters in. It implies this claim together with Corollary 2.3. The universal mapping property of $(D, y, h)$ is easily verified. \hfill \Box

Case V. Before we can treat this case, we need a few preparations.

Proposition 3.9. Let $(C, x_1, \ldots, x_n, f)$ be a stable map over a field from a curve of genus $g$ to $V$ and $M$ an ample invertible sheaf on $V$. Then

$$L = \omega_C(x_1 + \ldots + x_n) \otimes f^* M^\oplus$$

is ample on $C$. Here $\omega_C$ is the dualizing sheaf of $C$.

Proof. Let us first consider the case that $C$ has no nodes, so that $C$ is irreducible and non-singular. Then is suffices to prove that $\deg L > 0$.

Case 1. The image $f(C)$ is a point. Then $\deg f^* M = 0$ and we have

$$\deg L = \deg \omega_C + n = 2g - 2 + n \geq 1,$$

by the stability condition.
Case 2. The image \( f(C) \) is not a point. Then \( \deg f^* M \geq 1 \) and so

\[
\deg L = 2g - 2 + n + 3 \deg f^* M \geq 2g - 2 + n + 3 = 2g + n + 1 > 0.
\]

So suppose now that \( C \) has a node \( P \). Let \( q : C' \to C \) be the curve obtained by blowing up \( P \) and let \( P_1, P_2 \in C' \) be the two points lying over \( P \). Let \( L' = q^* L \) and \( f' = f \circ q \).

Case 1. The curve \( C' \) is connected. Then \( (C', x_1, \ldots, x_n, P_1, P_2, f') \) is a stable map and

\[
L' = \omega_{C'}(x_1 + \ldots + x_n + P_1 + P_2) \otimes f'^* M^{\otimes 3}.
\]

Case 2. The curve \( C' \) is disconnected. Let \( C'_1 \) and \( C'_2 \) be the two components of \( C' \) and \( L'_1, L'_2 \) the restriction of \( L' \) to \( C'_1 \) and \( C'_2 \), respectively. Let \( f'_i : C'_i \to V \) for \( i = 1, 2 \) be the map induced by \( f' \). Without loss of generality assume that \( x_1, \ldots, x_r \in C'_1 \) and \( x_{r+1}, \ldots, x_n \in C'_2 \), for some \( 0 \leq r \leq n \) and \( P_1 \in C'_1, P_2 \in C'_2 \). Then \( (C'_1, x_1, \ldots, x_r, P_1, f'_1) \) and \( (C'_2, x_{r+1}, \ldots, x_n, P_2, f'_2) \) are stable maps and

\[
L'_1 = \omega_{C'_1}(x_1 + \ldots + x_r + P_1) \otimes f'_1^* M^{\otimes 3} \\
L'_2 = \omega_{C'_2}(x_{r+1} + \ldots + x_n + P_2) \otimes f'_2^* M^{\otimes 3}.
\]

Thus by induction on the the number of nodes we may assume that \( L' \) is ample on \( C' \). Let \( F \) be a coherent sheaf on \( C \) and \( F' = q^* F \). Then there exists an \( n_0 \) such that for all \( n \geq n_0 \) we have that \( F' \otimes L'^{\otimes n}(-P_1), F' \otimes L'^{\otimes n}(-P_2) \) and \( F' \otimes L'^{\otimes n}(-P_1 - P_2) \) are generated by global sections. This implies that \( F \otimes L^{\otimes n} \) is generated by global sections. So \( L \) is ample. \( \square \)

We will now consider the following setup. Let \( (C, x_1, \ldots, x_{n+1}, f) \) be a stable map over \( T \) from an \( (n + 1) \)-pointed curve of genus \( g \) to \( V \) of class \( \beta \in H_2(V)^+ \), where \( 2g + n \geq 3 \) if \( \beta = 0 \) (otherwise, \( n \geq 0 \)).

If \( t \) is a geometric point of \( T \) and \( C' \) a component of \( C_t \), then we say that \( C' \) is to be contracted, if, after removing \( x_{n+1} \), the normalization of \( C' \) violates the stability condition. Equivalently,

1. \( C' \) is rational without self intersection (so that \( C' \) is equal to its normalization),
2. \( x_{n+1} \in C' \),
3. \( C' \) has exactly two special points besides \( x_{n+1} \), at least one of which is not a marked point, but a node,
4. \( f_t(C') \) is a single point of \( V \).

Pictorially, the only two possible components to be contracted look as follows.
Note that every geometric fiber of $\pi : C \to T$ has at most one component to be contracted.

We say a $T$-morphism $q : C \to U$, for a $T$-scheme $U$, contracts the components to be contracted, if for every geometric point $t$ of $T$ the map (of underlying Zariski topological spaces) $q_t : C_t \to U_t$ maps every component to be contracted to a single point in $U_t$. For example, $f : C \to V_T$ contracts the components to be contracted.

**Proposition 3.10.** There exists a universal morphism $p : C \to \tilde{C}$ contracting the components to be contracted. Let $\tilde{f} : \tilde{C} \to V$ be the unique map given by the universal mapping property of $(\tilde{C}, p)$. Then $(\tilde{C}, p(x_1), \ldots, p(x_n), \tilde{f})$ is a stable map from an $n$-pointed curve of genus $g$ to $V$ of class $\beta$.

**Proof.** This is a variation on Section 1 of [13]. Let us first prove the proposition for the case that $T$ is the spectrum of an algebraically closed field. Let $C'$ be a component to be contracted.

**Case 1.** The component $C'$ has one node. We define $\tilde{C} = C - (C' - C)$ and let $p : C \to \tilde{C}$ be the obvious map. Clearly, $O_{\tilde{C}} = p_* O_C$, so $\tilde{C}$ satisfies the universal mapping property by Lemma 2.2. The rest is trivial.

**Case 2.** The component $C'$ has two nodes. We define $\tilde{C} = C - (C' - C)$ and let $P_1$ and $P_2$ be the two points of $\tilde{C}$ that intersect $C'$. Then we set $\tilde{C} = \tilde{C}/P_1 \sim P_2$, i.e., we identify the two points $P_1$ and $P_2$. We then proceed similarly as in Case 1.

**Lemma 3.11.** Let $T$ be the spectrum of an algebraically closed field and let $\tilde{C}$ be the universal curve contracting the components of $C$ to be contracted. Choose an ample invertible sheaf $M$ on $V$. Let

$$L = \omega_C(x_1 + \ldots + x_n) \otimes f^* M^{\otimes 3}$$

and

$$\tilde{L} = \omega_{\tilde{C}}(p(x_1) + \ldots + p(x_n)) \otimes \tilde{f}^* M^{\otimes 3}.$$ 

Then for all $k \geq 0$ we have

1. $\tilde{L}^{\otimes k} = p_* L^{\otimes k}$,
2. $p^* \tilde{L}^{\otimes k} = L^{\otimes k}$,
3. $R^1 f_* L^{\otimes k} = 0$,
4. $H^i(\tilde{C}, \tilde{L}^{\otimes k}) = H^i(C, L^{\otimes k})$, for $i = 0, 1$.

**Proof.** This is analogous to Lemma 1.6 of [13].

**Lemma 3.12.** Let $T$ be the spectrum of an algebraically closed field and let $L$ be defined as in Lemma 3.11. Define the open subset $U$ of $C$ by

$$U = \{ x \in C \mid x \text{ is smooth and } x \text{ is not in any component to be contracted} \}.$$ 

Then for $k$ sufficiently large we have

1. $L^{\otimes k}$ is generated by global sections,
2. $H^1(C, L^{\otimes k}) = 0$,
3. $L^{\otimes k}$ is normally generated,
4. $L^{\otimes k}(-P)$ is generated by global sections for all $P \in U$. 

(The sheaf $L$ is normally generated if $\Gamma(C, L^\otimes k) \to \Gamma(C, L^\otimes \ell)$ is surjective, for all $k \geq 1$.)

**Proof.** Let $\tilde{C}$ and $\tilde{L}$ be as in Lemma 3.11. Note that one can apply Proposition 3.9 to $\tilde{C}$ and $\tilde{L}$. Then the results are implied by Lemma 3.11. \qed

We can now proceed with the proof of Proposition 3.10 for general base $T$. Choose an ample invertible sheaf $M$ on $V$ and consider on $C$ the invertible sheaf

$$L = \omega_{C/T}(x_1 + \ldots + x_n) \otimes f^* M^\otimes 3,$$

where $\omega_{C/T}$ is the relative dualizing sheaf of $C$ over $T$. Then form

$$S = \bigoplus_{k \geq 0} \pi_* L^\otimes k,$$

where $\pi : C \to T$ is the structure map, and let

$$\tilde{C} = \text{Proj} S.$$

**Claim 1.** The formation of $\tilde{C}$ commutes with base change.

**Proof.** Clearly, the formation of $L^\otimes k$ commutes with base change. That the formation of $\pi_* L^\otimes k$ commutes with base change for $k$ sufficiently large follows from the fact that $H^1(C, L^\otimes k) = 0$, for all $t \in T$, by Lemma 3.12. For $k = 0$ this is trivially true. Thus the formation of

$$S^{(d)} = \bigoplus_{d} S^d_k$$

commutes with base change, for a suitable $d > 0$. This implies the claim for $\tilde{C}$, since

$$\tilde{C} = \text{Proj} S = \text{Proj} S^{(d)}. \quad \square$$

**Claim 2.** The structure map $\tilde{\pi} : \tilde{C} \to T$ is flat and projective.

**Proof.** The flatness of $\text{Proj} S^{(d)}$ follows from the fact that $\pi_* L^\otimes k$ is locally free, for $d \mid k$, which follows from the fact that its formation commutes with base change. By passing to a larger $d$ if necessary, we may assume that for every $k \geq 0$ the homomorphism

$$\pi_* (L^\otimes d)^\otimes k \to \pi_* (L^\otimes dk)$$

is surjective. This may be checked on fibers and thus follows from Lemma 3.12(3). So $S^{(d)}$ is generated by $S^{(d)}_1$ and hence $\text{Proj} S^{(d)}$ is projective by Proposition 5.5.1 in [8]. \square

**Claim 3.** The canonical morphism from an open subset of $C$ to $\tilde{C}$ is everywhere defined, proper and surjective.
Proof. This canonical morphism is defined by $\pi^* S \to \bigoplus_k I^\otimes_k$, or equivalently by $S \to \bigoplus_k \pi_* I^\otimes_k$ (see Section 3.7 in [8]). For it to be everywhere defined, it suffices to prove that $\pi^* \pi_* I^\otimes_k \to I^\otimes_k$ is an epimorphism, for $k$ sufficiently large. This may be checked on fibers and thus follows from Lemma 3.12(1). That the canonical morphism is dominant follows immediately, since $S \to \bigoplus \pi_* I^\otimes_k$ is an isomorphism. That it is proper, is clear. So it has to be surjective.

We call this canonical morphism $p : C \to \tilde{C}$.

Claim 4. Let $x$ be a geometric point of $\tilde{C}$ and $p^{-1}(x)$ the fiber of $p$ over $x$. Then either the cardinality of $p^{-1}(x)$ is one or $p^{-1}(x)$ is a component of $C_\pi(x)$ to be contracted.

Proof. Without loss of generality we may assume that $T$ is the spectrum of an algebraically closed field. Then with the notation of Lemma 3.12 and by Property (4) of the same lemma, we have that $p|U : U \to \tilde{C}$ is an open immersion. If $C'$ is to be contracted, then $|C'| \cong \mathcal{O}_{C'}$, and so $C'$ is mapped to a point in $\tilde{C}$. These facts clearly imply Claim 4.

Claim 5. We have $p_* \mathcal{O}_C = \mathcal{O}_{\tilde{C}}$.

Proof. With the notation of Claim 4, note that

$$H^1(p^{-1}(x), \mathcal{O}_C \otimes_{\mathcal{O}_{\tilde{C}}} \kappa(x)) = 0,$$

since $p^{-1}(x)$ is rational if it is one and not zero dimensional. So by Corollary 1.5 in [13], the formation of $p_* \mathcal{O}_C$ commutes with base change in $T$. So to prove the claim, we may assume that $T$ is the spectrum of an algebraically closed field, but then it is clear.

Now by Lemma 2.2 the last three claims imply that $p : C \to \tilde{C}$ is a universal morphism contracting the components to be contracted. In particular, we get a unique morphism $\tilde{f} : C \to V$ such that $\tilde{f} \circ p = f$. The fact that $(\tilde{C}, p(x_1), \ldots, p(x_n); \tilde{f})$ is a stable map from an $n$-pointed curve of genus $g$ to $V$ of class $\beta$ may now be checked on fibers, which has already been done. This finishes the proof of Proposition 3.10.

We now proceed with the proof of Theorem 3.6 in Case V. Let $n = \# F_\sigma(v_0)$. Choose an identification $n + 1 \to F_\sigma(v_0)$ mapping $n + 1$ to $v_0$, the flag being removed. Then $(C_{v_0}, x_1, \ldots, x_{n+1}, f_{v_0})$ is a stable map to which Proposition 3.10 applies and we let $p_{v_0} : C_{v_0} \to D_{v_0}$ be the universal morphism contracting the components to be contracted. For $v \neq v_0$, we let $D_v = C_v$ and $p_v : C_v \to D_v$ be the identity. It is then clear how to define $y$ and $h$ to get a stable map $(D, y, h)$ satisfying the universal mapping property of a pushforward under the graph morphism $\tau : \sigma \to \tau$. This completes the proof of Case V.

To complete the proof of Theorem 3.6 we need to show that if $(V, \tau, \alpha)$ is an object of $\mathfrak{M}_\sigma$, and $p : (C, x, f) \to (D, y, h)$ is a morphism of stable $(V, \tau, \alpha)$-maps (covering the identity of $(V, \tau, \alpha)$), then $p$ is an isomorphism.

This is immediately reduced to the case that $(V, \tau, \alpha) = (V, g, n, \alpha)$ and using Lemma 2.2 to the case that $T$ is the spectrum of an algebraically closed field.
Then it follows from the stability condition that $p$ cannot contract any rational components, so it is injective. To prove that $p$ is surjective use induction on the number of nodes of $D$. So let $P$ be a node of $D$ and let $D'$ be the curve obtained from $D$ by blowing up $P$ and let $p' : C' \rightarrow D'$ by the pullback of $p : C \rightarrow D$ under $D' \rightarrow D$.

Case 1. The curve $D'$ is disconnected, $D' = D'_1 \sqcup D'_2$. Then $C' = C'_1 \sqcup C'_2$ with induced maps $p'_i : C'_i \rightarrow D'_i$, for $i = 1, 2$. Let $g_i = g(D'_i)$ and $\alpha_i = f_a[D'_i]$, for $i = 1, 2$. Then $g = g_1 + g_2$ and $\alpha = \alpha_1 + \alpha_2$. Now $g_i(C'_i) \leq g_i(D'_i)$ and $f_a[C'_i] \leq f_a[D'_i]$ imply that $g_i(C'_i) = g_i$ and $f_a[C'_i] = \alpha_i$ and thus we may apply the induction hypothesis to $p'_1$ and $p'_2$, proving the surjectivity of $p$.

Case 2. The curve $D'$ is connected. Then $C'$ is connected, since otherwise we would have two curves contradicting the induction hypothesis. So we may apply the induction hypothesis to $p' : C' \rightarrow D'$.

This finally completes the proof of Theorem 3.6. □

Definition 3.13. For a given object $(V, \tau)$ of $\mathfrak{M}_s$, we let $\mathcal{M}(V, \tau)(T)$ be the fiber of $\mathcal{M}(T)$ over $(V, \tau)$ under the cofibration of Theorem 3.6.

Letting $T$ vary we get a stack $\mathcal{M}(V, \tau)$ on the category of $k$-schemes with the fppt-topology.

For $(V, \tau) = (V, g, n, \beta)$ we denote $\mathcal{M}(V, \tau)$ by $\mathcal{M}_{g,n}(V, \beta)$.

If $\text{char} k \neq 0$, let $L$ be a very ample invertible sheaf on $V$. Consider only stable $V$-graphs for which $\delta(v)(L) < \text{char} k$, for all $v \in V_\tau$. If this condition is satisfied, we say that $\tau$ or $(V, \tau)$ is bounded by the characteristic. If $\text{char} k = 0$, we call every $(V, \tau)$ bounded by the characteristic, so that we have uniform terminology.

Theorem 3.14. For every $(V, \tau)$, bounded by the characteristic, the stack $\mathcal{M}(V, \tau)$ is a proper algebraic Deligne-Mumford stack over $k$.

Proof. The proof will be postponed to a later section (see Corollary 4.8). □

Every time we refer to $\mathcal{M}(V, \tau)$ as a Deligne-Mumford stack, we shall tacitly assume that $(V, \tau)$ is bounded by the characteristic.

Remark. Theorems 3.6 and 3.14 give rise to a functor

$$
\mathcal{M} : \mathfrak{M}_s \rightarrow \text{(proper algebraic DM-stacks over } k)$$

$$(V, \tau) \mapsto \mathcal{M}(V, \tau),$$

by choosing for every $k$-scheme $T$ a clivage normalisé (see Definition 7.1 in [10, Exp. VI]) of the cofibered category $\mathcal{M}(T)$ over $\mathfrak{M}_s$. Think of the 1-category $\mathfrak{M}_s$ as a 2-category. Then $\mathcal{M}$ (together with the chosen clivages normalisés) is a functor of 2-categories. Of course, this functor $\mathcal{M}$ is essentially independent of the choice of the clivage normalisé.

Another way of stating this would be to construct a fibered category $\mathcal{M}$ over $\mathfrak{M}_s \times (k$-schemes), such that $\mathcal{M}(V, \tau)(T)$ is the fiber of $\mathcal{M}$ over $(V, \tau, T)$ and $\mathcal{M}(\hat{T})$ is the fiber of $\mathcal{M}$ over $T$.
4. Further Study of \( \mathcal{M} \)

**Proposition 4.1.** Let \((V, \tau)\) be an object of \( \mathcal{MS}_s \), bounded by the characteristic of \( k \). Then the diagonal

\[
\Delta : \mathcal{M}(V, \tau) \to \mathcal{M}(V, \tau) \times \mathcal{M}(V, \tau)
\]

is representable, finite and unramified.

**Proof.** The assumption that \((V, \beta)\) is bounded by the characteristic implies that all stable maps of class \( \beta \) are separable. So by Lemma 4.2 we may reduce the case of stable maps to the case of stable curves, which is well-known. \( \square \)

**Lemma 4.2.** Let \((C, x, f)\) and \((D, y, h)\) be \( n \)-pointed stable maps to \( V \) over the base \( T \), and \( t \in T(K) \) a geometric point of \( T \). Assume that \( f_i : C_t \to V \) and \( h_i : D_t \to V \) are separable morphisms. Then there exists an étale neighborhood \( S \to T \) of \( t \), an integer \( N \), markings \( x' = (x'_1, \ldots, x'_N) \) of \( C_S \) and \( y' = (y'_1, \ldots, y'_N) \) of \( D_S \) such that \((C_S, x_S, x')\) and \((D_S, y_S, y')\) are stable marked curves over \( S \) and a closed immersion of sheaves on (\( S \)-schemes)

\[
\text{Isom}((C, x, f)_S, (D, y, h)_S) \to \text{Isom}((C_S, x_S, x'), (D_S, y_S, y')).
\]

**Proof.** Without loss of generality assume that \( C \) and \( D \) have the same genus \( g \) and \( f \) and \( h \) have the same class \( \beta \). Choose an embedding \( \mu : V \hookrightarrow \mathbb{P}^r \), let \( d = \mu_\beta \) and reduce to the case \( V = \mathbb{P}^r \) and \( d = \beta \). Let \( N = d(r + 1) \). Choose linearly independent hyperplanes \( H_0, \ldots, H_r \) in \( \mathbb{P}^r \) such that for each \( i = 0, \ldots, r \)

1. no special point of \( C_t \) or \( D_t \) is mapped into \( H_{i,K} \) under \( f_t \) or \( g_t \),
2. \( f_t \) and \( g_t \) are transversal to \( H_{i,K} \).

Then there exists an étale neighborhood \( S \to T \) of \( t \) such that

1. for each \( i = 0, \ldots, r \)
   a. \( H_{i,S} \cap C_S \) gives rise to \( d \) sections \( x'_{d+1}, \ldots, x'_{d+d} \) of \( C_S \) over \( S \),
   b. \( H_{i,S} \cap D_S \) gives rise to \( d \) sections \( y'_{d+1}, \ldots, y'_{d+d} \) of \( D_S \) over \( S \),
2. \((C_S, x_S, x')\) and \((D_S, y_S, y')\) are marked prestable curves.

Then \((C_S, x_S, x')\) and \((D_S, y_S, y')\) are in fact stable and there exists an obvious morphism

\[
\text{Isom}((C, x, f)_S, (D, y, h)_S) \to \text{Isom}((C_S, x_S, x'), (D_S, y_S, y')),
\]

which is clearly a closed immersion. \( \square \)

**Lemma 4.3.** Let \((C, x_1, \ldots, x_{n+1}, f)\) be a stable map and \((D, y_1, \ldots, y_n, h)\) the stabilization under forgetting \( x_{n+1} \). Let \( p : C \to D \) be the structure morphism. Then any section \( y_0 \) of \( D \) making \((D, y_0, \ldots, y_n)\) a marked prestable curve lifts uniquely to a section \( x_0 \) of \( C \) making \((C, x_0, \ldots, x_n)\) a marked prestable curve. If \( y_0 \) avoids \( p(x_{n+1}) \), then \((C, x_0, \ldots, x_{n+1})\) is a marked prestable curve.
Proof. Let $V \subset D$ be the open subset consisting of smooth points of $D$ which are not in the image of $y_i$, for any $i = 1, \ldots, n$. Let $U = p^{-1}(V)$. Then $p$ induces an isomorphism $p|U : U \cong V$. Moreover, $U$ is smooth and $x_{n+1}$ is the only section of $C$ which may meet $U$. □

**Proposition 4.4.** Let $(C, x_1, \ldots, x_{n+1}, f)$ and $(\tilde{C}, \tilde{x}_1, \ldots, \tilde{x}_{n+1}, \tilde{f})$ be stable maps with isomorphic stabilizations forgetting the $(n+1)$-st section. Let $(C, y_1, \ldots, y_n, h)$ be such a stabilization, with structure maps $\tilde{p} : C \to D$ and $\tilde{p} : \tilde{C} \to D$. If $p(x_{n+1}) = \tilde{p}(\tilde{x}_{n+1})$ then there exists a unique isomorphism $q : C \to \tilde{C}$ of stable maps such that $\tilde{p} = q \circ p$.

Proof. This is local over the base, so we may freely choose sections as necessary. In fact, choose sections $z_1, \ldots, z_N$ of $D$ in the smooth locus, avoiding $y_1, \ldots, y_n$ and $\Delta = p(x_{n+1}) = \tilde{p}(\tilde{x}_{n+1})$ and making

$$(D, z_1, \ldots, z_N, y_1, \ldots, y_n)$$

a stable marked curve. By Lemma 4.3 these lift uniquely to sections $w_1, \ldots, w_N$ of $C$ and $\hat{w}_1, \ldots, \hat{w}_N$ of $\tilde{C}$ making

$$(C, w_1, \ldots, w_N, x_1, \ldots, x_{n+1})$$

and

$$(\tilde{C}, \hat{w}_1, \ldots, \hat{w}_N, \tilde{x}_1, \ldots, \tilde{x}_{n+1})$$

marked prestable curves. Moreover, these are clearly marked stable curves with a common stabilization

$$(D, z_1, \ldots, z_N, y_1, \ldots, y_n)$$

forgetting the last section, such that $p(x_n) = \tilde{p}(\tilde{x}_{n+1})$. Then they have to be isomorphic by Knudsen’s theorem (see [13]) that $\overline{M}_{g,n+1}$ is the universal curve over $\overline{M}_{g,N+1}$. □

**Proposition 4.5.** Let $(C, x_1, \ldots, x_n, f)$ be a stable map and $\Delta$ a section of $C$. Then there exists up to isomorphism a unique stable map $(\hat{C}, \hat{x}_1, \ldots, \hat{x}_{n+1}, \hat{f})$ such that $(C, x_1, \ldots, x_n, f)$ is the stabilization of $(\hat{C}, \hat{x}_1, \ldots, \hat{x}_{n+1}, \hat{f})$ forgetting the $(n+1)$-st section and $p(\hat{x}_{n+1}) = \Delta$, where $p : \hat{C} \to C$ is the structure map.

Proof. Uniqueness follows from Proposition 4.4, hence existence is a local question. Thus we may choose sections $z_1, \ldots, z_N$ of $C$ such that

$$(C, z_1, \ldots, z_N, x_1, \ldots, x_n)$$

is a stable marked curve. By Knudsen’s result again, there exists a stable curve

$$(C', z'_1, \ldots, z'_N, x'_1, \ldots, x'_{n+1})$$

whose stabilization forgetting the last section is

$$(C, z_1, \ldots, z_N, x_1, \ldots, x_n)$$
and such that $q(x'_{n+1}) = \Delta$, where $q : C' \to C$ is the structure map. Clearly,

$$(C', z'_1, \ldots, z'_N, x'_1, \ldots, x'_{n+1}, f \circ q)$$

is a stable map. Then let $(\tilde{C}, \tilde{x}_1, \ldots, \tilde{x}_{n+1}, \tilde{f})$ be the stabilization of

$$(C', z'_1, \ldots, z'_N, x'_1, \ldots, x'_{n+1}, f \circ q)$$

forgetting the sections $z'_1, \ldots, z'_N$. By its universal mapping property there exists a morphism $p : \tilde{C} \to C$ which makes $(C, x_1, \ldots, x_n, f)$ the stabilization of $(\tilde{C}, \tilde{x}_1, \ldots, \tilde{x}_{n+1}, \tilde{f})$ forgetting $\tilde{x}_{n+1}$. □

**Corollary 4.6.** Let $C_{g,n}(V, \beta)$ be the universal curve over $\overline{M}_{g,n}(V, \beta)$. Then the canonical morphism $\overline{M}_{g,n+1}(V, \beta) \to C_{g,n}(V, \beta)$ induced by the $(n+1)$-st section is an isomorphism. □

**Proposition 4.7.** Let $(C, x, f)$ be a stable $(V, g, n, \beta)$-map over $T$. Then the set of $t \in T$ such that $(C, x)$ is a stable marked curve is open in $T$.

**Proof.** The set of such $t$ is the set of all $t \in T$ for which $(C, x)$ is isomorphic to its stabilization. For any morphism of schemes, the set of elements of its source at which it is an isomorphism is always open. Finally, use properness of prestable curves. □

By this proposition we may define

$$U_{g,n}(V, \beta) \subset \overline{M}_{g,n}(V, \beta)$$

to be the open substack of those stable maps, whose underlying marked curve is stable. The canonical morphism $U_{g,n}(V, \beta) \to \overline{M}_{g,n}$ has as fiber over the marked curve $(C, x)$ the scheme of morphisms form $C$ to $V$ of class $\beta$. By results of Grothendieck in [7] this is a quasi-projective scheme. Hence $U_{g,n}(V, \beta)$ is an algebraic $k$-stack of finite type. Now, for given $n$ there exists an $N > n$ such that $U_{g,N}(V, \beta) \to \overline{M}_{g,n}(V, \beta)$ is surjective. Since this morphism is flat by Corollary 4.6, it is a flat epimorphism, hence a presentation of $\overline{M}_{g,n}(V, \beta)$. Together with Proposition 4.1 this implies that $\overline{M}_{g,n}(V, \beta)$ is a finite type separated algebraic Deligne-Mumford stack over $k$. This is then true for all objects of $\mathfrak{M}_g$, bounded by the characteristic.

**Corollary 4.8.** Theorem 3.14 is true.

**Proof.** It only remains to show properness. This is easily reduced to the case $(V, \tau) = (\mathbb{P}^r, g, n, d)$ and follows from Proposition 3.3 of [17]. □
The Evaluation Morphism.

**Definition 4.9.** Let \((\tau, \alpha)\) be an \(A\)-graph. Let \(R_\tau \subset F_\tau \times F_\tau\) be defined by \((f, \overline{j}) \in R_\tau\) if and only if one of the conditions

1. \(\overline{j} = j_\tau(f)\),
2. \(\partial f = \partial \overline{j}\) and for \(v = \partial f = \partial \overline{j}\) we have \(g(v) = \alpha(v) = 0\)

is satisfied. Let \(\sim\) be the equivalence relation on \(F_\tau\) generated by \(R_\tau\) and let

\[ P_\tau = F_\tau / \sim. \]

(In fact, \(P_{(\tau, \alpha)}\) would be better notation, but we will stick with the abuse of notation \(P_\tau\).)

**Proposition 4.10.** Let \(a : (B, \sigma) \to (A, \tau)\) be a combinatorial morphism of marked graphs. Then \(a_F : F_\sigma \to F_\tau\) preserves equivalence. \(\Box\)

**Remark.** In fact, Condition (3) of Definition 1.7 may be replaced by requiring \(a_F\) to preserve equivalence.

**Proposition 4.11.** Let \(\phi : \tau \to \sigma\) be a contraction of \(A\)-graphs. Then \(\phi^F : F_\tau \to F_\tau\) preserves equivalence. \(\Box\)

**Proposition 4.12.** If

\[
\begin{array}{ccc}
B & \xrightarrow{\psi} & P \\
\downarrow \varepsilon & \downarrow \phi & \downarrow a \\
A & \xrightarrow{\phi} & \tau
\end{array}
\]

is a stable pullback, then the induced diagram

\[
\begin{array}{ccc}
P_\tau & \xleftarrow{\psi^P} & P_\rho \\
\downarrow \phi & \downarrow a & \downarrow \phi \\
P_\sigma & \xleftarrow{\phi^P} & P_\tau
\end{array}
\]

commutes. \(\Box\)

By Propositions 4.10, 4.11 and 4.12, we have a contravariant functor

\[ P : \mathfrak{G} \to \text{(finite sets)} \]

given by \(P(A, \tau) = P_\tau\) on objects. Composing with the functor \(\mathfrak{V} \mathfrak{G} \to \mathfrak{G}\), we get a contravariant functor

\[ P : \mathfrak{V} \mathfrak{G} \to \text{(finite sets)} \]

\[ (V, \tau) \mapsto P_\tau. \]

There is an obvious functor

\[ \mathfrak{V} \times \text{(finite sets)} \to \mathfrak{V} \]

\[ (V, P) \mapsto V^P, \]
contravariant in the second argument, and composing with $P$ times the natural functor $\mathcal{C}_s \to \mathcal{C}$ gives rise to a covariant functor

$$P : \mathcal{C}_s \to \mathcal{C}$$

$$(V, \tau) \mapsto V^{P^r},$$

still denoted $P$, by abuse of notation. We may consider $\mathcal{C}$ as a subcategory of the 2-category of proper algebraic Deligne-Mumford stacks over $k$ and consider this as a functor

$$P : \mathcal{C}_s \to (\text{proper algebraic DM-stacks over } k).$$

Now fix an object $(V, \tau)$ of $\mathcal{C}_s$. Let $(C, x, f)$ be a stable $(V, \tau)$-map over $T$. Then $x$ and $f$ define a morphism

$$f(x) : T \to V^{P^r}$$

$$t \mapsto (f(x_i(t)))_{i \in P^r}.$$  

By Corollary 2.3 this morphism $f(x)$ factors through $V^{P^r} \subset V^{F^r}$, so we consider it as a morphism

$$f(x) : T \to V^{P^r}.$$  

Thus we get a map $\overline{M}(V, \tau)(T) \to P(V, \tau)(T)$. Since it is compatible with base change $S \to T$, we have a morphism of $k$-stacks

$$\text{ev}(V, \tau) : \overline{M}(V, \tau) \to P(V, \tau).$$

**Proposition 4.13.** We have defined a natural transformation of functors from $\mathcal{C}_s$ to (proper algebraic DM-stacks over $k$)

$$\text{ev} : \overline{M} \to P,$$

called evaluation.
Part II. Gromov-Witten Invariants

5. ISOCENIES

Definition 5.1. Let $\tau$ be a stable $A$-graph.

1. The class of $\tau$ is
   \[ \beta(\tau) = \sum_{v \in V_\tau} \beta(v). \]

2. The Euler characteristic of $\tau$ is
   \[ \chi(\tau) = \chi(|\tau|) - \sum_{v \in V_\tau} g(v). \]

3. If $|\tau|$ is non-empty and connected the genus of $\tau$ is
   \[ g(\tau) = 1 - \chi(\tau). \]

Definition 5.2. Let $\tau$ be a stable $V$-graph, where $V$ is of pure dimension.

1. The dimension of $\tau$ is
   \[ \dim(V, \tau) = \chi(\tau)(\dim V - 3) - \beta(\tau)(\omega_V) + \#S_\tau - \#E_\tau, \]
   where $\omega_V$ is the canonical line bundle on $V$.

2. The degree of $\tau$ is
   \[ \deg(V, \tau) = \beta(\tau)(\omega_V) + (\dim V - 3)(\chi(\tau^s) - \chi(\tau)) + (\#S_{\tau^s} - \#S_\tau) - (\#E_{\tau^s} - \#E_\tau), \]
   where $\tau^s$ is the absolute stabilization of $\tau$.

Note that
\[ \dim(V, \tau) - \dim(\tau^s) = \chi(\tau^s) \dim V - \deg(V, \tau). \]

Definition 5.3. The stable $A$-graph with one vertex of genus and class zero and three tails (no edges) shall be called the $A$-tripod, or simply a tripod.

Definition 5.4. Let $\tau$ and $\sigma$ be $A$-graphs. An isogeny $\Phi : \tau \to \sigma$ is a pair of maps $\Phi^F : F_\tau \to F_\sigma$ and $\Phi_V : V_\tau \to V_\sigma$, such that the conditions of Definition 1.3, except for (4), and the conditions of Definition 1.8 are satisfied.

Isogenies are composed by composing $\Phi^F$ and $\Phi_V$, and one checks that all conditions are preserved under such composition, so that the composition of isogenies is an isogeny.

An isogeny of stable $A$-graphs is an isogeny $\Phi : \tau \to \sigma$ where $\tau$ and $\sigma$ are stable. We denote by $\Phi^s : S_\sigma \to S_\tau$ and $\Phi^E : E_\sigma \to E_\tau$ the maps induced by $\Phi^F$ on tails and edges, respectively.
Examples. I. Every contraction of $A$-graphs is an isogeny.

II. Let $a : \sigma \to \tau$ be a combinatorial morphism of $A$-graphs of type forgetting tails. Recall that this means that there is a set $S \subset S_\tau$ of tails of $\tau$ such that $F_\sigma = F_\tau - S$, $V_\sigma = V_\tau - j_\sigma$ and $\partial_\sigma$ are obtained from $j_\tau$ and $\partial_\tau$ by restriction and $a_V : V_\sigma \to V_\tau$ and $a_F : F_\sigma \to F_\tau$ are the inclusion maps. Then defining $\Phi(a) : \tau \to \sigma$ by $\Phi(a)^F = a_F$ and $\Phi(a)_V = a_V^{-1}$, we get an isogeny, which we call an isogeny of type contracting tails.

Note. Every isogeny $\Phi : \tau \to \sigma$ of $A$-graphs is in a unique way a composition

$$\tau \xrightarrow{\phi} \rho \xrightarrow{\Phi(a)} \sigma,$$

where $\phi$ is a contraction and $\Phi(a)$ is of type contracting tails. If $\tau$ and $\sigma$ are stable, then so is $\rho$.

We think of isogenies as generalized contractions.

Construction. Let $\Phi : \tau \to \sigma$ be an isogeny of stable $A$-graphs. Let $\tau \xrightarrow{\phi} \rho \xrightarrow{\Phi(a)} \sigma$ be the decomposition of $\Phi$ into a contraction and a tail contracting isogeny. Let $\Phi : \rho \to \sigma$ be the morphisms of stable $A$-graphs given by the combinatorial morphism $a : \sigma \to \rho$. Then the composition $\tau \xrightarrow{\phi} \rho \xrightarrow{\Phi} \sigma$ is a morphism of stable $A$-graphs which we call the morphism associated to the isogeny $\Phi$, denoted $\text{mor}(\Phi)$.

Warning. Let $\Phi : \tau \to \sigma$ be an isogeny of stable $A$-graphs with associated morphism $\text{mor}(\Phi)$. In general, the maps $\Phi^F : F_\sigma \to F_\tau$ and $\text{mor}(\Phi)^F : F_\sigma \to F_\tau$ do not coincide.

For example, consider a graph $\tau$ as in the diagram below, where the displayed edge is $\{e, \tau\}$ and the two tails are $f_1$ and $f_2$. The displayed vertex is $v$ and has genus and class zero. Consider the isogeny $\Phi : \tau \to \sigma$ contracting the edge $\{e, \tau\}$ and the tail $f_1$. The associated morphism 'forgets' the whole tripod $\{v, e, f_1, f_2\}$.

If the displayed tail of $\sigma$ is called $\tau$, we have $\Phi^F(\tau) = f_2$ and $\text{mor}(\Phi)^F(\tau) = \tau$.

The only other situation in which this phenomenon occurs is depicted by the following diagram.

Object 5.5. The associated morphism is functorial. In other words we have defined a functor

$$(\text{isogenies of stable } A\text{-graphs}) \longrightarrow \mathcal{G}_s(A)$$

\[\Phi \longmapsto \text{mor}(\Phi)\].
Proof. Let \( \Phi : \tau \to \sigma \) and \( \Psi : \sigma \to \pi \) be isogenies. Let \( \tau \xrightarrow{\phi} \rho \xrightarrow{\Phi} \sigma \) and \( \sigma \xrightarrow{\psi} \omega \xrightarrow{\Psi} \pi \) be the decompositions into contractions of edges and of tails. Moreover, let \( \tau \to \nu \to \pi \) be the decomposition of \( \Psi \circ \Phi \).

Then \( \tau \to \nu \) factors uniquely through \( \phi : \tau \to \rho \) and \( \nu \to \pi \) factors uniquely through \( \Phi(b) : \omega \to \pi \), and \( \rho \to \nu \to \omega \) is a contraction of edges followed by a contraction of tails. The point is that we get an induced stable pullback

\[
\begin{array}{c}
\sigma \\
\downarrow^a \\
\rho \\
\downarrow \\
\psi \downarrow \\
\omega \\
\end{array}
\]

Because of this we get a diagram of stable pullbacks

\[
\begin{array}{ccc}
\tau'' & \to & \sigma' \\
\downarrow & & \downarrow & \Psi \\
\tau' & \to & \sigma \\
\downarrow & & \downarrow & \Phi \\
\tau & \to & \rho \\
\end{array}
\]

which proves that

\[
\text{mor}(\Psi \circ \Phi) = (\tau \leftarrow \tau'' \to \pi)
\]

\[= (\sigma \leftarrow \sigma' \to \pi) \circ (\tau \leftarrow \tau' \to \sigma)
\]

\[= \text{mor}(\Psi) \circ \text{mor}(\Phi).
\]

\(\square\)

Remark. If \( A = \{0\} \) and we restrict to the full subcategory of isogenies between stable trees, we get the category of stable trees defined in [15], Section 6.6.

Fix, as before, a semi-group with indecomposable zero \( A \). We shall define a category \( \tilde{\mathcal{G}}_A \), enlarging the category of isogenies to include morphisms \textit{gluing tails}.

In fact, define the category \( \tilde{\mathcal{G}}_A \) as follows. Objects of \( \tilde{\mathcal{G}}_A \) are stable \( A \)-graphs. A morphism \( \sigma \to \tau \) is a triple \((a, \sigma', \Phi)\), where \( a : \sigma \to \sigma' \) is a combinatorial morphism of \( A \)-graphs of type cutting edges and \( \Phi : \sigma' \to \tau \) is an isogeny of stable \( A \)-graphs. To compose \((a, \sigma', \Phi) : \sigma \to \tau \) and \((b, \tau', \Psi) : \tau \to \rho \), we need to construct a diagram

\[
\begin{array}{cc}
\sigma'' & \Xi \to & \tau' \\
\downarrow c & & \downarrow b \\
\sigma' & \Phi \to & \tau \\
\downarrow a & & \downarrow \\
\sigma,
\end{array}
\]

where \( c : \sigma' \to \sigma'' \) is a combinatorial morphism of type cutting edges and \( \Xi : \sigma'' \to \tau' \) is an isogeny of stable \( A \)-graphs.
Let \( f \) and \( \overline{f} \) be two tails of \( \tau \) such that \( \{ f, b(\overline{f}) \} \) is an edge of \( \tau' \). Then construct \( \sigma'' \) from \( \sigma' \) by gluing the two tails \( \Phi^2(f) \) and \( \Phi^2(\overline{f}) \) to an edge. If \( b \) cuts more than one edge, iterate this process to construct \( \sigma'' \). The isogeny \( \Xi : \sigma'' \rightarrow \tau' \) is induced by \( \Phi \), noting that \( \sigma' \) and \( \sigma'' \) have the same sets of tails and vertices, as do \( \tau \) and \( \tau' \).

This defines composition of morphisms in \( \tilde{\mathcal{G}}_s(A) \), which is clearly associative.

**Note.** In the situation of (5), passing from isogenies to associated morphisms, we get a diagram in \( \tilde{\mathcal{G}}_s(A) \)

\[
\begin{array}{ccc}
\sigma'' & \xrightarrow{\text{mor}(\Xi)} & \tau' \\
\downarrow & & \downarrow \\
\tau & \xrightarrow{\text{mor}(\Phi)} & \tau
\end{array}
\]

which is easily seen to commute. Here, \( \Phi \) and \( \sigma \) are the morphisms of stable \( A \)-graphs induced by \( b \) and \( c \), respectively.

**Definition 5.6.** We call \( \tilde{\mathcal{G}}_s(A) \) the extended category of isogenies of stable \( A \)-graphs, or the extended isogeny category over \( A \).

The morphisms in \( \tilde{\mathcal{G}}_s(A) \) are called extended isogenies. An extended isogeny is called elementary, if it contracts exactly one edge or tail or glues two tails to an edge.

**Stabilizing Morphisms.** Now, let \( \xi : A \rightarrow B \) be a homomorphism of semi-groups with indecomposable zero. Let \( \tau \) be a stable \( A \)-graph and \( \sigma \) the stabilization of \( \tau \) with respect to \( \xi \). Let \( a : \sigma \rightarrow \tau \) be the structure combinatorial morphism.

For every edge \( \{ f, \overline{f} \} \) of \( \sigma \) there exists a unique sequence of distinct edges \( \{ f_1, \overline{f}_1 \}, \ldots, \{ f_n, \overline{f}_n \} \) in \( \tau \) such that \( a(f) = f_1, a(\overline{f}) = \overline{f}_n \) and \( \partial f_i = \partial \overline{f}_i \), for all \( i = 1, \ldots, n-1 \). All vertices \( v_i = \partial \overline{f}_i = \partial f_{i+1} \), for \( i = 1, \ldots, n-1 \) have valence two. We call \( \{ f_1, \overline{f}_1 \}, \ldots, \{ f_n, \overline{f}_n \} \) the long edge associated to \( \{ f, \overline{f} \} \) and the edges \( \{ f_i, \overline{f}_i \} \), for \( i = 1, \ldots, n \) the factors of this long edge.

For every tail \( f \) of \( \sigma \) there exists a unique sequence of distinct flags \( f_1, \ldots, f_n \) of \( \tau \) such that

1. if \( n \) is odd, then \( \{ f_1, f_2 \}, \ldots, \{ f_{n-2}, f_{n-1} \} \) are edges of \( \tau \), \( a(f) = f_1, \partial f_{2i} = \partial f_{2i+1} \), for all \( i = 1, \ldots, \frac{1}{2}(n-1) \) and \( f_n \) is a tail of \( \tau \),
2. if \( n \) is even, then \( \{ f_1, f_2 \}, \ldots, \{ f_{n-1}, f_n \} \) are edges of \( \tau \), \( a(f) = f_1, \partial f_{2i} = \partial f_{2i+1} \), for all \( i = 1, \ldots, \frac{1}{2} - 1 \) and \( \partial f_n \) has valence one.

All vertices \( v_i = \partial f_{2i} = \partial f_{2i+1} \), for \( i = 1, \ldots, \frac{1}{2}(n-1) \) have valence two. We call \( \{ f_1, \ldots, f_n \} \) the long tail associated to \( f \). If \( n \) is odd, we call the edges \( \{ f_{2i-1}, f_{2i} \} \), for \( i = 1, \ldots, \frac{1}{2}(n-1) \) and the tail \( f_n \) the factors of this long tail. If \( n \) is even, we call the edges \( \{ f_{2i-1}, f_{2i} \} \), for \( i = 1, \ldots, \frac{1}{2} \) the factors of this long tail.

**Definition 5.7.** An orbit map for \( a : \sigma \rightarrow \tau \) is a map \( m : E_\sigma \cup S_\sigma \rightarrow E_\tau \cup S_\tau \) such that

1. if \( \{ f, \overline{f} \} \) is an edge of \( \sigma \), then \( m(\{ f, \overline{f} \}) \) is a factor of the long edge associated to \( \{ f, \overline{f} \} \),
(2) if \( f \) is a tail of \( \sigma \), then \( m(f) \) is a factor of the long tail associated to \( f \).

The pair \((a, m)\) is called a stabilizing morphism covering \( \xi \). If \( B = 0 \), we also say that \((a, m)\) is an absolute stabilizing morphism.

The Cartesian Extended Isogeny Category. Let \((a, m) : \sigma \to \tau\) be a stabilizing morphism covering \( \xi : A \to B \). Then the combinatorial morphism \( a : \sigma \to \tau\) defines a morphism of stable marked graphs \( \pi : \tau \to \sigma \). We will also speak of \( \pi \) as a stabilizing morphism and denote the orbit map by \( \pi^\circ : E_\tau \cup S_\tau \to E_\sigma \cup S_\sigma \). The orbit map lets us think of stabilizing morphisms as generalized contractions.

Now consider the following situation. Fix a smooth projective variety \( V \) of pure dimension. Let \( \Phi : \tau \to \sigma \) be an extended isogeny of stable modular graphs. Let \( \sigma' \) be a stable \( V \)-graph and \( \overline{\sigma} : \sigma' \to \sigma \) an absolute stabilizing morphism. So \( \sigma \) is the absolute stabilization of \( \sigma' \). Let \( (\tau_i, \pi_i)_{i \in I} \) be a family of pairs, where \( I \) is a finite set and for each \( i \in I \) we have an absolute stabilizing morphism \( \pi_i : \tau_i \to \tau \). Finally, let for every \( i \in I \) be given an extended isogeny of stable \( V \)-graphs \( \Phi_i : \tau_i \to \sigma' \). In particular, for each \( i \in I \) we have a diagram of stable marked graphs (but note that the horizontal and vertical arrows live in different categories)

\[
\begin{array}{ccc}
\tau_i & \xrightarrow{\Phi_i} & \sigma' \\
\downarrow \pi_i & & \downarrow \overline{\sigma} \\
\tau & \xrightarrow{\Phi} & \sigma.
\end{array}
\]

### Definition 5.8

We shall now define what we mean by \((\tau_i, \pi_i, \Phi_i)_{i \in I}\) to be cartesian, or a pullback of \( \sigma' \) under \( \Phi \). Let us proceed by considering three cases.

**Case 1.** \( \Phi \) is an isogeny. Let us first construct a modular graph \( \tau_0 \). This will be done by replacing certain edges of \( \tau \) by long edges and certain tails of \( \tau \) by long tails.

In fact, let \( \{f, \overline{f}\} \in E_\sigma \) be an edge of \( \sigma \) with associated long edge \( \{f_1, \ldots, f_n\} \) of \( \sigma' \). Then we replace the edge \( \Phi^F(\{f, \overline{f}\}) \) of \( \tau \) by \( \{f_1, \ldots, f_n\} \), ensuring that \( \{f_1, \ldots, f_n\} \) becomes a long edge of \( \tau_0 \) and that \( \partial_n f_1 = \partial \Phi^F(f) \) and \( \partial_n f_n = \partial \Phi^F(\overline{f}) \). Define the combinatorial morphism \( a_0 : \tau \to \tau_0 \) (partially) by \( a_0(\Phi^F(f)) = f_1 \) and \( a_0(\Phi^F(\overline{f})) = \overline{f}_n \). Define the orbit map \( m_0 : E_\tau \cup S_\tau \to E_{\tau_0} \cup S_{\tau_0} \) (partially) by \( m_0(\Phi^F(\{f, \overline{f}\})) = b_0^b(\{f, \overline{f}\}) \).

Now, let \( f \in S_\tau \) be a tail of \( \sigma \), with associated long tail \( \{f_1, \ldots, f_n\} \) of \( \sigma' \). Then we replace the tail \( \Phi^F(f) \) of \( \tau \) by \( \{f_1, \ldots, f_n\} \), ensuring that \( \{f_1, \ldots, f_n\} \) becomes a long tail of \( \tau_0 \) and that \( \partial_n f_1 = \partial \Phi^F(f) \). Define the combinatorial morphism \( a_0 : \tau \to \tau_0 \) (partially) by \( a_0(\Phi^F(f)) = f_1 \) and define the orbit map \( m_0 : E_\tau \cup S_\tau \to E_{\tau_0} \cup S_{\tau_0} \) (partially) by \( m_0(\Phi^F(f)) = b_0^b(f) \).

We do the above for all edges and tails of \( \sigma \) to construct \( \tau_0 \). On those flags that are contracted by \( \Phi \), we define \( a_0 \) and \( m_0 \) as the identity. On vertices we also define \( a_0 \) to be the identity. Finally, we define the genus of a vertex in \( \tau_0 \) as the genus of the corresponding vertex in \( \tau \). This defines the modular graph \( \tau_0 \). No matter what \( V \)-structure we put on \( \tau_0 \) making it a stable \( V \)-graph, the pair \( \sigma = (a_0, m_0) \) will be a stabilizing morphism. We define an isogeny (so far only of modular graphs)
\( \Phi_0 : \tau_0 \to \sigma' \) by contracting the edges and tails of \( \tau_0 \) that correspond to edges and tails in \( \tau \) which are contracted by \( \Phi \).

Now let \( I \) be the set of all \( V \)-structures on \( \tau_0 \) that make \( \Phi_0 : \tau_0 \to \sigma' \) an isogeny of \( V \)-graphs. Note that every \( i \in I \) makes \( \tau_0 \) a stable \( V \)-graph. For every \( i \in I \) let \( \tau_i \) be the modular graph \( \tau_0 \) endowed with the \( V \)-structure \( i \). Let \( \Phi_i : \tau_i \to \sigma' \) be the isogeny of stable \( V \)-graphs obtained from \( \Phi_0 \) and let \( \varphi_i : \tau_i \to \tau \) be the stabilizing morphism given by \( \varphi_i \).

We call the family \((\varphi_i, \tau_i, \Phi_i)_{i \in I}\) constructed in this way, as well as any family isomorphic to it, cartesian.

Note that for each \( i \in I \) we have a commutative diagram of marked stable graphs

\[
\begin{array}{ccc}
\tau_i & \xrightarrow{\text{mor}(\Phi_i)} & \sigma' \\
\downarrow \varphi_i & & \downarrow \varphi_i^a \\
\tau & \xrightarrow{\text{mor}(\Phi)} & \sigma \\
\end{array}
\]

Also, for each \( i \in I \) the diagram

\[
\begin{array}{ccc}
E_{\tau_i} \cup S_{\tau_i} & \xrightarrow{\Phi_i \cup \Phi_i^a} & E_{\sigma'} \cup S_{\sigma'} \\
\downarrow \varphi_i & & \downarrow \varphi_i^a \\
E_{\tau} \cup S_{\tau} & \xrightarrow{\Phi \cup \Phi^a} & E_{\sigma} \cup S_{\sigma} \\
\end{array}
\]

commutes.

Case II. \( \Phi \) is of type gluing tails. Let \( c : \tau \to \sigma \) be the combinatorial morphism giving rise to \( \Phi \). In this case the set \( I \) is required to have exactly one element, say \( 0 \). The stable \( V \)-graph \( \tau_0 \) is obtained from \( \sigma' \) by cutting certain edges.

In fact, let \( \{f_i, f'_i\} \in E_\sigma \) be an edge which is cut by \( c \). Then we cut the edge \( \varphi^m \{f_i, f'_i\} \) of \( \sigma' \) to get \( \tau_0 \). Doing this for all edges that are cut by \( c \) defines \( \tau_0 \) and the tail gluing morphism \( \Phi_0 : \tau_0 \to \sigma' \). Since \( \Phi \) and \( \Phi_0 \) induce bijections on flags and vertices, we may define the combinatorial morphism \( a_0 : \tau \to \tau_0 \) by transport of structure from \( b : \sigma \to \sigma' \). The orbit map \( m_0 : E_{\tau} \cup S_{\tau} \to E_{\tau_0} \cup S_{\tau_0} \) is defined as follows. On edges and tails not glued by \( \Phi \) it is obtained by transport of structure from \( \varphi^m : E_{\sigma} \cup S_{\sigma} \to E_{\sigma'} \cup S_{\sigma'} \). If \( \{f_i, f'_i\} \) is a pair of tails of \( \tau \) glued by \( \Phi \) to an edge, we let \( m_0(f_i) \) be the unique tail of \( \tau_0 \) which is a factor of the long tail of \( \tau_0 \) associated to \( f_i \) via \( a_0 \), for \( i = 1, 2 \).

We call the one-member family \((\varphi_0, \tau_0, \Phi_0)\), as well as any isomorphic family cartesian.

Note that the diagram of combinatorial morphisms

\[
\begin{array}{ccc}
\tau_0 & \xrightarrow{\Phi_0} & \sigma' \\
\downarrow a_0 & & \downarrow \varphi_i \\
\tau & \xrightarrow{\Phi} & \sigma \\
\end{array}
\]
commutes, as does the diagram

\[
\begin{array}{c}
E_{\tau_0} \cup S_{\tau_0} & \longrightarrow & E_{\sigma'} \cup S_{\sigma'} \\
\downarrow m_0 & & \downarrow \Phi'' \\
E_\tau \cup S_\tau & \longrightarrow & E_\sigma \cup S_\sigma,
\end{array}
\]

where the horizontal maps are induce by \( \Phi \) and \( \Phi_0 \).

**Case III.** The general case. If \( \Phi \) is a composition \( \tau \circ \rho \circ \sigma \) of a tail gluing morphism \( e \) and an isogeny \( \Phi \), we first construct \((\mathcal{U}_i, \rho_i, \Phi_i)_{i \in I}\) over \( \Phi \) as in Case I, and then apply the procedure of Case II to each \( \rho_i, i \in I \), to obtain a family indexed by \( I \), which we shall call *cartesian*, as well as all families isomorphic to it.

Note that if \((\mathcal{U}_i, \tau_i, \Phi_i)_{i \in I}\) is a pullback, then for each \( i \in I \) we have \( \deg(\tau_i) = \deg(\sigma') \).

We shall now define still another category, denoted \( \tilde{\mathcal{G}}_s(V)_{\text{cart}} \), called the *cartesian extended isogeny category* over \( V \).

**Definition 5.9.** Objects of \( \tilde{\mathcal{G}}_s(V)_{\text{cart}} \) are pairs \((\sigma_i, (\mathcal{U}_i, \tau_i)_{i \in I})\), where \( \tau \) is a stable modular graph, \( I \) is a finite set and for each \( i \in I \) the pair \((\mathcal{U}_i, \tau_i)\) is a stable \( \nu \)-graph \( \tau_i \), together with a stabilizing morphism \( \Phi_i : \tau_i \rightarrow \tau \).

A *morphism* from \((\tau_i, (\mathcal{U}_i, \tau_i)_{i \in I})\) to \((\sigma_i, (\mathcal{U}_j, \sigma_j)_{j \in J})\) is a triple \((\Phi_i, \lambda_i, (\Phi_i)_{i \in I})\), where \( \Phi : \tau \rightarrow \sigma \) is an extended isogeny of stable modular graphs, \( \lambda : I \rightarrow J \) is a map and for each \( i \in I \) we have an extended isogeny of stable \( \nu \)-graphs \( \Phi_i : \tau_i \rightarrow \sigma_{\lambda(i)} \).

Moreover, we require for each \( j \in J \) that \((\mathcal{U}_j, \tau, \Phi_i)_{i \in \lambda^{-1}(j)}\) is cartesian in the sense defined in Definition 5.8.

One checks that the composition of two morphisms is a morphism, so that we have indeed defined a category \( \tilde{\mathcal{G}}_s(V)_{\text{cart}} \), the *cartesian extended isogeny category* over \( V \).

**Remark 5.10.** Projecting onto the first component defines a functor

\[ \tilde{\mathcal{G}}_s(V)_{\text{cart}} \longrightarrow \tilde{\mathcal{G}}_s(0), \]

which is, by definition, a fibration of categories.

We shall, in what follows, often shorten the notation \((\tau_i, (\mathcal{U}_i, \tau_i)_{i \in I})\) to \((\tau_i)_{i \in I}\) or even \((\tau_i)_{i \in I}\).

Call an object \((\tau_i)_{i \in I}\) of \( \tilde{\mathcal{G}}_s(V)_{\text{cart}} \) *homogeneous* of degree \( n \in \mathbb{Z} \), if for all \( i \in I \) we have \( \deg(V, \tau_i) = n \).

For a stable modular graph \( \tau \), we may consider the fiber \( \tilde{\mathcal{G}}_s(V)_{\text{cart}/\tau} \) of the functor \( \tilde{\mathcal{G}}_s(V)_{\text{cart}} \rightarrow \tilde{\mathcal{G}}_s(0) \) over \( \tau \). In every such fiber \( \tilde{\mathcal{G}}_s(V)_{\text{cart}/\tau} \), we have a functor

\[ \oplus : \tilde{\mathcal{G}}_s(V)_{\text{cart}/\tau} \times \tilde{\mathcal{G}}_s(V)_{\text{cart}/\tau} \longrightarrow \tilde{\mathcal{G}}_s(V)_{\text{cart}/\tau}, \]

given by

\[ (\tau_i)_{i \in I} \oplus (\sigma_j)_{j \in J} = ((\tau_i)_{i \in I}, (\sigma_j)_{j \in J}), \]

where we think of the object on the right hand side as a family parameterized by \( I \times J \). The functor \( \oplus \) satisfies some obvious properties, which we shall not list.
Every object $X = (\tau_i)_{i \in I}$ of $\tilde{\mathcal{G}}_s(V)_{\text{cart}}$ has a unique decomposition $X = \bigoplus_{n \in \mathbb{Z}} X_n$ into homogeneous components. Every morphism in $\tilde{\mathcal{G}}_s(V)_{\text{cart}}$ respects this decomposition.

Finally, $\tilde{\mathcal{G}}_s(V)_{\text{cart}}$ is a tensor category (in the sense of [4]) with tensor product given by

$$\otimes : \tilde{\mathcal{G}}_s(V)_{\text{cart}} \times \tilde{\mathcal{G}}_s(V)_{\text{cart}} \to \tilde{\mathcal{G}}_s(V)_{\text{cart}},$$

which is defined by the formula

$$(\tau, (\tau_i)_{i \in I}) \otimes (\sigma, (\sigma_j)_{j \in J}) = (\tau \times \sigma, (\tau_i \times \sigma_j)_{(i,j) \in I \times J}).$$

For two graphs $\sigma$ and $\tau$ we denote by $\sigma \times \tau$ the graph whose geometric realization is the disjoint union of $|\sigma|$ and $|\tau|$. This notion extends in an obvious way to marked graphs. The identity object for $\otimes$ is the one element family with value the empty graph.

There are obvious compatibilities between these various structures on $\tilde{\mathcal{G}}_s(V)_{\text{cart}}$. For example, if $X = \bigoplus_n X_n$ and $Y = \bigoplus_m Y_m$ are objects of $\tilde{\mathcal{G}}_s(V)_{\text{cart}}$, then the decomposition of $X \otimes Y$ into homogeneous components is given by

$$X \otimes Y = \bigoplus_r \left( \bigoplus_{n+m=r} X_n \otimes Y_m \right).$$

We summarize these properties by saying that $\tilde{\mathcal{G}}_s(V)_{\text{cart}}$ has $\oplus$, $\otimes$ and $\text{deg}$ structures.

A formally similar situation arises, for example, if we consider the category of morphisms of an additive tensor category $\mathcal{C}$ in which all homomorphism groups are graded. If we denote this morphism category by $\mathcal{MC}$, there is a functor $\mathcal{MC} \to \mathcal{C} \times \mathcal{C}$, given by source and target, whose fibers have a graded $\oplus$-structure as above. Also, $\mathcal{MC}$ becomes a tensor category compatible with $\oplus$ and $\otimes$. So $\mathcal{MC}$ has $\oplus$, $\otimes$ and $\text{deg}$ structures. In fact, Gromov-Witten invariants may be thought of as a functor from $\tilde{\mathcal{G}}_s(V)_{\text{cart}}$ to $\mathcal{MC}$ respecting the $\oplus$, $\otimes$ and $\text{deg}$ structures. In this case $\mathcal{C}$ will be a category of motives.

**Definition 5.11.** A full subcategory $\tilde{\mathcal{I}}_s(A) \subset \tilde{\mathcal{G}}_s(A)$ is called admissible, if it satisfies the following axioms.

1. If $\phi : \sigma \to \tau$ is an extended isogeny in $\tilde{\mathcal{G}}_s(A)$ and $\tau \in \text{ob} \tilde{\mathcal{I}}_s(A)$, then $\sigma \in \text{ob} \tilde{\mathcal{I}}_s(A)$.
2. If $\sigma$ and $\tau$ are in $\tilde{\mathcal{I}}_s(A)$, then so is $\sigma \times \tau$.

For an admissible subcategory $\tilde{\mathcal{I}}_s(A) \subset \tilde{\mathcal{G}}_s(A)$ and a homomorphism $\xi : A \to B$, the full subcategory $\tilde{\mathcal{I}}_s(B) \subset \tilde{\mathcal{G}}_s(B)$ of graphs which are stabilizations of objects of $\tilde{\mathcal{I}}_s(A)$ is admissible.

For a smooth projective variety $V$ of pure dimension, we may construct the full subcategory $\tilde{\mathcal{I}}_s(V)_{\text{cart}} \subset \tilde{\mathcal{G}}_s(V)_{\text{cart}}$, called the associated cartesian category, which may be characterized as the subcategory of $\tilde{\mathcal{G}}_s(V)_{\text{cart}}$ such that for each object
we have that $\tau \in \text{ob} \tilde{\mathcal{S}}_a(0)$ and for all $i \in I$ that $\tau_i \in \text{ob} \tilde{\mathcal{S}}_a(V)$. Note that $\tilde{\mathcal{S}}_a(V)_{\text{cart}}$ inherits the $\oplus$, $\otimes$ and $\deg$ structures from $\tilde{\mathcal{S}}_a(V)_{\text{cart}}$.

**Examples.** I. Call a marked graph $\tau$ a forest, if

1. $H^1(|\tau|) = 0$,
2. $g(v) = 0$, for all $v \in V_\tau$.

Let $\tilde{\mathcal{S}}_a(A) \subset \tilde{\mathcal{S}}_a(A)$ be the full subcategory whose objects are forests. Then $\tilde{\mathcal{S}}_a(A)$ is an admissible subcategory, called the **tree level** subcategory of $\tilde{\mathcal{S}}_a(A)$.

II. Let $\tilde{\mathcal{S}}_a(A) \subset \tilde{\mathcal{S}}_a(A)$ be an admissible subcategory. Let $d : A \to \mathbb{Z}_{\geq 0}$ be an additive map and $N > 0$ an integer. Then let $\tilde{\mathcal{S}}_a(A)_{d < N}$ be the full subcategory of $\tilde{\mathcal{S}}_a(A)$ given by the condition

$$\tau \in \text{ob} \tilde{\mathcal{S}}_a(A)_{d < N} \iff d(\beta(v)) < N, \text{ for all } v \in V_\tau.$$

The subcategory $\tilde{\mathcal{S}}_a(A)_{d < N} \subset \tilde{\mathcal{S}}_a(A)$ is admissible.

If $A = H_2(V)^+$, then a very ample invertible sheaf $L$ on $V$ gives rise to $d : H_2(V)^+ \to \mathbb{Z}_{\geq 0}$ by setting $d(\beta) = \beta(L)$. If $\text{char }k \neq 0$, we shall always pass to $\tilde{\mathcal{S}}_a(V)_{d < \text{char }k}$, in other words assume that

$$\tilde{\mathcal{S}}_a(V) = \tilde{\mathcal{S}}_a(V)_{d < \text{char }k}.$$

But for emphasis, we may say that $\tilde{\mathcal{S}}_a(V)$ is **bounded by the characteristic**.

### 6. An Operadic Picture

Define the category of correspondences between algebraic stacks, denoted $\text{Corr}$, as follows. Objects of $\text{Corr}$ are algebraic $k$-stacks of finite type. If $\mathfrak{X}$ and $\mathfrak{Y}$ are objects of $\text{Corr}$ then a morphism from $\mathfrak{X}$ to $\mathfrak{Y}$ is an isomorphism class of diagrams

\[
\begin{array}{ccc}
\mathfrak{X}' & \overset{\phi}{\longrightarrow} & \mathfrak{Y} \\
\downarrow^f & & \downarrow^g \\
\mathfrak{X} & & \\
\end{array}
\]

where $\mathfrak{X}'$ is another algebraic $k$-stacks of finite type and $f$, $g$ are morphisms. To compose $(f, \mathfrak{X}', \phi) : \mathfrak{X} \to \mathfrak{Y}$ and $(g, \mathfrak{Y}', \psi) : \mathfrak{Y} \to \mathfrak{Z}$ form the pullback

\[
\begin{array}{ccc}
\mathfrak{X}'' & \overset{\phi'}{\longrightarrow} & \mathfrak{Y}' \\
\downarrow^{f'} & & \downarrow^{g'} \\
\mathfrak{X}' & \overset{\phi}{\longrightarrow} & \mathfrak{Y} \\
\end{array}
\]

and let the composition be $(f f', \mathfrak{X}'', \psi \phi') : \mathfrak{X} \to \mathfrak{Z}$.

Now fix a smooth projective variety $V$. Define the functor

$$\mathcal{M}(V) : \tilde{\mathcal{S}}_a(V) \longrightarrow \text{Corr}$$
as follows. For a stable $V$-graph $\tau$, let $\overline{M}(V)(\tau) = \overline{M}(V, \tau)$. For an extended isogeny $(a, \sigma', \Phi) : \sigma \rightarrow \tau$ of stable $V$-graphs let $\overline{M}(V)(a, \sigma', \Phi)$ be the correspondence given by the diagram

$$
\begin{array}{ccc}
\overline{M}(V, \sigma') & \xrightarrow{\overline{M}(\text{mor-}\Phi)} & \overline{M}(V, \tau) \\
\downarrow & & \\
\overline{M}(V, \sigma) & & \\
\end{array}
$$

Define the functor

$$
\text{OpEnd}(V) : \tilde{\mathcal{S}}(V) \longrightarrow \text{Corr}
$$

as follows. For an object $\tau$ of $\tilde{\mathcal{S}}(V)$ let $\text{OpEnd}(V) = V^{S_{\tau}}$. For a morphism $(a, \sigma', \Phi) : \sigma \rightarrow \tau$ in $\tilde{\mathcal{S}}(V)$ let $\text{OpEnd}(a, \sigma', \Phi)$ be given by the diagram

$$
\begin{array}{ccc}
V^{S_{\sigma'}} \times V^E & \xrightarrow{\pi} & V^{S_{\sigma'}} \\
\downarrow & & \Phi^S \\
V^{S_{\tau}} = V^{S_{\sigma'}} \times (V \times V)^E & & \\
\end{array}
$$

Here $E \subset E_{\sigma'}$ is the set of edges of $\sigma'$ which are cut by $a$. The morphism $\Delta$ is induced by the $E$-fold power of the diagonal $V \rightarrow V \times V$, $p$ is the projection onto the first factor and $\Phi^S$ is the morphism induced by $\Phi^S : S_{\tau} \rightarrow S_{\sigma'}$.

Finally, define a natural transformation

$$
ev : \overline{M}(V) \longrightarrow \text{OpEnd}(V)
$$

by

$$
ev(\tau) : \overline{M}(V, \tau) \longrightarrow \text{OpEnd}(V) = V^{S_{\tau}}
$$

$$(C, x, v) \longmapsto (f(x_i))_{i \in S_{\tau}}
$$

The formalism sketched above is an extension of the language of classical operads. To see this, let us consider the category $\Gamma_0$ whose objects are forests and whose morphisms are compositions of gluing pairs of tails and edge contractions.

The pair $(\Gamma_0, \times)$ is a symmetric monoidal category. It is generated by its full subcategory consisting of one-vertex graphs (stars) in the sense that any forest can be obtained from a disjoint union of stars by gluing some tails. The functor $F_* : (\text{Stars}) \rightarrow (\text{Sets})$ establishes an equivalence of this subcategory with the category of finite sets and bijections. We can even restrict ourselves to the full subcategory of stars $\pi$ whose flags are $\{0, \ldots, n\}$.

Let $(C, \otimes)$ be another symmetric monoidal category. Consider a monoidal functor $F : (\Gamma_0, \times) \rightarrow (C, \otimes)$. Restricting it first to the subcategory of stars $\pi$ we get a sequence of objects $F(n) \in \text{ob}(C)$ endowed with $S_{\pi}$-action. Call $F$ a $\Gamma_0$-$C$-operad if for any gluing morphism $\varphi$, $F(\varphi)$ is an isomorphism. To produce a classical operad from such an $F$, we define the classical compositions

$$F(k) \otimes F(l_1) \otimes \cdots \otimes F(l_k) \longrightarrow F(l_1 + \cdots + l_k)
$$

as $F(\psi)$, where the forest morphism

$$\psi : \overline{k} \times \overline{l_1} \times \cdots \times \overline{l_k} \longrightarrow \tau(l_1, \ldots, l_k) \longrightarrow \overline{\tau},$$

where $\tau$ is a star with $\sum l_i$ vertices.
where \( l = l_1 + \ldots + l_k \), is obtained by gluing 0 in \( l_i \) to \( i \) in \( \mathbb{k} \) which gives \( \tau \) and then contracting all edges of \( \tau \).

Functoriality of \( F \) translates into associativity of operadic compositions. Vice versa, knowing only \( F(n) \) and compositions, we can reconstruct the whole \( F \).

In fact, the operad \( F \) is even cyclic in the sense of [6] since \( S_{n+1} \) and not just \( S_n \) acts upon \( F(n) \). If we want to get rid of this additional structure, we must start with the category of rooted forests (each connected component has a marked tail called root) and allow to glue only pairs consisting of a root and a non-root.

Let now \( H \) be an object of \( C \) endowed with a symmetric structure morphism \( g : H \otimes H \to 1_C \) where \( 1_C \) is a \( \otimes \)-unit. Define the \( \Gamma_0 \)-operad \( \text{OpEnd}(H) \) as a monoidal functor \( \Gamma_0 \to C \) whose value on a forest \( \tau \) is \( H^{ \otimes \overline{\tau}} \), which is identical on contractions of edges and which maps a \( H \otimes H \) corresponding to a pair of glued tails to \( 1_C \) via \( g \).

For any operad \( F \) and a pair \((H, g)\) as above, call a functor morphism \( F \to \text{OpEnd}(H) \) a structure of a cyclic \( F \)-algebra on \( H \). This notion is again equivalent to the classical one (with evident changes if one does not want cyclicity).

This reformulation of the language of operads was essentially given in [15]. It was sufficient for treating tree level quantum cohomology. In the context of this paper, we work with \( V \)-marked modular graphs of arbitrary topology. Our functors as well satisfy less stringent conditions. In particular, the gluing morphism is not generally transformed into an isomorphism by the modular operadic functor anymore. Rather, its image on the level of cohomology or motives becomes a canonical morphism of the type \( M \otimes M \to M \otimes V \) where the two projections \( M \to V \) over which the fiber product is taken correspond to the two glued tails (i.e. marked points mapped to \( V \)).

7. Orientations

Fix a smooth projective variety \( V \) of pure dimension. Recall the following five basic properties of \( \overline{M} \).

Property I (Mapping to a point). Let \( \tau \) be a stable \( V \)-graph of class zero. Then \( \tau \) is absolutely stable. The evaluation morphism factors through \( V^{\text{nd} \mathfrak{d}} \subset V^{\mathfrak{d}} \) and the canonical morphism

\[
\overline{M}(V, \tau) \to V^{\text{nd} \mathfrak{d}} \times \overline{M}(\tau)
\]

is an isomorphism. This follows immediately from Corollary 2.3. In particular, \( \overline{M}(V, \tau) \) is smooth.

Assume that \( [\tau] \) is non-empty and connected. Let \((C, x)\) be the universal family of stable marked curves over \( \overline{M}(\tau) \). Glue the \((C_v)_{v \in \overline{F}_\tau} \) according to the edges of \( \tau \) to obtain a stable marked curve \( \pi : \hat{C} \to \overline{M}(\tau) \) over \( \overline{M}(\tau) \). Denote the vector bundle of rank \( g(\tau) \dim V \) on \( \overline{M}(V, \tau) \) given by \( T_V \boxtimes \mathcal{R}^1 \pi_* \mathcal{O}_{\hat{C}} \) by \( T^{(1)} \).

Property II (Products). Let \( \sigma \) and \( \tau \) be stable \( V \)-graphs and \( \sigma \times \tau \) the obvious stable \( V \)-graph whose geometric realization is the disjoint union of \([\sigma]\) and \([\tau]\). There are obvious combinatorial morphisms \( \sigma \to \sigma \times \tau \) and \( \tau \to \sigma \times \tau \) giving rise
to morphisms of stable \( V \)-graphs \( \sigma \times \tau \to \sigma \) and \( \sigma \times \tau \to \tau \) called the \textit{projections}.
The induced morphism

\[
\overline{M}(V, \sigma \times \tau) \longrightarrow \overline{M}(V, \sigma) \times \overline{M}(V, \tau)
\]
is an isomorphism. This follows directly from the definitions.

\textit{Property III (Cutting edges).} Let \( \Phi : \sigma \to \tau \) be a morphism of stable \( V \)-graphs of type cutting an edge. So \( \Phi \) is induced by a combinatorial morphism \( a : \tau \to \sigma \).
Let \( f \) and \( \overline{f} \) be the tails of \( \tau \) that come from the edge of \( \sigma \) which is being cut by \( \Phi \).
So this edge is \( \{ a(f), a(\overline{f}) \} \).
The diagram of algebraic \( k \)-stacks

\[
\begin{array}{ccc}
\overline{M}(V, \sigma) & \xrightarrow{ev_{\{a(f), a(\overline{f})\}}} & V \\
\overline{M}(\Phi) \downarrow & & \downarrow \Delta \\
\overline{M}(V, \tau) & \xrightarrow{ev_f \times ev_{\overline{f}}} & V \times V,
\end{array}
\]

where the horizontal maps are evaluations at the indicated flags, is cartesian. In particular, \( \overline{M}(\Phi) \) is a closed immersion. Again, this follows directly from the definitions.

\textit{Property IV (Forgetting tails).} Let \( \Phi : \sigma \to \tau \) be a morphism of stable \( V \)-graphs stably forgetting a tail. Denote the combinatorial morphism giving rise to \( \Phi \) by \( a : \tau \to \sigma \), the forgotten tail by \( f \in F_\tau \) and let \( v = \partial_\tau(f) \).
Let \( \pi' : C' \to \overline{M}(V, \sigma) \) be the universal curve indexed by \( v \) and \( x : \overline{M}(V, \sigma) \to C' \) the universal section given by \( f \).
Let \( \pi : C \to \overline{M}(V, \tau) \) be the universal curve indexed by the unique vertex \( w \) of \( \tau \) such that \( a(w) = v \).
Then by definition there is a commutative diagram

\[
\begin{array}{ccc}
C' & \longrightarrow & C \\
\pi' \downarrow & & \downarrow \pi \\
\overline{M}(V, \sigma) & \xrightarrow{\overline{M}(\Phi)} & \overline{M}(V, \tau),
\end{array}
\]

and the section \( x \) induces an \( \overline{M}(V, \tau) \)-morphism

\[
\overline{M}(V, \sigma) \to C.
\]

This is an isomorphism. In particular, \( \overline{M}(\Phi) \) is proper and flat of relative dimension one. This follows from Corollary 4.6.

\textit{Property V (Isogenies).} Let

\[(\Phi, \lambda_i(\Phi_i)_{i \in I}) : (\tau, (\tau_i, \tau_i)_{i \in I}) \longrightarrow (\sigma, (\overline{\sigma}_j, \sigma_j)_{j \in J})\]

be a morphism in \( \hat{G}_0(V)_{\text{cart}} \), where \( \Phi \) (and hence all \( \Phi_i \)) is an isogeny, i.e. free of any tail gluing factors. For each \( j \in J \) we have a commutative diagram

\[
\begin{array}{ccc}
\prod_{i \in I} \overline{M}(V, \tau_i) & \xrightarrow{\prod(\overline{M}(\Phi))} & \overline{M}(V, \sigma_j) \\
\overline{M}(\tau_i) \downarrow & & \downarrow \overline{M}(\sigma_j) \\
\overline{M}(\tau) & \xrightarrow{\overline{M}(\Phi)} & \overline{M}(\sigma),
\end{array}
\]
This diagram should be considered close to being cartesian. See Definition 7.1 for a more precise statement. For the moment let us note that the induced morphism
\[ \coprod_{\lambda_{i,j}} \overline{M}(V, \tau_{i,j}) \rightarrow \overline{M}(\tau_{\lambda}) \times_{\overline{M}(\sigma)} \overline{M}(V, \sigma_{i,j}) \]
is surjective.

If \( X \) is a separated algebraic Deligne-Mumford stack, by \( A_*(X) \) we shall mean the rational Chow group of \( X \) (see [19]). If \( X \rightarrow Y \) is a morphism of separated algebraic Deligne-Mumford stacks, \( A^*(X \rightarrow Y) \) will denote the rational bivariant intersection theory defined in [19].

**Definition 7.1.** Let \( \tilde{\mathcal{F}}_s(V) \subset \mathcal{O}_s(V) \) be an admissible subcategory (bounded by the characteristic). Let for each \( \tau \in \text{ob} \tilde{\mathcal{F}}_s(V) \) be given a cycle class \( J(V, \tau) \in A_{\text{dim}(V, \tau)}(\overline{M}(V, \tau)). \)

This collection of cycle classes is called an orientation of \( \overline{M} \) over \( \tilde{\mathcal{F}}_s(V) \), if the following axioms are satisfied.

1. **(Mapping to a point).** We have
   \[ J(V, \tau) = c_{\tau, \text{dim} V}(T^{(1)}) \cdot [\overline{M}(V, \tau)], \]
   for every stable \( \tau \in \text{ob} \tilde{\mathcal{F}}_s(V) \) of class zero such that \( |\tau| \) is non-empty and connected.

2. **(Products).** In the situation of Property II we have
   \[ J(V, \sigma \times \tau) = J(V, \sigma) \times J(V, \tau). \]

3. **(Cutting edges).** In the situation of Property III the following is true. Let \( [\overline{M}(\Phi)] \in A_{\text{dim} V}(\overline{M}(V, \sigma) \rightarrow \overline{M}(V, \tau)) \) be the orientation class of \( \overline{M}(\Phi) \) obtained by pullback (using Diagram (7)) from the canonical orientation \( [\Delta] \in A_{\text{dim} V}(V \rightarrow V \times V). \) Then we have
   \[ J(V, \sigma) = [\overline{M}(\Phi)] \cdot J(V, \tau). \]

In other words,
   \[ J(V, \sigma) = \Delta' J(V, \tau), \]
   where \( \Delta' \) is the Gysin homomorphism given by the complete intersection morphism \( \Delta. \)

4. **(Forgetting tails).** In the situation of Property IV the morphism \( \overline{M}(\Phi) \) has a canonical orientation \( [\overline{M}(\Phi)] \in A^*(\overline{M}(V, \sigma) \rightarrow \overline{M}(V, \tau)). \) We require that
   \[ J(V, \sigma) = [\overline{M}(\Phi)] \cdot J(V, \tau). \]

In other words,
   \[ J(V, \sigma) = \overline{M}(\Phi)^* J(V, \tau), \]
   where \( \overline{M}(\Phi)^* \) is given by flat pullback.
(5) (Isogenies). In the situation of Property V, we have for every $j \in J$ a class
\[ \overline{M}(\Phi)^j J(V, \sigma_j) \in A_{\dim(V, \sigma_j)}(\overline{M}(\tau) \times \overline{M}(\sigma), \overline{M}(V, \sigma_j)), \]
since $\overline{M}(\Phi)$ has a canonical orientation, $\overline{M}(\tau)$ and $\overline{M}(\sigma)$ being smooth of pure dimension. We also have a morphism
\[ h : \prod_{\lambda(i) \equiv j} \overline{M}(V, \tau_i) \longrightarrow \overline{M}(\tau) \times \overline{M}(\sigma), \overline{M}(V, \sigma_j)), \]
which is proper. The requirement is that
\[ h_*(\sum_{\lambda(i) \equiv j} J(V, \tau_i)) = \overline{M}(\Phi)^j J(V, \tau). \]

**Remark 7.2.** To check Axiom (5), it suffices to do so for $\Phi$ an elementary isogeny, $\# J = 1$ and $(\sigma, \tau, \Phi) \in I$ a pullback. This follows from the projection formula.

**Example.** If $\tau$ is a stable $V$-graph such that $|\tau|$ is non-empty and connected, define
\[ J_0(V, \tau) = \begin{cases} \gamma(\tau) \cdot \dim(V^{(1)} \times [\overline{M}(V, \tau)] & \text{if } \beta(\tau) = 0, \\ 0 & \text{otherwise.} \end{cases} \]
For an arbitrary stable $V$-graph $\tau$, let $\tau = \tau_1 \times \ldots \times \tau_n$, for stable $V$-graphs $\tau_1, \ldots, \tau_n$, such that $|\tau| = \sum|\tau_i|$ is the decomposition of $|\tau|$ into connected components. Then set
\[ J_0(V, \tau) = J_0(V, \tau_1) \times \ldots \times J_0(V, \tau_n). \]
Then $J_0$ is an orientation of $\overline{M}$ over $\mathcal{G}_0(V)$, called the **trivial orientation**.

**Definition 7.3.** Call a smooth projective variety $V$ convex, if for every morphism $f : \mathbb{P}^1 \to V$ (defined over an extension $K$ of $k$) we have $H^1(\mathbb{P}^1, f^*T_V) = 0$.

**Proposition 7.4.** Let $V$ be convex and $\tau$ a stable $V$-forest. Then $\overline{M}(V, \tau)$ is smooth of dimension $\dim(V, \tau)$. Moreover, the morphism
\[ \overline{M}(V, \tau) \longrightarrow \overline{M}(\tau^\omega) \]
is flat of relative dimension $\chi(\tau^\omega) \dim V - \deg(V, \tau)$.

**Proof.** Let us start with some general remarks. Let $\tau$ be an absolutely stable $V$-graph. Then we define
\[ \mathcal{M}(V, \tau) = \bigcup_{\mathcal{M}(V, \tau)} \]
to be the open substack of those stable maps $(C, x, f)$, such that $(C_v, (x_i)_{i \in F_T(v)})$ is a stable marked curve, for all $v \in V$. Let $(C, x) : T \to \overline{M}(\tau)$ be a $T$-valued point of $\overline{M}(\tau)$, i.e., $(C_v, (x_i)_{i \in F_T(v)})_{v \in V}$ is a family of stable marked curves parameterized by $T$. Let $(\tilde{C}, \tilde{x})$ be the stable marked curve over $T$ obtained by gluing the $C_v$ according to the edges of $\tau$. The diagram
\[
\begin{array}{ccc}
\text{Mor}_T(\tilde{C}, V_T) & \longrightarrow & T \\
\downarrow & & \downarrow \\
U(V, \tau) & \longrightarrow & \overline{M}(\tau)
\end{array}
\]
is cartesian. In particular, by Grothendieck [7], the morphism $U(V, \tau) \rightarrow \overline{M}(\tau)$ is representable, separated and of finite type. Moreover, let $(C, x, f)$ be a $K$-valued point of $U(V, \tau)$. Let $(\hat{C}, \hat{x})$ be the marked curve obtained by gluing the $C_v$ and $\hat{f} : \hat{C} \rightarrow V$ the morphism induced by the $f_v$. If $H^1(\hat{C}, \hat{f}^*T_V) = 0$, then $(C, x, f)$ is a smooth point of $U(V, \tau) \rightarrow \overline{M}(\tau)$ and we have

$$T_{U(V, \tau)/\overline{M}(\tau)}(C, x, f) = H^0(\hat{C}, \hat{f}^*T_V)$$

for the relative tangent space. (This is the case, if $\tau$ is a $V$-forest and $V$ is convex.)

In this smooth case we may calculate the relative dimension of $U(V, \tau)$ over $\overline{M}(\tau)$ at $(C, x, f)$ as

$$\dim_K H^0(\hat{C}, \hat{f}^*T_V) = \chi(\hat{f}^*T_V) = \deg \hat{f}^*T_V + \text{rk}(\hat{f}^*T_V)\chi(\hat{C}) = -\beta(\tau)(\omega_V) + \dim V\chi(\tau) = \dim(V, \tau) - \dim(\tau).$$

Since $\overline{M}(\tau)$ is smooth of dimension $\dim(\tau)$, we get that $U(V, \tau)$ is smooth of dimension $\dim(V, \tau)$ at $(C, x, f)$.

Now let $\tau$ be an arbitrary stable $V$-graph. Then there exists an absolutely stable $V$-graph $\tau'$, together with a morphism $\tau' \rightarrow \tau$ of type forgetting tails, such that the morphism

$$U(V, \tau') \longrightarrow \overline{M}(V, \tau)$$

is surjective, hence a flat epimorphism of relative dimension $\#S_{\tau'} - \#S_\tau$. So if $U(V, \tau')$ is smooth of dimension $\dim(V, \tau')$, then $\overline{M}(V, \tau)$ is smooth of dimension

$$\dim(V, \tau') - \#S_{\tau'} + \#S_\tau = \dim(V, \tau).$$

Finally, by considering the commutative diagram

$$\begin{array}{ccc}
U(V, \tau') & \longrightarrow & \overline{M}(V, \tau) \\
\downarrow & & \downarrow \\
\overline{M}(\tau') & \longrightarrow & \overline{M}(\tau^s),
\end{array}$$

we see that in this case $\overline{M}(V, \tau) \rightarrow \overline{M}(\tau^s)$ is flat of relative dimension $\chi(\tau^s)\dim V - \deg(V, \tau)$. \ \Box

**Theorem 7.5.** Let $V$ be a convex variety and $\widehat{\mathcal{X}}_s(V) \subseteq \mathcal{G}_s(V)$ the admissible subcategory of $V$-forests bounded by the characteristic. Then the collection

$$J(V, \tau) = [\overline{M}(V, \tau)]$$

is an orientation of $\overline{M}$ over $\widehat{\mathcal{X}}_s(V)$.

**Proof.** Let us check the axioms.

1. **Mapping to a point.** This follows from the fact that $g(\tau) = 0$ and hence

$$c_{g(\tau)}\dim V(T^{(1)}) = c_0(0) = 1.$$

(2) **Products.** In complete generality we have for smooth proper Deligne-Mumford stacks \( X \) and \( Y \) that

\[
[X \times Y] \cong [X] \times [Y]
\]

in \( A_*(X \times Y) \).

(3) **Cutting edges.** Again we have a general fact to the following effect. Consider the cartesian diagram of separated Deligne-Mumford stacks

\[
\begin{array}{ccc}
X & \overset{j}{\longrightarrow} & V \\
\downarrow & \downarrow i & \downarrow \\
Y & \longrightarrow & W,
\end{array}
\]

where \( i \) and \( j \) are regular embeddings such that for the normal bundles we have

\[
f^* N_{V/W} = N_{X/Y}.
\]

Then \( i[Y] = [X] \). If all four participating stacks are smooth and \( i \) and \( j \) are closed immersions of the same codimension, then these conditions are automatically satisfied (see for example Proposition 17.13.2 in [9]). Thus we may apply this fact in our case.

Dropping the condition that \( i \) is an embedding, we have that \( i[Y] = [X] \) if all participating stacks are smooth and

\[
\dim X + \dim W = \dim Y + \dim V.
\]

(4) **Forgetting tails.** Again, there is a general fact that \( f[Y] = [X] \) if \( f : X \to Y \) is a flat morphism of smooth and proper Deligne-Mumford stacks.

(5) **Isogenies.** In accordance with Remark 7.2 we assume that \( \Phi \) is an elementary isogeny, \( \# J = 1 \) and that \((a_2, \tau, \Phi_1)_{i \in I} \) is a pullback. There are three cases to consider, according to what type of elementary isogeny \( \Phi \) is. We use notation as in the definition of pullback.

**Case I (Contracting a loop).** This case does not occur, since \( \sigma \) and \( \tau \) are forests.

**Case II (Contracting an edge).** We will start with some general remarks. Let \( \tau \) be a stable \( V \)-graph, and \( v_1, \ldots, v_n \) absolutely stable vertices of \( \tau \), i.e. vertices \( v \) such that \( 2g(v) + |v| \geq 3 \). (To avoid ill-defined notation we assume that \( n \geq 1 \).) Let

\[
U_{v_1, \ldots, v_n}(V, \tau) \subset \overline{M}(V, \tau)
\]

be the open substack of all those stable maps \((C, x, f) \in \overline{M}(V, \tau)\) such that

\[
(C_{v_0}, (x_i)_{i \in R^+(v_0)})
\]

is a stable marked curve, for all \( \nu = 1, \ldots, n \).

With this notation the diagram

\[
\begin{array}{ccc}
\prod_{i \in I} U_{a_2(v_1), a_2(v_2)}(V, \tau_i) & \longrightarrow & U_{b(v_0)}(V, \sigma') \\
\downarrow & & \downarrow \\
\overline{M}(\tau) & \longrightarrow & \overline{M}(\sigma)
\end{array}
\]
is cartesian. (As usual, \(v_1\) and \(v_2\) are the vertices of \(\tau\) being contracted to the vertex \(v_0\) of \(\sigma\).) Consider for a fixed \(i \in I\) the open immersion

\[ U_{a_1(v_1),a_1(v_2)}(V,\tau_i) \subset \overline{M}(V,\tau_i). \]

Let

\[ Z_{a_1(v_1),a_1(v_2)}(V,\tau_i) \subset \overline{M}(V,\tau_i) \]

be the closed complement. We have

\[ \dim Z_{a_1(v_1),a_1(v_2)}(V,\tau_i) < \dim \overline{M}(V,\tau_i). \]

Thus, to prove the equality of two cycles of degree \(\dim(V,\tau_2)\) in \(\overline{M}(\tau) \times_{\overline{M}(\sigma)} \overline{M}(V,\sigma')\), it suffices to prove the equality of the cycles restricted to \(\bigsqcup_i U_{a_1(v_1),a_1(v_2)}(V,\tau_i)\). This reduces us to proving that

\[ \overline{M}(\Phi)[U_{a_1(v_0)}(V,\sigma')] = \sum_i [U_{a_1(v_1),a_1(v_2)}(V,\tau_i)]. \]

This claim finally follows from the general fact already mentioned in the proof of Axiom (3).

**Case III (Forgetting a tail).** Let \(f \in F_\tau\) be the forgotten flag, \(v = \partial_\tau(a_0(f))\) and \(w \in V_{\sigma'}\), the vertex of \(\sigma'\) corresponding to \(v\) via \(\Phi_0\). We have an open immersion

\[ U_v(V,\tau_0) \subset \overline{M}(V,\tau_0) \]

with closed complement

\[ Z_v(V,\tau_0) \subset \overline{M}(V,\tau_0) \]

of strictly smaller dimension. Thus, as in the previous case, we may reduce to proving that

\[ \overline{M}(\Phi)[U_w(V,\sigma')] = [U_v(V,\tau_0)]. \]

This follows from the fact that the diagram

\[
\begin{array}{ccc}
U_v(V,\tau_0) & \rightarrow & U_w(V,\sigma') \\
\downarrow & & \downarrow \\
\overline{M}(\tau) & \xrightarrow{\overline{M}(\Phi)} & \overline{M}(\sigma)
\end{array}
\]

is cartesian. \(\square\)

### 8. Deligne-Mumford-Chow Motives

We shall imitate the usual construction of the category of Chow motives, as described for example in [18].

Fix a ground field \(k\). Let \(\mathfrak{M}\) be the 2-category of smooth and proper algebraic Deligne-Mumford stacks over \(k\). For an object \(X\) of \(\mathfrak{M}\), let \(A^*(X)\) be the rational Chow ring of \(X\) defined by Vistoli [19]. Then \(A^*\) is a generalized cohomology theory with coefficient field \(\mathbb{Q}\) in the sense of [12]. Moreover, it is a graded global intersection theory with Poincaré duality and cycle map in the terminology of [12].
If $X$ and $Y$ are objects of $\mathcal{M}$ we define $S^d(Y, X)$, the group of correspondences from $Y$ to $X$ of degree $d$, to be
\[ S^d(Y, X) = A^{n+d}(Y \times X), \]
if $Y$ is purely $n$-dimensional and
\[ S^d(Y, X) = \bigoplus_i S^d(Y_i, X), \]
if $Y = \bigsqcup_i Y_i$ is the decomposition of $Y$ into irreducible components. Note that $S^d(Y, X) \subseteq A^*(Y \times X)$. The isomorphism $Y \times X \cong X \times Y$ exchanging components induces an isomorphism
\[ S^d(Y, X) \cong S^{d+n-m}(X, Y), \]
if $\dim Y = n$ and $\dim X = m$. We call this isomorphism transpose of correspondences. For objects $Z, Y$ and $X$ of $\mathcal{M}$ we define composition of correspondences by the usual formula
\[ g \circ f = p_{32*}(p_{12}^*f \cdot p_{32}^*g), \]
for $f \in S^d(Z, Y)$ and $g \in S^e(Y, X)$. Then $g \circ f \in S^{d+e}(Z, X)$.

The category $\mathcal{M}$ of Deligne-Mumford-Chow motives (or DMC-motives) is now defined to be the category of triples $(X, p, n)$, where $X \in \text{ob} \mathcal{M}$, $p \in S^0(X, X)$ such that $p^2 = p$ and $n \in \mathbb{Z}$. Homomorphisms are defined by
\[ \text{Hom}_\mathcal{M}(Y, q, m), (X, p, n)) = pS^{n-m}(Y, X)q. \]
Note that $\text{Hom}_\mathcal{M}(Y, q, m), (X, p, n)) \subseteq S^{n-m}(Y, X)$. Composition of homomorphisms in $\mathcal{M}$ is defined as composition of correspondences.

There is a contravariant involution $\mathcal{M} \rightarrow \mathcal{M}'$, denoted $M \mapsto M'$, defined by $(X, p, n)' = (X, p', \dim X - n)$, where $p'$ is the transpose of $p$, on objects and by transpose of correspondences on homomorphisms.

**Proposition 8.1.** The category $\mathcal{M}$ is a $\mathbb{Q}$-linear pseudo-abelian category. \qed

Every morphism $f : X \rightarrow Y$ in $\mathcal{M}$ defines a correspondence of degree zero $\overline{f} \in S^0(Y, X)$ by
\[ \overline{f} = \Gamma_f[\overline{X}] \in A^*(Y \times X), \]
where $\Gamma_f : X \rightarrow Y \times X$ is the graph of $f$. We define the contravariant functor $h : \mathcal{M} \rightarrow \mathcal{M}$ by $h(\overline{X}) = (X, \overline{id}_X, 0)$ and $h(\overline{f}) = \overline{f}$. We usually write $f^*$ for $h(f)$ and $f_*$ for $h(f)^*$. Note that even thought $\mathcal{M}$ is a 2-category, $\mathcal{M}'$ is only a 1-category. The functor $h$ factors through the 1-category associated to $\mathcal{M}$, which has as morphisms the isomorphism classes of 1-morphisms in $\mathcal{M}$.

Let $L = (\text{Spec } k, \overline{id}, -1)$ be the Lefschetz motive. We shall use the notation
\[ M(n) = M \otimes L^{-n}. \]
We set
\[ \text{Hom}_\mathcal{M}(M, N) = \text{Hom}_\mathcal{M}(M \otimes L^t, N) \]
and
\[ \text{Hom}\hat{\mathcal{M}}(M, N) = \bigoplus_{i \in \mathbb{N}} \text{Hom}\hat{\mathcal{M}}(M, N). \]

The category with the same objects as \( \hat{\mathcal{M}} \), but with homomorphism groups given by \( \text{Hom}\hat{\mathcal{M}}(M, N) \) will be called the category of \textit{graded} DMC-motives.

For a DMC-motive \( M \), define
\[ A^i(M) = \text{Hom}(L^i, M) \]
and
\[ A^*(M) = \bigoplus_i A^i(M). \]

\textbf{Proposition 8.2 (Identity principle).} If \( f, g : M \to N \) are two homomorphisms of DMC-motives, such that the induced homomorphisms
\[ A^*(M \otimes h(X)) \to A^*(N \otimes h(X)) \]
agree, for all \( X \in \text{ob} \mathcal{M} \), then \( f = g \). \( \square \)

Let \( \hat{\mathcal{M}} \) be the category of Chow motives (which is defined as \( \hat{\mathcal{M}} \) is above, but starting with \( \mathcal{M} \) instead of \( \mathcal{M} \)). There is a natural fully faithful functor \( \hat{\mathcal{M}} \to \hat{\mathcal{M}} \).

\textbf{Question 8.3.} Is the functor \( \hat{\mathcal{M}} \to \hat{\mathcal{M}} \) an equivalence of categories?

Let \( H \) be a graded generalized cohomology theory on \( \mathcal{M} \) with a coefficient field \( \Lambda \) of characteristic zero, possessing a cycle map such that \( \mathbb{P}^1 \) satisfies ehu (see [12]). Then \( H \) induces a covariant functor (called a \textit{realization functor})
\[ \overline{H} : (\text{graded DMC-motives}) \to (\text{graded } \Lambda\text{-algebras}), \]
such that for \( X \in \text{ob} \mathcal{M} \) we have \( \overline{H}(h(X)) = H(X) \) and for a correspondence \( \xi \in S^q(Y, X) \) we have an induced homomorphism
\[ \overline{H}(\xi) : H(Y) \to H(X), \]
\[ \alpha \mapsto p_{X*}(p_Y* (\alpha) \cup \chi_{Y \times X}(\xi)). \]
The functor \( \overline{H} \) doubles the degree of a homomorphism.

The following are examples of such a cohomology theory \( H \).

1. If \( k = \mathbb{C} \), let \( X^{\text{top}} \) be the topological stack associated to \( X \). This is a stack on the category of topological spaces with the usual topology (see Exp. IV(2.5) in [1]). By abuse of language, we shall call the usual topology also the \textit{étale} topology. The stack \( X^{\text{top}} \) has an associated étale topos \( X^{\text{top}}_{\text{ét}} \). (Every stack \( \mathcal{X} \) on a site \( \mathcal{S} \) has an associated topos \( \mathcal{S}_{/X} \), the topos of sheaves on \( \mathcal{S} \) over \( X \).) Set
\[ H_B(X) = H^*(X^{\text{top}}_{\text{ét}}, \mathbb{Q}) \]
and call it the \textit{Betti cohomology} of \( X \). Note that \([X(\mathbb{C})]\), the set of isomorphism classes of \( X(\mathbb{C}) \) is a topological space in a natural way. Then
\[ H^*(X^{\text{top}}_{\text{ét}}, \mathbb{Q}) = H^*_{\text{alg}}([X(\mathbb{C})], \mathbb{Q}), \]
where $H_{\text{sing}}$ denotes singular cohomology. In this case $\Lambda = \mathbb{Q}$.

(2) If $\ell \neq \text{char } k$ set

$$H_\ell(X) = H^*(\overline{X}_{et}, \mathbb{Q}_\ell) = \lim_{\longrightarrow} H^*(\overline{X}_{et}, \mathbb{Z}/\ell^n),$$

where $\overline{X} = X \times_{\text{Spec } k} \text{Spec } \overline{k}$ is the lift of $X$ to an algebraic closure of $k$ and $\overline{X}_{et}$ denotes the étale topos of $\overline{X}$. We call $H_\ell(X)$ the $\ell$-adic cohomology of $X$. In this case $\Lambda = \mathbb{Q}_\ell$.

(3) If $\text{char } k = 0$, let $\Omega^*_X$ be the algebraic de Rham complex of $X$ and set

$$H_{dR}(X) = \mathbb{H}^*(X, \Omega^*_X).$$

We call $H_{dR}(X)$ the algebraic de Rham cohomology of $X$. Here $\Lambda = k$.

(4) Chow cohomology, $H^i(X) = A^i(X)$, Here $\Lambda = \mathbb{Q}$.

9. Motivic Gromov-Witten Classes

Define the contravariant tensor functor

$$h(\overline{M}) : \tilde{\mathfrak{S}}_\tau(0) \rightarrow (\text{DMC-motives})$$

by $h(\overline{M})(\tau) = h(\overline{M}(\tau))$ on objects. For a morphism $(a, \sigma', \Phi) : \sigma \rightarrow \tau$ we have $\overline{M}(\sigma') : \overline{M}(\sigma') \rightarrow \overline{M}(\sigma)$ and $\overline{M}(\Phi) : \overline{M}(\sigma') \rightarrow \overline{M}(\tau)$. Then let

$$h(\overline{M})(a, \sigma', \Phi) = \overline{M}(\sigma') \circ \overline{M}(\Phi)^t.$$

This makes sense, because $\overline{M}(\sigma')$ is of degree zero, $\overline{M}(\Phi)$ being an isomorphism. This is also why $h(\overline{M})$ is functorial.

Now fix a smooth projective variety $V$ of pure dimension and consider the contravariant tensor functor

$$h(V)^{\otimes S}(\chi \dim V) : \tilde{\mathfrak{S}}_\tau(0) \rightarrow (\text{DMC-motives})$$

defined on objects by

$$\tau \mapsto h(V)^{\otimes S}(\chi(\tau) \dim V).$$

For a morphism $(a, \sigma', \Phi) : \sigma \rightarrow \tau$ let $E$ be the set of edges of $\sigma'$ which are cut by $a : \sigma \rightarrow \sigma'$. Then we have $V^{S\sigma} = V^{S\sigma'} \times (V \times V)^E$. Let $p : V^{S\sigma'} \times V^E \rightarrow V^{S\sigma}$ be the projection, $\Delta : V^{S\sigma'} \times V^E \rightarrow V^{S\sigma'} \times (V \times V)^E = V^{S\sigma}$ the identity times the $E$-fold power of the diagonal. Finally, we have an injection $\Phi^S : S\tau \rightarrow S\sigma'$ giving rise to $\Phi^S : V^{S\sigma'} \rightarrow V^{S\sigma}$. We define the homomorphism

$$h(V)^{\otimes S}(\chi(\tau) \dim V) \rightarrow h(V)^{\otimes S}(\chi(\sigma) \dim V)$$

as the composition of the three homomorphisms

$$(\Phi^S)^* : h(V)^{\otimes S}(\chi(\tau) \dim V) \rightarrow h(V)^{\otimes S\sigma'}(\chi(\sigma') \dim V),$$

$$p^* : h(V)^{\otimes S\sigma'}(\chi(\sigma') \dim V) \rightarrow h(V)^{\otimes S\sigma' \cup E}(\chi(\sigma') \dim V)$$

and

$$\Delta_* : h(V)^{\otimes S\sigma' \cup E}(\chi(\sigma') \dim V) \rightarrow h(V)^{\otimes S\sigma}(\chi(\sigma) \dim V),$$
noting that $\chi(\tau) = \chi(\sigma')$ and $\chi(\sigma') = \chi(\sigma) - \#E$. Functoriality is a straightforward check using the identity principle.

Pulling back $h(\overline{M})$ and $h(V)^{\otimes S}(\chi \dim V)$ to the cartesian extended isogeny category over $V$ via the functor of Remark 5.10, we get two contravariant tensor functors

$$\tilde{s}_s(V)_{\text{cart}} \longrightarrow \text{(graded DMC-motives)}. $$

Now let $\tilde{s}_s(V) \subset \tilde{s}_s(V)$ be an admissible subcategory (bounded by the characteristic) and $J$ an orientation of $\overline{M}$ over $\tilde{s}_s(V)$. For every pair $(\overline{a}, \tau)$, where $\tau$ is an object of $\tilde{s}_s(V)$ and $\overline{a} : \tau \to \tau^*$ is a stabilizing morphism, we have a morphism

$$\phi_{(V, \overline{a}, \tau)} : \overline{M}(V, \tau) \longrightarrow V^{S_{\tau^*}} \times \overline{M}(\tau^*).$$

The first component is given by evaluation, using the orbit map $ola^m : E_\tau \cup S_\tau \to E_\tau \cup S_\tau$ of $ola$. Then

$$\phi_{(V, \overline{a}, \tau)} = \phi_{(V, \overline{a}, \tau)} J(V, \tau) \in \mathcal{S} \dim(V, \tau)(V^{S_{\tau^*}}, \overline{M}(\tau^*)) = \text{Hom}_{\text{deg}(V, \tau)}(h(V^{S_{\tau^*}})(\chi(\tau^*) \dim V), h(\overline{M}(\tau^*)))).$$

**Definition 9.1.** Define

$$J(V, \overline{a}, \tau) = \phi_{(V, \overline{a}, \tau)} J(V, \tau),$$

so that we have a homomorphism

$$I(V, \overline{a}, \tau) : h(V)^{\otimes S_{\tau^*}}(\chi(\tau^*) \dim V) \longrightarrow h(\overline{M}(\tau^*)) \text{(deg}(V, \tau))$$

of DMC-motives over $k$. We call $I$ the system of Gromov-Witten classes associated to the orientation $J$.

Restricting the two functors $h(\overline{M})$ and $h(V)^{\otimes S}(\chi \dim V)$ to $\tilde{s}_s(V)_{\text{cart}}$, we get two contravariant tensor functors

$$\tilde{s}_s(V)_{\text{cart}} \longrightarrow \text{(graded DMC-motives)}. $$

We shall now define a natural transformation

$$I : h(V)^{\otimes S}(\chi \dim V) \longrightarrow h(\overline{M}),$$

So let $(\tau_i, (\overline{a}_i, \tau_i)_{i \in I})$ be an object of $\tilde{s}_s(V)_{\text{cart}}$. Then define

$$I(\tau_i, (\overline{a}_i, \tau_i)_{i \in I}) = \sum_{i \in I} I(V, \overline{a}_i, \tau_i) : h(V)^{\otimes S_{\tau^*}}(\chi(\tau) \dim V) \longrightarrow h(\overline{M}(\tau)).$$

**Theorem 9.2.** The Gromov-Witten transformation $I$ is a natural transformation compatible with the $\oplus$, $\otimes$ and $\text{deg}$ structures. Moreover,

1. (Mapping to a point). The triangle

   $$h(V)^{\otimes S_{\tau^*}}(\chi(\tau) \dim V) \xrightarrow{\text{mult}} h(V)(\chi(\tau) \dim V) \xrightarrow{\text{deg}} h(\overline{M}(\tau)).$$

2. (Compatibility with $\oplus$). The triangle

   $$h(V \oplus W)^{\otimes S_{\tau^*}}(\chi(\tau) \dim V) \xrightarrow{\text{mult}} h(V \oplus W)(\chi(\tau) \dim V) \xrightarrow{\text{deg}} h(\overline{M}(\tau)).$$

3. (Compatibility with $\otimes$). The triangle

   $$h(V^{\otimes S}(\chi(\tau) \dim V) \xrightarrow{\text{mult}} h(V)^{\otimes S}(\chi(\tau) \dim V) \xrightarrow{\text{deg}} h(\overline{M}(\tau)).$$

4. (Compatibility with $\text{deg}$). The triangle

   $$h(V)(\chi(\tau) \dim V) \xrightarrow{\text{deg}} h(V)^{\otimes S}(\chi(\tau) \dim V) \xrightarrow{\text{mult}} h(V)(\chi(\tau) \dim V) \xrightarrow{\text{deg}} h(\overline{M}(\tau)).$$
commutes, for any stable $V$-graph $\tau$ of class zero in $\mathfrak{X}_d(V)$, such that $|\tau|$ is non-empty and connected.

(2) (Divisor). Let $L \in \text{Pic}(V)$ be a line bundle, so its Chern class induces a homomorphism $c_1(L) : \mathbb{L} \to h(V)$. Let $\Phi : \sigma \to \tau$ be a morphism in $\mathfrak{X}_d(V)$ of type forgetting a tail, such that the corresponding vertex of $\tau$ is absolutely stable. Then the square

$$
\begin{array}{ccc}
h(V)^{\otimes \sigma^*}(\chi(\sigma^*) \dim V) & \xrightarrow{I(V, \overline{\sigma}, \sigma)} & h(\mathcal{M}(\sigma^*))(\deg(V, \sigma)) \\
\downarrow & & \downarrow \\
h(V)^{\otimes \sigma^*}(\chi(\tau^*) \dim V) \otimes \mathbb{L} & \xrightarrow{\beta(L) I(V, \overline{\tau}, \tau)} & h(\mathcal{M}(\tau^*))((\deg(V, \tau)) \otimes \mathbb{L})
\end{array}
$$

commutes, where $\overline{\sigma} : \sigma \to \sigma^*$ and $\overline{\tau} : \tau \to \tau^*$ are compatible stabilizing morphisms.

Remark. To make this statement more precise, consider to (graded DMC-motives) the associated category of morphisms. Then the natural transformation $I$ may be considered as a functor

$$I : \mathfrak{X}_d(V)_{\text{can}} \longrightarrow (\text{graded morphisms of DMC-motives}).$$

Both categories have $\oplus$, $\otimes$ and $\deg$ structures and $I$ preserves them. This essentially means that

1. $I((\pi_1) \oplus (\pi_2)) = I((\pi_1)) + I((\pi_2))$,
2. $\deg I((\pi_1)) = \deg(\pi_1)$, if $(\pi_1)$ is homogeneous,
3. $I((\pi, \sigma) \otimes (\sigma, \sigma_1)) = I(\pi, \sigma) \otimes I(\sigma, \sigma_1)$.

Proof. All this follows formally from Definition 7.1 using the identity principle and the bivariant formalism (as explained for example in [5]). $\square$

Remarks. (1) Applying Theorem 7.5 we get the tree level system of Gromov-Witten invariants for convex varieties.

(2) By applying a realization functor, we get Betti, $\ell$-adic, deRham or Chow Gromov-Witten classes.

(3) Theorem 9.2 implies all the axioms for Gromov-Witten classes listed in [15]. Perhaps only Formula (2.7) is not quite evident. In view of its importance (it implies that the fundamental class remains the identity with respect to quantum multiplication), we will show that it follows from the rest of the axioms. In fact, assume that

$$\langle I_{0,3,\beta}(\gamma_1 \otimes \gamma_2 \otimes e^0) \rangle \neq 0.$$

Choose a divisorial class $\delta$ with non-vanishing intersection with $\beta$. In view of the Divisor Axiom, we must then have

$$\langle I_{0,4,\beta}(\gamma_1 \otimes \gamma_2 \otimes \delta \otimes e^0) \rangle \neq 0.$$

In view of (2.6), the last class is the lift of
\[ \langle I_{0,2,\beta} \rangle (\gamma_1 \otimes \gamma_2 \otimes \delta). \]

But this cannot be non-vanishing simultaneously with (8) because the Grading Axiom does not allow this.

More generally, this argument shows that whenever \( \epsilon_0 \) is among the arguments, then \( \langle I \rangle = 0 \) for \( \beta \neq 0 \), any genus, any \( n \). Geometrically: ‘if one of the points on \( C \) is unconstrained, the problem cannot have finitely many (and non-zero) solutions.’
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