MATH 223: Matrix Inverses. Richard Anstee

Theorem 1 Let A be an n x n matriz. The following are equivalent.

i) A1 erists (we say A is invertible or nonsingular ).

ii) Ax = 0 has only one solution, namely x = 0.

ii1) A can be transformed to a triangular matriz, with nonzeros on the main diagonal, by elementary
oW 0perations.

iv) A can be transformed to I by elementary row operations.

Proof: We can verify by Gaussian elimination that iii)= iv)=- i)= ii)=- iii), the last implication
following because there can be no free variables (the system Ax = 0 is always consistent) and so

elementary row operations must result in every variable being a pivot variable.
Finding A~}

1 0 2
Let A=|0 1 1
1 11
To solve for A~! we can solve
1 0 0
AX1 = 0 y AXQ = 1 y AXg = 0
0 0 1

and it makes sense to solve for all three vectors X1, X», X3 at the same time:

A I
102 100
011 010
111 001
EA B
5 (1)(1)8 10 2 1 00
R 01 1 0 10
01 -1 -101
EyEi A EyE,
E—(l)(l)g 10 2 1 0 0
o 0 -1 1 01 1 0 1 0
00 -2 -1 —-11
10 0 EsEyEWA EsEy)E,
102 1 0 0
Es=101 0
00 —1/2 o011 0 1 0
001 1/2 1/2 —1/2
10 0 1 0 —2 EsE BBy WA EsEyFE3EyE,
E 01 —1]|,E 01 0 100 0 -1 1
4= — ,Es = -
00 1 00 1 010 —1/2 1/2 1/2

001 1/2 1/2 —1/2
Thus we have (E5E4E3E2E1)A = I and so A_l = E5E4E3E2E1 and A = E;lEglEglEilEgl



By the way, always check your work:
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