Y,1-Y,
Eg: For the Euler Method % = f(xn,Y,) the truncation error is:
2
- Un +hyl, + 9"+ —y
Tn = w o f(‘rn?yn) == - 2h - - - f(xmyn)) = O(h)

Consistency:

A difference equation is consistent with a differential equation if the truncation error — 0 as
h — 0.

Differential equation you want to
Note: Consistency = Difference equation "9 solve and not some other
differential equation

Convergence:

A difference method converges with order p if for h sufficiently small

Y, (h) —y(nh)] < C(b—a)h? for nh < (b—a).

Theorem: The FE method converges with first order accuracy on [a, b]

Proof: Let e, =Y, —yn and let L = max‘g—i’ f el a,b]

Yori = Yo+ hf(zn,Yn)

h2
Yntl = Yn +hf(Tn,yn) + ?y”(é)
h2
Subtract eni1 = en+h{f (Tn,Yn) = f(@n,yn)} — ?y”(f)
Since f € C' using the MVT
|f(@n: Yn) = f(@n, Yn)| = | Fy(@n: 9)| [Yn — ynl < Llen|
Alsolet ¢ = fo+ ff, € C°a,b] = there exists an M :

Y (/2 < MVE € [a,b]
’ lent1] < (14 hL)|en| + Mh2, ey = O‘ A Difference inequality for the error.

Mh2 = Local truncation error.

Consider the difference equation:

Eni1=(1+hL)E,+Mh?>  Ey=0 (%)

Claim: |e,| < E,
PF: Induction n = 0 trivial since Ey =0 = eg

lens1] = (1 + hL)|en| + Mh? < (1 + hL)E, + Mh* = E, .,



Solution to (*)

Homog: E, = A(1+ hL)"

Particular: E, = D = D = (1 + hL)D + Mh?> — D = =M _ My,

- E, = A(l+hL)" - Mh/L
Ey = 0=A—Mh/L

M
Mh
'.|en| < T{(l-ﬁ-hL)n—l} e >1+zx
Mh
< - (ehL" - 1) since g(x) = ¢* — 1 — x is increasing on [a,b].

len] < % (eL(b_“) — 1) h = O(h) <— Global truncation error

Notes:

1. Local truncation error (LTE): O(h?) & Global truncation error (GTE) O(h)

A

Essentially NO(h?) = O(h) ‘

2. Since we are primarily interested in the GTE, many authors only define the truncation error
as was done above and refer to it as the truncation error.

How about a general convergence theory?

— We don’t want to have to repeat the above theorem for each new scheme.

— The key elements of a convergence theory to prove convergence of the solution to a difference
scheme to the solution to the initial value problem ¢’ = f(z,y) y(0) =y.

e Consistency - truncation error is small enough that as h — 0, the difference equation — the
differential equation you want to solve and not some other equation.

e Stability — Roundoff errors do not grow as the solution evolves.

Eg: Consider the IVP ¢/ = Ay y(0) = 1 with the solution y = ¢** and the difference scheme

h
Yn+2 - 2Yn+1 +Y, =~

9 [f(xn+27 Yn+2) - f(mn; Yn)] :

For this problem



Voo = 2Ypq1 + Y, = 2 [V — V], with IC Yy =1,V = 1.

Plug in solution to ¢ = \y

T — Yn+2 = 2Yn+1 + Yn . i [ynJrQ - yn}
" h2 2 h
2 )
Un + 2hyl, + ZRy 4 0(h3) - 2 {yn +hyl, + By + 0(h3)} +Yn ) {yn + 2Ry, + - yn}

B2 9 h
(Yl — \yl,) + O(h) so the method is consistent.

Let us see how small perturbations to the solution will propagate.

1) We look for a solution to the homogeneous difference equation (*)

h h
9"¢<1—2>92—29+(1+2>=0

1i5\/4—4(1— (%)2) _ 1= (/2
(1—hA/2) 1-2)

Yo

1+ (hX)/2

=L T2

with roots =

2) Let us assume that the perturbations take on the form Yy = §, Y1 = 6 and that

hA
Yn+2 - 2Yn+1 + Y - ? [Yn+2 - Yn] + h(5
Let us see how these perturbations will propagate:

Particular solution: Assume Y,, = C' a constant
hA

We note that C' is a solution to the homogeneous equation so we look for a particular solution of
the form

Y, = nc

(n+2)c — 2(n+1)c+nc= %[(n—l—Q)c—nc] + hd

hxc+hd =0
c=—=4/\
nY, = —nd/A is a particular solution.

General solution

- 14+ hA/2\"

Y = A+B=9$¢
1+ hA/2



oo (03)) -

B(h)\) = —6/A

o B = —§/h\? A=6—-B=0(141/h)\?)
o 1 § (1+h\/2\" nd
Y= 5(1+w> W<1—m/2> P

Now as h — 0 and n — oo in such a way that nh = x constant we observe that Y,, — oo

Eg: Stability: Consider the model problem
v =Xy y0)=1 with y = e
and consider the solution generated by the Euler scheme
Yot1 — Yn = hAY,
and consider perturbations of the form Yy =14 § and look at
Yii1 — Yo =hA\Y, +hé Yo =0¢ (Subtract out the exact solution to the DCE)

Homogeneous eq: Y,, = 0"
0= (14 h\)

Particular solution: Y, = ¢ — c—c=hAc+hd — c=—§/\
.. General solution is
0
Y, = A1+ h\)" —5/X Y0:5—>A—5/)\:5—>A:X(1+>\)

If A\ <0 and h — 0, n — oo in such a way that hn = z a constant then

v, = A(l_f”“> 5/
n

ln(l—m

"> —§/A

—z[A|

n

= Aexp{ —z|)|

n—oo

;(1 + N)e®M — % which is bounded.



