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Abstract

Guttmann and Enting [Phys. Rev. Lett. 76 (1996) 344-347] proposed the examination of
anisotropic generating functions as a test of the solvability of models of bond animals. In this article
we describe a technique for examining some properties of anisotropic generating functions. For
a wide range of solved and unsolved families of bond animals, we show that the coefficigfits of
is rational, the degree of its numerator is at most that of its denominator, and the denominator is
a product of cyclotomic polynomials. Further, we are able to find a multiplicative upper bound for
these denominators which, by comparison with numerical studies [Jensen, personal communication;
Jensen and Guttmann, personal communication], appears to be very tight. These facts can be used to
greatly reduce the amount of computation required in generating series expansions. They also have
strong and negative implications for the solvability of these problems.

0 2003 Elsevier Science (USA). All rights reserved.

1. Introduction
1.1. Lattice animals

The enumeration of lattice animals is arguably one of the most famous problems in
combinatorics and is of considerable importance in the study of lattice models in statistical
physics and theoretical chemistry. Considering the intensive study that these models have
been subjected to over their4@ear history, it is perhaps a little surprising that the number
of rigorous results is very small, and that the number of models that have been solved
exactly, either implicitly or explicitly, is yet smaller.
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Fig. 1. Three basic types of lattice objects (from left to right): polyominoes, site animals and bond animals.
Polyominoes and site animals are equivalent under lattice duality; the polyomino and site animal depicted here
are equivalent to one another.

There are three basic types of lattice objects; polyominoes, site animals and bond
animals. A polyomino is a finite connected set of lattice facescéils), a site animal
is a connected set of lattice vertices @teg and a bond animal is a connected set of
lattice edges (obondg; all are defined up to translation (if two animals are equal under
some translation, then we consider them to be the same animal). By replacing each cell
of a polyomino with a site at its centre, one obtains an equivalent site animal on the dual
lattice andvice versa(see Fig. 1). In this paper we will only study bond animals on the
square lattice. We will writednimal’ to mean ‘square lattice bond animal

The fundamental question in the study of animalsHeWw many animals are there that
containn bonds? Let us denote the answer to this questiondyy It is not difficult to
computec, for smalln, either with a pencil and paper or with a computer and a compiler,
simply by listing every animal witlk bonds. In principle one can do this for any but
it quickly becomes obvious that, is growing rapidly withrn and so the time it takes to
compute it is also growing rapidly with. It can be shown using a concatenation argument
[15] that the limit

lim ()" = p
n—oo
exists, and so the number of animals grows exponentiallyavitte.,c, ~ A", with sub-
exponential corrections). So although brute force methaligays work, they are not very
satisfactory, and so are not normally considered to be a solution.

More mathematically appealing are solutions in the form of (non-trivial) expressions
for ¢,, a recurrence fot, that can be computed quickly, or (as we will concentrate on
here) an expression for the generating functipiy,x”. Let us consider the enumeration
of two families of bond animals: self-avoiding polygons and staircase polygons.

Example 1 (Staircase polygons). An animal istircase polygoif each row and column
of the animal contains exactly 2 bonds, and further the lower and upper edges are directed
paths (taking only north and east steps) that intersect exactly twice.

This model is well understood and we are able to comppten a several different
(equivalent) ways:

1 For example, methods of the form: (1) input(2) list every animal with: bonds, (3) output the length of
the list.
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Fig. 2. A staircase polygon (left) and a self-avoiding polygon (right).

o the coefficiente, = 17 (%),

o the generating functior}, - cux" = (1 —2x — v/1—4x)/(2x),
e ¢, satisfiesn + ¢, — (4n — 2)c,—1 =0, withcg =0 andcy = 1.

Exact solutions (such as above) are only known for those models with severe topological
restrictions: spiral walks (see [1], for example), three choice polygons [6], a number of
families of column-convex polygons (see [2], for example), and three-dimensional convex
polygons [3]. For other problems we have to use brute force, or other algorithms that are
still exponential in time.

Example2 (Self-avoiding polygons). An animal isself-avoiding polygo(SAP) if it is the
embedding of a simple closed loop into the square lattice (the vertices of the underlying
graph are all of degree 2). Despite a great deal of effort over many years, no non-trivial
expression for the number of SAPs witlh Bonds is known. Nor do we have a non-
trivial expression for the corresponding generating function, nor do we know a non-trivial
recurrence satisfied by these numbers.

There are a number of other interesting animal models (general bond animals, bond
trees, directed bond animals, and self-avoiding walks), that have proved to be equally
difficult to count. To date, the best way of computing for these models is thénite-
lattice methodwhich is an algorithm that requires exponential time and space, but is still
exponentially faster than brute-force methods (see, for example, [7-9]).

The history of lattice animal enumeration suggests that attempts te,fifat general
families of animals are very likely to be frustrated. Rather than embarking on a (probably
doomed) effort to find a solution, we seek to examine some of the properties of the solution.
To do this we examineanisotropic generating functions; in particular, one observes
a marked difference in the “structure” of the coefficients of anisotropic generating functions
for solved and unsolved models [10,11]. The main task of this paper is to explain this
structure and explore some of its consequences.

1.2. Anisotropic generating functions

The isotropic generating function of a family of animals enumerates the animals
according to the total number of bonds. Tdr@sotropicgenerating function, on the other
hand, distinguishes between horizontal and vertical bonds. For a given bond d@himal
we denote the number of horizontal (respectively vertical) bonds it contain® hy
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(respectively| B|4). Generally speaking, it is not difficult to extend isotropic techniques
(be they exact solutions or numerical expansions) to the anisotropic case, so one can obtain
the anisotropic generating function without having to do too much more work.

Let G be a set of bond animals on the square lattice, and let us count the elem@nts of
anisotropicallyby forming theanisotropicgenerating function:

o0
gf@) = Z X‘Q“DY‘Q‘@ = Z Cn,m xnym7

Qeg n,m=0

wherec, ,, is the number of elements ¢f containing exactly: horizontal bonds angh
vertical bonds In the work that follows we write this generating function as a power series
in y with coefficients that are series.in Writing G, = {Q € G,: |Q|¢ =n} we have:

gf @, y)=) y" > xlle =3 "H,(x)y".
n=0  QeG, n=0

The coefficient ofy” in the above generating functioi#,(x), is the horizontal bond
generating function of all animals % containingz vertical bonds (the s&f,).

In some sense, the anisotropic generating function is a more manageable object than the
isotropic. Splitting the set of animadg into separate simpler subsefg, gives us smaller
pieces, each of which is easier to study than the whole. If one seeks to compute or even just
understand thisotropicgenerating function then one must somehow exaraihgossible
topologies or configuratioAghat can occur irG—it is perhaps for this reason that the
only families of bond animals that have been solved are those with severe topological
restrictions (such as column-convex polygons). On the other hand, if we examine the
generating function of,, then the number of different configurations that can occur is
always finite. For example, consider self-avoiding polygons withv@rtical bonds. If
n = 1 all configurations are rectangles.df= 2, then all configurations are vertically
and horizontally convex, while if= = 3 all configurations are verticallgr horizontally
convex. The anisotropy allows one to study the effect that these configurations have on the
generating function in a more controlled manner.

Similarly, instead of trying to study the properties of the whole (possibly unknown)
generating function the anisotropy breaks the generating function into separate simpler
pieces,H,(x), that can be calculated exactly for smallBy studying the properties of
these coefficients, particularly their singularities, we can obtain some idea of the properties
of the generating function as a whole.

2 |f we are considering a set of polygons, then the numbers of vertical and horizontal bonds are always even
numbers, and so rather introducing extraneous factors of 2 we will enumerate families of polygons according
to their horizontal and verticdlalf-perimetergbeing exactly half the number of horizontal and vertical bonds).
Rather than defining different notation for polygons we will simply téRé., and|B|4 to mean the horizontal
and vertical half-perimeters when discussing a set of polygons.

3 We are being deliberately imprecise here—we will be more precise below.
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1.3. Some examples

Let us consider the anisotropic generating functions of staircase polygons and self-
avoiding polygons. However, before we do so, we need to define the family of
polynomials that appear throughout the following work—in particular, we will show
that the coefficientsH, (x), can be expressed in terms of rational functions of the form
x¥/(1 — x¥), and so the factors of the denominatorseyelotomic polynomials

Definition 1. The cyclotomic polynomials¥,(x), are the factors of the polynomials
(1 —x™). In particular,(1 — x") = ]_[k‘n Y (x).
The first few cyclotomic polynomials are underlined below.

i 1-x)=(>1A-x),

Wy (1-x%)=1-x)1+x),

vy (1-x%)=@1- x)(l+x+x2)

—x)(1+x)(1+x ).

Us: 1—x° —x)(1+x+x2+x3+x4),

1-—x5

(1-x%)=
(1-+%)
Yy (1—x4)
(1=
e ( )= 1 —)(L+x)(1+x +x%)(1—x +x?).

We call ¥ (x) the kth cyclotomic polynomial, and say that it itsder is k. For any given
integers{o; }; >1, the we have the following factorisation

[Ta-)"=]T [] wen* = ]"[wk(x)zd et

n=1 n=1k=n/d

Example 3 (Staircase polygons). The anisotropic generating function of staircase poly-
gong is known in closed form [16]:

P(x,y):%(l—x—y—\/(1—x—y)2—4xy).

ExpandingP (x, y) as a power series in gives:

X X x(1+x) 3 x(1+3x +x2) 4
P(x,y) =
G = T Y Ao Y a—ny
x(1+ 6x + 6x2 + x3) 5
y +
(1—x)°

4 Since this is a family of polygons the generating function enumerates anisotiaffiperimeter the
coefficient ofx™ y" is the number of staircase polygons wittr Borizontal bonds andi2vertical bonds.
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The coefficientsH, (x), have the following properties:

H, (x) is a rational function of;

the degree of the numerator Bf,(x) is (n — 1), foralln > 2;

the denominator off, (x) is (1 — x)2*1;

the coefficients of the numerators are positive, symmetric and unimodal.

Many other polygons models for which a closed form solution is known (such as the
subsets of column-convex polygons) have similar properties (though the symmetry of
numerator coefficients is lost in some cases) [4].

Similar properties have also been observed in three choice polygons and staircase
polygons with a single staircase hole [4]—for these models no closed form solution exists,
but their series expansion can be computed in polynomial time [6].

Example 4 (Self-avoiding polygons). The generating function of self-avoiding polygons,
P(x,y), remains elusive, and so its coefficients must be computed either by brute-force or
the finite-lattice method. Expandir®)(x, y) as a power series in, one observes [13] that

the coefficientsH, (x), (which have been computed up to ordet 14) have the following
properties:

H,(x) is a rational function ofk;

the degree of the numerator Hf, (x) is equal to the degree of its denominator;
the coefficients of the numerators are positive and unimodal, but not symmetric;
if we write the denominator off,,(x) as D, (x), then the first ten are:

Di1(x) = (1—x),

Da(x) = (1—x)°,

D3(x) = (1-x)°,

Da(x) = 1—x)",

Ds(x) = (1-x)°(1+x)2,

De(x) = (1—x)"(1+x)*,

D7(x) = 1= +0)°(1+x +x

’

3

3

’)
Dg(x) = (1—x)®°(1+x)8(1+x +x?)
Do(x) = 1— )1+ 001+ x +x?)°,

D1o(x) = (1— )1+ 0)2(1+x +22) (1 +x?).
This suggests that a new cyclotomic factor enters every third coefficient. Further, it

enters with exponent 1, and increases by 2 in each subsequent coefficient (with the
exception of(1 + x) which has exponent 1 less than this pattern predicts).



234 A. Rechnitzer / Advances in Applied Mathematics 30 (2003) 228-257

Many other unsolved animal models (such as directed bond animals and lattice trees)
display similar properties [10,11,13,14].

The denominator structure of self-avoiding polygons is starkly different to that of the
previous (solvable) example. The denominators of staircase polygons contain only a single
cyclotomic factor(1 — x), and soH, (x) contains only a finite number of polesas> co.

On the other hand, if one extrapolates from the observed pattern of self-avoiding polygon
denominators, then every cyclotomic factor will appear eventually, and,ga) has
a dense set of poles ¢gn| =1 asn — oo.

The observation of this demarcation between the properties of solved and unsolved
families of bond animals led Guttmann and Enting [11] to propose it as a (numerical)
test of thesolvability of a modeP In particular, if a function,P(x, y), has coefficients
whose poles form a dense set or] = 1, then the function is not a member of the
most common functions of mathematics and physid#fferentiably-finitefunctions (see
[17,24]). In contrast, the generating functions of most solved models are differentiably-
finite. The techniques described in this paper form the basis of a proof that the anisotropic
generating function of self-avoiding polygons is not D-finite—this will be discussed in
another paper [21] (see also [22]); this result is also being extended to other models
[19,20].

The remainder of this paper is concerned with proving some of these observed
properties of the coefficient#], (x).

In Section 2 we develop a technique, which we ¢eltuspicy that shows how the
set of bond animals may be partitioned into equivalence classes, so that each class has a
simple rational generating function whose singularities are related to the horizontal bond
configurations in the elements of the class. As a direct consequence of this one can show
that H, (x) is rational, that the degree of its numerator is at most that of its denominator,
and that its denominator is a product of cyclotomic polynomials.

In Section 3 we demonstrate how particular configurations of horizontal bonds give
rise to the cyclotomic factors in the denominators of the coefficients of the anisotropic
generating function, and then apply this result to a number of solved and unsolved
models.

In Section 4 we prove a multiplicative upper bound for the denominatéf,¢%) for
a wide range of families of bond animals—that is, we find a sequence of polynomials,
{Bx(x)},>0, such that the denominator &f, (x) divides B, (x). This upper bound may be
used to greatly reduce the amount of computation required in computer-aided expansions
of anisotropic generating functions—specifically it shows tHatx) may be computed
exactly from the firsD (n®) terms of its expansion.

5 Similar patterns have also been observed in the thermodynamic functions of the Ising and Potts models
[10,11]. Such functions can be interpreted as enumerating families of graphs on the square lattice with
complicated weights; the weights can be negative and the graphs can be disconnected. We hope to extend the
techniques described in this paper to these problems.
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2. Haruspicy

The technique we shall describe below allows us to determine properties of generating
functions; both those known in closed form and those for which exponential time
algorithms remain the best approach. This technique works by examining of horizontal
bond configurations within specially chosen lattice animals and so we have used the word
“haruspicy to describe it. Haruspicy (pronounceds’mspisi”) is the art of divination by
the examination of the forms and shapes of the organs of animals [5], and so seemed an
appropriate term.

Let us start by considering the set of all self-avoiding polygons containing 2 vertical
bonds; this is simply the set of all rectangles of height 1, and its horizontal half-perimeter
generating function is /(1 — x) (see Fig. 3).

The smallest polygon (or the minimal polygon) in this set is the unit square. We can then
obtain the other polygons from the unit square by “stretching” or “growing” the horizontal
bonds (see Fig. 4). The unit square has generating function simply givendbsetching
the horizontal bonds to length gives ann by 1 rectangle that contributes' to the
generating function. Summing over all possible “stretches” g%lx" =x/(1—x)
as required.

By reversing the stretching process, we can think of squashing the rectangles into shorter
and shorter rectangles until we reach the unit square. This squashing process gives a (total)
order on this set. The smallest element of this set under this order is the unit square.
This idea can be extended to other animals, and we will introduce two different ways of
“squashing” general animals. By examining the contents of these “squashed” animals and
“stretching” them we can determine certain properties of anisotropic generating functions.

2.1. Columns, sections and partial orders

Definition 2. We will define acolumnof a given animal to be the horizontal bonds within
a single horizontal lattice spacing of the animal. See Fig. 5. If the column coritains
horizontal bonds we say it is /acolumn. The number of-columns in an animald, is
denoted by (A).

Fig. 3. Self-avoiding polygons containing exactly 2 vertical bonds. The horizontal half-perimeter generating
function of this set ist/(1 — x).

— B —

Fig. 4. Stretching or growing the horizontal bonds of the unit square will give any self-avoiding polygon with 2
vertical bonds.
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Fig. 6. Section linegthe heavy dashed lines) split the animal (in this example it is a polygonpages Each
column in a page is section This polygon is split into 3 pages, each containing 2 sections. 10 vertical bonds lie
between pages and 4 vertical bonds lie within the pages.

Definition 3. We construct thesection linesof an animal in the following way. Draw
horizontal lines from the extreme left and the extreme right of the lattice towards the animal
so that the lines run through the middle of each lattice cell. The lines are terminated when
they first touch a vertical bond (see Fig. 6).

Cut the lattice along each section line from infinity until it terminates at a vertical bond.
Then from this vertical bond cut vertically in both directions until another section line is
reached. In this way the animal is split inbages(see Fig. 6); we consider the vertical
bonds along these vertical cuts to etweenpages, while the other vertical bonds lie
within the pages.

We call asectionthe set of horizontal bonds within a single column of a given page.
Equivalently, it is the set of horizontal bonds of a column of an animal between two
neighbouring section lines. A section withhorizontal bonds is &-section. The number
of k-sections in an animal, is denoted by (A).

Definition 4. We say that a column is@uplicate columrif the column immediately on its
left (without loss of generality) is identical and there are no vertical bonds between them
(see Fig. 7). We similarly defineduplicate section

One can squash or reduce animalslbietionof duplicate columns by slicing the animal
on either side of the duplicate column, removing the column and recombining the animal,
as illustrated in Fig. 7. By reversing the column deletion process we difiplecationof
a column. We definsection-deletiomndsection-duplicationn an analogous manner.
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Fig. 7. Surgery. The process of column deletion. The two indicated columns are identical. Slice either side of the
duplicate and separate the polygon into three pieces. The middle piece, being the duplicate, is removed and the
remainder of the polygon is recombined. Reversing the steps leads to column duplication.

A

B C
= =5
=

o

Fig. 8. PolygonA is reduced by a sequence of column deletions to polygdwhich is column-minimal) and
a sequence of section deletions to polygor(which is section-minimal).B can be reduced t@ by section
deletions, and hence is not section-minimal.

Using column- and section-deletion we can define two relatispgnd <;, on the set
G, of animals withn vertical bonds.

Definition 5. For any two animal®, Q € G,, we define the binary relations, and=<; by
stating that:

e P <. Qif P=Q or P can be obtained fron® by a sequence of column-deletions,
° ?)nis Q if P = Q or P can be obtained fron® by a sequence of section-deletions.
See Fig. 8 for example.
From this definition we immediately obtain the following lemma

Lemma 1. The binary relations<. and <; are partial orders on the set of animals.

Proof. Let A, B, andC be animals. A partial order must be reflexive, anti-symmetric and
transitive. We state the proof for.—the proof for<; is identical.

Reflexive.By definitionA <. A.
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Anti-symmetric.If A <. B, then eitherA = B or |A| . < |B|s. Similarly if B <. A then
eitherA=B or |A|s > |B|o.HenceifA <. B andB <. A thenA = B.

Transitive. If A <. B then there exists a sequence of column-deletions that fakesA.
Similarly if B <. C, then there exists another sequence of column-deletions that
takesC to B. Concatenating these gives a sequence of column-deletions that takes
CtoA,andhenced <. C. O

The first fact we can establish about these partial orders is to show that one implies the
other:

Lemma 2. Consider two bond animalg and B then
A<,B = A=X;B.
The converse is false.

Proof. Consider a duplicate column iB. The sections within this column must also

be duplicate sections. The animal obtained by deleting column, can also be obtained by

deleting the sections within the column. Hence if we obtaifrom B by a sequence of

column-deletions, then it can also be obtained by some sequence of section-deletions.
One can readily construct examples to show that the converse of this statement false.

Consider animal® andC in Fig. 8. Itis the case that <; B, butC 4. B. O

2.2. Minimal animals and equivalence relations

If we take an animal and start to remove duplicate columns then we cannot reduce
the animal to nothing. At some point we must reach an animal that contains no duplicate
column. This animal we call a column-minimal animal. A little more formally we may
write:

Definition 6. A column-minimal animal A, is an animal such that for all animal
satisfyingB <. A, thenB = A. l.e., A cannot be reduced any further. We defirseation-
minimal animalin a similar way.

It is natural to ask that ifA reduces to a column-minimal anim&l and to a section-
minimal animalC by some sequences of column- and section-deletions (respectively) then
what is the relation betweek andC?

Lemma3. If an animal, P, is section-minimal then it is also column-minimal. The converse
is false.

Proof. Consider the contrapositive of this statement. If an aninfaljs not column-
minimal, then there exist® such thatQ <. P. By Lemma 2,0 <; P, and soP is not
section minimal. The animals depicted in Fig. 8, show that the converse of the lemma is
false. O
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Consider an animaC that reduces to some column-minimal animalby some
sequence of column deletions. The next lemma tells usAhgin fact unique.

Lemma 4. Every animalC reduces by column-deletions to a unique column-minimal
animal. Similarly every animal reduces by section-deletions to a unique section-minimal
animal. The column-minimal animal and section-minimal animal reached ¢far@ed not

be the same.

Proof. The columns of any animad;, can be encoded (from left to right) as a sequence of
columns(c}*, c3?, .. ., c-j.‘-’), wherec" indicatesy; repetitions of the colume;. Enforcing
the additional constraint that # ¢;+1 will ensure the uniqueness of the. Removing
all duplicate columns will reduc€ to some animald, that is encoded by the sequence
(1, ¢, ..., c}). Clearly this is unique.

To prove the same result for section-deletion we note that section-deletion does not
delete pages, nor does it move sections between pages, and so one can apply the above

idea to the sections within each page of the animal.

Since every animal reduces to a unique minimal element by column deletion (or section
deletion), the set of animals can be written as the disjoint union of posets, each of which
contains a single minimal animal. Using this idea we can construct two equivalence
relations on the set of animals:

Definition 7. We say that two animalsi and B, arecolumn-equivalenif both A and B
reduce to the same column-minimal animal. In this case we write. B. Similarly we
say that two animals4d and B, aresection-equivalerif both A and B reduce to the same
section-minimal animal. In this case we write~; B. See Fig. 9 for examples of column-
and section-equivalence.

Lemma 5. Column-equivalence and section-equivalence are equivalence relations.

Proof. It follows almost directly from the definitions that column- and section-equivalence
are reflexive, symmetric and transitive

Fig. 9. The top two animals are column-equivalent (and so also section-equivalent), while the bottom two are
section-equivalent butot column-equivalent.
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Definition 8. Using the column- and section-equivalence relations, one can partition the
set of animals into equivalence classes each of which can be characterised by the column-
minimal (or section-minimal) animal within the class. We refer to the equivalence class
of a column-minimal (respectively section-minimal) animal,as thecolumn-expansion
(respectivelysection-expansiopof A. We write:

Xc(A) ={Be€G|A=.B}, )
Xs(A) = {BeG|A=B}. 2)

Note that all the elements in such an expansions must have the same number of vertical
bonds. We write the horizontal bond generating function of the expansion of a minimal
elementA, as

G.(A) = Z x!Bleif Ais column-minimal (3)
BeX.(A)

Gs(A) = Z x!Ble if Ais section-minimal (4)
BeX,(A)

Sinceg, is partitioned into equivalence classes, its generating funcligty), can be
written as the sum of the generating function of each equivalence class.

Lemma 6. Let M. and M, be the sets of column-minimal animals and section-minimal
animals(respectivelyof G,, then

Hy(x)= Y xFfle= 3" G.(A)= ) G,(A).

Begn AEMC AEMS

Proof. Since each animal i, is an element in the expansion of exactly one minimal
animal the result follows. O

Let us consider a set of bond animadk,, the elements of which contain exacty
vertical bonds. We now ask how many equivalence classes (or minimal animals)are in
The exact number depends upon the family of animals under consideration, but we can
show that it is finite.

Lemma?.If G, is a set of animals with vertical bonds, then the set of minimal elements
in G, (w.r.t. either partial ordeyj is finite.

Proof. By Lemma 3 every section-minimal animal is column minimal, so it suffices to
prove the above lemma for column-minimal animals. We first show that all column-
minimal animals withn vertical bonds have finite height and width.

Let P be a column-minimal animal ig,. Obviously P cannot contain more thain
rows. Since there are no duplicate column#®irbetween each pair of columns Bfthere
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Fig. 10. Two pairs of consecutive columns are highlighted in this column-minimal animal. Between such
consecutive columns there must be either a vertical bond (left) or a vertex of degree 1 (right).

must either be a vertical bond, or at least one horizontal bond must terminate, leaving
a vertex of degree 1. See Fig. 10.

Let us bound the number of vertices of degree 1. If there are no vertical bonds, then
there can be at most 2 vertices of degree 1. Each vertical bond can be attached to at most
4 lines of horizontal bonds. Hence there can be at most 4 vertices of degree 1 connected
to each vertical bond (by lines of horizontal bonds). Consequéehttan contain at most
4n + 2 vertices of degree 1—if the vertical bonds are connected together, then this number
will be lower, but we only require a rough bound. Between each pair of columns there
must be either one of these vertices or a vertical bond, so the number of colurAris in
bounded by b + 1. We shall refine this in Section 4.

Hence every minimal animal i6, fits inside a box of height and width 5 + 1. Since
there are only a finite number of bonds inside this box there can be only a finite number of
column-minimal animals. O

2.3. Dense families of animals and generating functions

Consider again the set of all self-avoiding polygons containing 2 vertical bonds. Clearly
the column- and section-minimal animal is the unit square. The equivalence class of this
animal is the original set, and so has generating funatj@t — x).

If we now consider the set of polygons having only 2 vertical bonds and odd horizontal
half-perimeter, the minimal element is the same, but now the generating function is
x/(1— x?). Worse still is the subset of polygons which have 2 vertical bondspainte
horizontal half-perimeter; it still has the same minimal element, but has a very complicated
generating function. To avoid these possibilities we restrict ourselvasrisegamilies of
animals.

Definition 9. A set of animalsg is denséf it is closed under column- and section-deletion.

Most families of animals that are studied on the square lattice are dense, though
some types of restricted self-avoiding walks [12,23] are not (e.g., the anti-spiral walk).
Self-avoiding polygons on thbexagonal latticeare often considered (particularly for
the purpose of computer aided enumeration) as polygons on the square lattice with the
additional restriction that vertical bonds can only be placed according to a brick-work
pattern—i.e., every second vertical edge is disallowed (see Fig. 11). Removing a duplicate
column from such a polygon gives a polygon that violates the brick-work rule, and hence
this family of animals is not dense. It should be possible to adapt the haruspicy techniques
to animals on the brick-work lattice by requiring duplicate sections and columns be
removed in pairs.
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Fig. 11. The highlighted columns in the left hand polygon are duplicates. Removing one of the duplicate columns
results in the polygon on the right which has a vertical bond where there is no edge on the brick-work lattice.

If we restrict ourselves to the examination of dense families of animals, then the
generating functions of equivalence classes are simple rational functions.

Lemma 8. If P is a column-minimalrespectively section-minimjahnimal in adense
family of animals then its expansion has the following generating function

ko P
Ge(P) = H(l_xk> (5)

k

xk ok (P)
<respectively G4(P) = H(W) > (6)
k

Proof. We state the proof for column-minimal animals. LBt be a column-minimal
animal; it can be encoded as a sequence of colu@s. ., ¢;), with ¢; # c;11. Since

P is part of adensefamily of animals, given anw = (a1, ..., «;) € Z*/ there exists an

animal Q encoded by a sequence of colunta¥', .. ., c(;j).
So '

X.(P) = U{c‘fl, ) ..,c‘;j},
o

xleile

G.(P) = HZ(X‘C”@)% :nm’ @)

1

where|c;|« is the number of horizontal bonds in. The result follows. The proof for
G,(P) can be constructed in a similar way; instead of treating the animal as a whole, one
considers the section configurations in each page in turn.

Directly from this we can deduce some of the properties of the coefficieyit of the
anisotropic generating function of a dense set of animals:

Theorem 9. If P(x,y) = Z@O H,(x)y" is the anisotropic generating function of some
dense family of animals;, then

e H,(x) is a rational function
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o the degree of the numerator df,,(x) cannot be greater than the degree of its
denominatorand
o the denominator of{, (x) is a product of cyclotomic polynomials.

Proof. From Lemma 6H,,(x) is the sum of the generating functions of the expansions of
each of the minimal elements #,. Lemmas 7 and 8 imply that this sum is a finite sum of
rational functions with the desired properties. The result follows.

In the next section we further refine the above theorem to give more detailed information
concerning the denominator factors, and then apply this to a number of models, both solved
and unsolved.

3. Denominator factorsand applications
3.1. The denominator dff, (x)

We can sharpen Theorem 9 to determine which cyclotomic factors can appear in the
denominator ofH, (x) by noting that the denominator @ ;(A) can only contain the
cyclotomic facton (x) if A contains aK-section, wher& is some integer multiple df.

Theorem 10 (Poles, columns, and section).H, (x) has a denominator facto@; (x),
thengG, must contain a column-minimal animal containingacolumn for some& e Z+
divisible byk. Further if H,(x) has a denominator factog; (x)*, thengG, must contain
a column-minimal animal that containmscolumns that are& -columns for somépossibly
differen) K € Z* divisible byk.

Similar results hold fok-sections and section-minimal animals.

Proof. The proof is identical for both partial orders. We state it here for section-minimal
animals. LetM = {M;} be the set of section-minimal animalgj,, .

)CK

ok (M;)
ZGS(Mi)ZZl_[<1_xK> K :ZX\MH@ l_[lpk(x)*zdﬂkd(Mi)
i i K i k

(some polynomial inc)
Hk W () Mk

Hy(x)

3

whereur < max{_, ora(M;)}—this is an inequality since the numerator and denomina-
tor could share common cyclotomic factors. Consequently, if there is no minimal element
M; containing aK -section (for someX divisible byk) thenu; = 0, and the denominator
cannot containy; (x).

Similarly, if for all M; € M the sum,Zd>1akd(Mi) < «a, (i.e., there is no minimal
animal that containg or more columns that ar& -columns forK divisible by k) then
M <a. 0O
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Using the above theorem we can bound which cyclotomic factors may occur in the
denominator ofH, (x). More specifically, we can find a bound on the maximum order of
cyclotomic factors appearing in the denominatorif(x), by finding the highest order
section or column appearing in a minimal animain The next lemma tells us which of
the two partial orders will give the tighter bound.

Corollary 11 (Denominators with<; and=<.). Let G be a dense family of animals, and
let M. (respectivelyM;) be the set of column-minimélespectively section-minimal
animals ofg,,. Let

¢ = max{k | 3A € M, with yx(A) > 0} and
s = max{k | 3A € M, with o3 (A) > 0}.

Thens < c. Moreover, ifg; is a factor of the denominator df, (x) thenk <s.

Proof. Accordingto Theorem 10, if there is a factorsf(x) in the denominator off, (x),
then there must be a minimal animal that hak @ection (for someK divisible by k).
Take a section-minimal animaj,, with ans-section. Sinc&l is section-minimal, it is also
column-minimal, and so contains a column with at leasbrizontal bonds, se<c. O

If we can show that no animal ig, contains a column or section with more than
horizontal bonds, then Corollary 11 implies that the denominaték,gk) can only contain
cyclotomic factors of ordex k. Further, it implies that if we wish to attempt to find such a
bound, it is better to find the maximum number of horizontal bonds occurring in a section
(the number), rather than the maximum number of horizontal bonds in a column (the
numberc), sinces < ¢, and gives tighter bounds on the order of the cyclotomic factors that
can occur.

To illustrate Corollary 11, consider the polygons in Fig. 12 enumerated by their hori-
zontal half-perimeters. One can see that

XS(P) :XC(P) ) XC(Q) ) XC(R)
and hence

Gs(P)=Gc(P)+Gc(Q)+ Ge(R),

Fig. 12. PolygonsP, Q, andR (from left to right) are all column-minimal, bup and R reduce toP under=;.
So while P contains only 1-sections, all contain 1 and 2 columns.
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where

3 3

_ Ge(P)= — >
(1—x)% T 1=-x)2A+x)

4 )C4
A-va+n WP =amparo

Gs(P) =

Ge(Q) =

So the column-minimal polygorsuggesthe existence of a higher order cyclotomic
factor, (1 4 x), which the section-minimal polygon does not. Summing over all minimal
diagramawill give the same generating function, but there wilhlb@recancellations using
column-minimal animals.

3.2. Applications

Theorem 10 tells us that if there is no animal@p that contains & section (or
a K-section for anyK being an integer multiple of), then the denominator off, (x)
does not contain a factor @, (x). Further, if there is noninimal animalthat containsy
k-sections irng,, (or a total ofe K-sections for anyk being an integer multiple df), then
the denominator of{, (x) cannot contain a factor af (x)“. In the following corollary we
apply this idea to a number of solved and unsolved families of animals.

Corollary 12. We have the following results on the coefficient denominators in the
anisotropic generating functions of various families of dense animals

e The coefficient o§” in the anisotropic generating function of any subset of column
convex polygons can only contain denominator factars x).

e The coefficient of” in the anisotropic generating function of any subset of row convex
polygons can only contain denominator factots- x).

e The coefficients of” in the anisotropic generating function 8fchoice polygons can
only contain denominator factod — x) and (1 + x).

e For any dense family of anima{such as bond animals or lattice tréesontainingn
vertical bondsg,,, the horizontal bond generating functidf, (x), cannot contain the
denominator facto (x) if n < 2k — 2.

e The exponent of (x) in the denominator ofz;_»(x) is at mostk.

Proof. We claim that all of the above families of animals are dense, and this fact may be
easily checked. We proceed by showing how many vertical bonds are required to construct
an animal that contains a given numberiegections, and then the results follow by
application of Theorem 10.

Consider the polygons given in Fig. 13.

e Column convex polygons by definition can only have 2 horizontal bonds in each
column and hence only contain 1-sections.

e Row convex polygons containirigrows, can havé-columns, but they are restricted
to only have 1-sections due to row convexity.
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Fig. 13. A column convex polygon, a row-convex polygon and a 3-choice polygon.

- o i

Fig. 14. A single 6-section requires 10 vertical bonds. Between the left of the rightmost 6-section and the right
of the leftmost 6-section there can be at most 12 vertices of degree 1, but at least two of these are required to
connect the left of the animal to its right.

e Each column of a 3-choice polygon can contain at most 4 horizontal bonds, and so all
3-choice polygons contain only 1- and 2-sections.

Consider the animals drawn in Fig. 14.

e To construct &-section, at leasti2— 2 section lines need to be blocked, each requiring
a single vertical bond.

e An animal containing @&-section and exactly2— 2 vertical bonds must be of height
k — 1. In such an animal if twdg-sections are in adjacent columns they must be
identical, and so the animal is not section-minimal.
From thek — 1 vertical bonds on the left (and similarly on the right) there can be at
mostk lines of horizontal bonds towards the right (and left). One of these lines from the
left must connect to one of the lines from the right, leavikg-22 lines of horizontal
bonds that can terminate in a vertex of degree 1. Hence between the vertical bonds on
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the left of thek-section and those on the right, there can be at most 2 degree one
vertices.

Between each pair of columns there must be at least one of these degree 1 vertices, so
there can be a total ok2- 1 sections (between the vertical bonds). Not all of these can

be k-sections, since if twa-sections are next to each other there will be no degree 1
vertex between them. So there cankble-sections, withk — 1 not«-sections between

them. O

The above corollary does not address the problem of finding a bound on the exponent of
¥ (x) in the denominator oH, (x) for generaln andk. This requires considerably more
work and is the subject of the following section.

4. Bounding denominatorsand a weak half solution of bond animals

We are able to find a multiplicative upper bound for the denominator of general bond
animals, by finding upper bounds for the exponents of its cyclotomic factors. In a future
paper we will also do this for self-avoiding polygons (see also [22]). This multiplicative
upper bound actually determines a little over half of the unknowns in the generating
function and so can be considered, in some very weak sense, to give a little over half
a solution of this problem.

4.1. Bounding denominators

The main result of this subsection is to prove the following multiplicative upper bound
on the denominator oH, (x) (which we denoteD,(x)) in the anisotropic generating
function of bond animals:

n/2]+1
Dy (x) (wl(x>3"+1 I wk(x>2"3k+4). (8)

k=2

We obtain this bound by applying Theorem 10; the exponet,¢f) in D, (x) must be
less than the maximum number &Kfsections (wher& is a multiple ofk) that may occur
in a section-minimal animal witlh vertical bonds. We treat the cases= 1 andk > 2
separately:

e The exponent o1 (x) is bounded above by the maximum total number of sections in
a section-minimal animal. We find this bound by first finding the number of pages, and
then the number of sections that may lie in these pages. Maximising this number gives
the bound.

e Fork > 2 we use a similar idea, but it is complicated by two extra conditions. Firstly
that a page containingkasection must contain at ledst- 1 rows and so not all pages
may containk-sections, and secondly that the maximum number of sections in a page
is greater than the maximum numberke$ections in a page.



248 A. Rechnitzer / Advances in Applied Mathematics 30 (2003) 228-257

We start by finding the number of pages in an animal with a given numbers of rows with
one vertical bond and a given number of rows with two or more vertical bonds.

Lemma 13. The maximum number of pages in an animald®1 + 4R2 + 1), whereR1
is the number of rows containing a single vertical bond, atdis the number of rows
containing two or more vertical bonds. Consequently an animal Witkertical bonds can
contain at most3V + 1) pages.

Further2(R1 + R2) + 2 of these pages lie “outside” vertical bondise., only touching
vertical bonds on one sidideaving(R1 + 2R2 — 1) that lie between vertical bonds.

Proof. An animal with no vertical bonds contains a single page, while a single row animal
contains 4 pages if it contains 1 vertical bond, or 5 pages otherwise (see Fig. 15). We
proceed by appending rows to the animal (see Fig. 16).

By appending a row with 1 vertical bond, two new pages are created (to the left and right
of the bond), while one existing page may be split in two—increasing the total number of
pages by at most 3. Similarly by appending a row with 2 or more vertical bonds, two new
pages are created (to the left and right of the vertical bonds that block the section lines),
while two existing pages may be split in two—increasing the total number of pages by at
most 4. Hence the total number of pages is at m&st-8 4R, + 1. We note that the total
number of pages will be less than this if vertical bonds (blocking section lines) have the
same horizontal ordinate. The total number of pages is maximised when no row contains
more than a single vertical bond.

Fig. 15. The number of pages in a bond animal of height 0 or 1. We note that the rightmost animal contains four
pages that lie “outside” the animal and only a single page lying between vertical bonds.

Fig. 16. Appending a row with a single vertical bond adds 2 new pages and splits an existing page (middle
diagram). Appending a row with two or more vertical bonds, adds 2 new pages and splits 2 existing pages
(bottom diagram). If the new vertical bonds have the same horizontal ordinate as those in the previous row, then
less new pages will be created.
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Between two (vertically) consecutive section-lines there is always a page to the extreme

left of the animal, and another to the extreme right. The number of such pages equal to
twice the number of rows in the animal plus two, i.6.R2+ R2) +2. O

Lemma 14. A section-minimal animal witly vertical bonds contains at mo&tV + 1)
vertices of degred and at most(3V + 1) sections. This bound is tight since we can
construct a section-minimal animal with vertical bonds and3V + 1) 1-sections.

Proof. We prove this by determining the number of pages and the number of vertical bonds
and vertices of degree 1 that may ilsidethese pages, and betweersections.

Assume that the animal contai®y rows containing 1 vertical bond ang, rows
containing 2 or more vertical bonds, and hence contains at nRast-3lR2 + 1 pages.

An animal with no vertical bonds is simply a horizontal line and so contains 2 vertices
of degree 1. Consider constructing an animal by attaching new vertical bonds to an
existing animal. Each new vertical bond can be connected to at most 4 vertices of
degree 1, however in order to be connected to the rest of the animal, one of these
vertices must be connected to another vertex of degree 1 on the animal. Hence adding
a new vertical bond creates at most 2 new vertices of degree 1.

Let the number of vertical bonds in this animalVis= R1 + 2R» + M, of which at
mostM do not block section lines, and so may lie inside pages.

Such an animal can bedmpletet by appending horizontal bonds to its left and right
(see Fig. 17) so that it hag Ry + R2 + 1) vertices of degree 1 lying to the extreme
left or right of a row. Hence of the maximum possiblé 2 2= 2R + 4Ro + 2M + 2
vertices of degree 1, at mosR2 + 2M may lie between sections (not at the extreme
end of a row). If there were an animal with more than this number, then by completing
it one could obtain an animal with more thav 2 2 vertices of degree 1, giving

a contradiction.

Consider a page in a section-minimal animal. Between two sections in this page
there must be either a vertical bond, or a vertex of degree 1 (otherwise there would
be duplicate sections). Hence if a page containgrtical bonds and vertices of
degree 1, then it can contain at mest d + 1 sections.

If a section-minimal animal contains pages, withc; vertical bonds and; vertices

of degree 1 in page, then it contains at most_;_;(c; + d; + 1) sections. Hence

a section-minimal animal contain®3 + 4R» + 1 pages, withM vertical bonds and

2R2 + 2M vertices of degree one lying inside these pages, then it can contain at most
3R1+6Ro + 3M + 1 =3V + 1 sections.

Fig. 17. Any section-minimal animal (left) can bedmpleted (right) so that it has 2Ry + R> + 1) vertices of
degree 1 lying to the extreme left or right of a row.
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Fig. 18. By concatenating|‘”’-shaped configurations of bonds we obtain a section-minimal animal With
vertical bonds and B + 1 sections. This shows that the bound obtained in Lemma 14 is tight.

e By concatenating I*"-shaped configurations of bonds (each containing a single
vertical bond) we can construct a section-minimal animal Witkertical bonds and
3V + 1 1-sections. This construction is shown in Fig. 181

These lemmas are sufficient to bound the exponenkigk) in the denominator of
D, (x). We now move onto the analogous result for gendralr). Since ak-section
contains at leastk — 1) rows, we need to find the number of pages that contain at least
(k — 1) rows, and hence may contdirsections.

We determine the number of pages that contain at l@ast 1) rows, by considering
how many pages lie to the left (or right) of the leftmost (or rightmost) such page.

Lemma 15. Consider a section-minimal animai, that contains a page of height> 1.
To the left(right) of the leftmos({rightmos}) such page, there must be at leasvertical
bonds.

Further it is always possible to construct a second aningalfrom A, such that there
are h — 1 pages lying between it and tlkevertical bonds to its leffright). This does not
alter the total number of vertical bonds, nor the number of rows with one vertical bond,
nor the number of rows with two or more vertical bonds.

Proof. Without loss of generality, let us consider the pages and bonds to the left of the
leftmost page of heighi. Let us denote the page IB. Since every section-line must be
blocked, the number of vertical bonds to the leftofnust be equal to its height (this was
described in the proof of Corollary 12).

See Fig. 19. Remove all of the animal lying in the rows to the lefiPofSince this
portion of the animal is bounded above and below by section-lines, this can be done without
changing the rest of the animal. We now replace the deleted part of the animal with a new
configuration of bonds that contaihs— 1 pages, that preserves connectivity, minimality,
the total number of vertical bonds, the number of rows with 1 vertical bond, and the number
of rows with two or more vertical bonds.

The configuration of bonds we add is a staircase-like configuration and is illustrated in
Fig. 20. This configuration contairils— 1 pages, ensures connectivity and preserves the
number of rows with two or more vertical bonds. The number of rows with one vertical
bond is also conserved since each row incidentPomust contain at least two vertical
bonds.

To conserve the total number of vertical bonds we append a sequence of cells to the
bottom row of the staircase (see rightmost illustration in Fig. 20) the total number of
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Fig. 19. If an animal contains a page of heighthen one can construct a second animal that:had pages to

the left of the left-most such page. Start by deleting all of the animal to the left of the leftmost page oftheight
Then attach a staircase configuration (as described in the proof of Lemma 15 and Fig. 20) to the left of the page
of heighth.

Fig. 20. Constructing a “staircase” to be attached to a page of heigtitere arehr — 1 pages between the vertical
bonds and the page of height In order to conserve the number of vertical bonds one can attach a row of cells
(as shown in the rightmost figure). All of these cells lie in the page of height 1 and so do not alter the number of
pages.

vertical bonds can be conserved and at the same time the number of pages will remain
h—1. The sections in the page of height 1 are separated by vertical bonds, while every other
page in the staircase contains only a single section, and so minimality is conserved.

Using the above lemma we are able to determine how many pages in an animal have
height at leastk — 1) and so may contaik-sections. We are also able to determine the
maximum number of vertical bonds and vertices of degree 1 lying in these pages. These
facts will be used to determine the maximum numbek-sections in a section-minimal
animal.

Lemma 16. Since an animal containing &section must have at leagt — 1) rows with
two or more vertical bonds, consider a section minimal animal which contRinmws
with a single vertical bondk — 1+ R2) rows with2 or more vertical bonds and a total of
(R1+ 2k — 2+ Ry + M) vertical bonds. Then

o this animal contains at mosR; + 2R2 + 1) pages that may contaitsections, and
o these pages contain at ma&tR, + M + k — 1) vertices of degre&, and M vertical
bonds.
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Pr oof.

e By Lemma 13, such an animal contains at ma®t 3- 4(k — 1) + 4R> + 1 pages, of
which at mostR; + 2(k — 1) + 2R2 — 1 lie between vertical bonds and so may contain
k-sections.

e Of this maximum ofR; + 2k + 2R, — 3 pages, no animal may have more than
R1 + 2R + 1 pages of height= (k — 1). If there were such an animal, then by
Lemma 15 one can construct a new animal from this one such that it has dkledt
pages to the left of the leftmost such page, and similarly to the right of the rightmost
page. This would give a total of more tha + 2(k — 1) + 2R, — 1, contradicting
Lemma 13.

e By Lemma 14, this animal contains at mo#i2+ 4(k — 1) + 4R> + 2M + 2 vertices of
degree 1, of which@1 + R2>+ k) lie outside vertical bonds, leaving+ Ro+ M — 1)
that may lie inside the pages containingections.

e R1+2(k—1)+ 2Ry vertical bonds must block section-lines, leaving at nddstertical
bonds that may lie inside pages containkagections. 0.

Using the above lemma, one may determine how many sections lie within pages that
can contairk-sections (being those that contain at Igast 1) rows). One can then obtain
an upper bound on the number lofsections, by assuming that all of these sections are
k-sections. A much sharper result, however, may be obtained by noting that in a page
containing a given number of vertical bonds and vertices of degree 1, the maximum number
of k-sections is less than the maximum number of sections.

Lemma 17. A page in a section-minimal animal that containwertical bonds and/
vertices of degre&, may contain at mosi + |d/2] + 1) k-sections.

Proof. Two consecutive-sections in a page of a section-minimal animal, may not be
duplicates, and so must be separated either by a vertical bond, some number of sections
(that are nok-sections) or some number of vertices of degree 1.

o If there are one or more vertical bonds lying betweenktsections, then they will not
be duplicates.

o If there is some number of sections lying between thekveections, then all of these
sections must be separated by either a vertical bond, or a vertex of degree 1. Hence
between the twd-sections there must be at least two vertical bonds, two vertices of
degree 1 or one vertical bond and one vertex of degree 1.

e Thek-sections may not be separated by a single vertex of degree 1, since they would
then have different numbers of horizontal bonds and so could not bdtksbetions.
Hence there must be at least two vertices of degree 1 between them.

Consequently, between twiosections in a page, there must either be at least a single
vertical bond, two vertices of degree 1, or a vertical bond and a vertex of degree 1. Hence
the maximum number df sections in a page is+ [b/2]| +1. O
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If we consider the total number & -sections (wher& is any integer multiple ok)
in a page containing vertical bond andi vertices of degree 1, then the above lemma
still holdsexceptwhenk = 1, since two such sections need not have the same number of
horizontal bonds. For example, a 2-section and a 1-section may be separated by a single
vertex of degree 1. This is the reason for the different bounds obtained svkeh and
whenk > 2.

We are now in a position to prove an upper bound on the numbiesettions appearing
in a section-minimal animal with a given number of vertical bonds.

Theorem 18. For fixedk > 2, consider a section-minimal animal with = (2k — 2 +

R1 + 2R2 + M) vertical bonds, andR; rows containing a single vertical bond and
(R2 + k — 1) rows containing at leas® vertical bonds. This animal contains at most
(k + Ry + 3R> + 2M) k-sections.

For fixed V > 2(k — 1) and k > 2 the number ofk-sections is maximised when the
animal has the minimum number of rows—iR.,= R> =0, andM = (V — 2k + 2). The
maximum number df-sections in a section-minimal animal with > (2k — 2) vertical
bonds is(2V — 3k + 4). This bound is tight.

Pr oof.

e Since there are at moR4 +2R>+ 1 pages that can contafirsections, and these pages
contain at mosiM vertical bonds and at mostR2 + k + M — 1) vertices of degree
1 in these pages, there can be at mdst- (R +k+ M — 1) + (R1 +2R2+ 1) =
2M + 3R2 + k 4+ R1 k-sections.

e Maximising 2M + 3R2 + k + R1 for fixed k and fixedV = 2(k — 1) + R1+ 2R>+ M,
is equivalent to maximising® + 3R, 4+ R; on the surfac&®; + 2R2 + M = constant,
whereR1, Rz, M > 0. This maximum occurs wheR; = Ry =0.

e WhenR1 = R> =0, thenM =V — 2(k — 1), and the number df-sectionis M +k =
2V — 3k + 4.

e In Corollary 12 it was shown how a section-minimal animal witft 2 1) vertical
bonds andk k-sections could be constructed. In Fig. 21 a construction is given of a
section-minimal animal containirig+ 2M k-sections and/ = 2(k — 1) + M vertical
bonds. O

Fig. 21. An animal with 2 2-sections, and another with 3 3-sections. Introducing the highlighted configuration of
bonds increases the number of vertical bonds by 1 and the numbeseations by 2.
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In order to apply Theorem 10 to the above result and obtain an upper bound on
the exponent o (x) in a given denominator, we must take into account the fact that
a k-section, a R-section and so on, all contribute a factor@f(x). In order to obtain
a correct bound on the denominator we need a bound on the numbeRbf, ... sections
in an animal withV vertical bonds.

As noted above Lemma 17 does break down when considering the maximum such
sections fork = 1, since a 2-section and a 1-section can be separated by a single vertex
of degree 1, and both contribute a factonafi(x). Fortunately the other lemmas required
to prove the above theorem are not changed by considering the maximum number of such
sections.

Theorem 19. A section-minimal animal witly vertical bonds contains at mo&V + 1)
1-sections. Fok > 2, a section-minimal animal with’ > 2(k — 1) vertical bonds contains

at most(2V — 3k + 4) k-sections. Consequently the exponents of cyclotomic factors
appearing in the denominators &f, (x) are bounded above according to

o the factor¥i(x) in the denominator of4, (x) appears with an exponent of at most
3n+1,and

e the factor,W,(x), in the denominator oH, (x) appears with an exponent of at most
2n — 3k + 4 (for k > 2).

Hence the denominator @, (x) is bounded abovémultiplicatively) by

n/2]+1
Dy (x) (wl(x)“‘"“ I1 wk(x)z"—3k+4). 9)

k=2

Proof. Apply Theorem 10 to Lemma 14 and Theorem 1&

Coroallary 20. The denominator off, (x) in the generating function anydense subset of
bond animalgi.e., closed under section deletion and duplica}ignalso bounded above
multiplicatively by

n/2)+1
Dy (x) (%(xﬁ"“ [1 wk(x)z”““). (10)

k=2

Proof. If the denominator is not bounded by this expression, then there musgt BedV

such that there exists a section-minimal animal witlvertical bonds that contains more
than 2V — 3k + 4 k-sections in this dense subset of animals. However this section-minimal
animal would also be section-minimal in the set of all bond animals which contradicts
Theorem 18. O

Where such data exists, one can compare numerical expansions with the above bound,
and in the case of bond animals and lattice trees [13] the it appears to be tight (for all
the available coefficients of). For other models, such as self-avoiding polygons and
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directed bond animals, the bound is not particularly good, and finding better bounds for
these models will be the subject of future papers [20,21].

4.2. A weak half solution, and easier computation

To recap, the anisotropic generating function can be written as

Py = Hyy =3 )

y ’
n>0 n=>0 Dy (x)

where the degree of the numerator is no greater than that of the denominator. The above
multiplicative upper bound determines the denominators of these coefficients up to some
product of cyclotomic factors, and hence also gives a bound on the degree of numerators.

We can obtain a rough asymptotic estimate of the degree of the numerator and
denominator as a function afby examining the asymptotics of the degre@gtx), which
is given by the Euler totient functiopi(k). It is known [18] that) "} _; ¢ (k)/k ~ 6n /2,
and so the “averagelp (k)/k) is approximately 2. Using this one can show that the
degree of theith denominator is asymptotic ta:3/(472).

Thus there are approximately 3n%/(272) unknowns in thenth coefficient of
the asymptotic expansion of the generating function. The bound on the denominator
determines half of these, leaving 3n3/(472) that must be determined. In this way, it
can be considered in sorvery weak sense to be half a solution of the bond animal and
lattice tree problems.

From a computational point of view, the haruspicy technique greatly reduces the
amount of work required to compute anisotropic generating functions. It reaffirms (the well
observed) fact that the coefficientspare rational functions af, and more importantly,
it bounds the degrees of the numerator and denominator and so bounds the order of the
expansion necessary to fully determine each of these coefficients. Most importantly, it
determines a multiplicative upper bound for the denominator which appears to be quite
tight, and so reduces the number of unknowns (and hence the required expansion order) by
a factor of two.

In problems possessing horizontal-vertical symmetry, still more unknowns can be
determined using the < y symmetry of the generating function. In particular, if we
know the first(n — 1) coefficients ofy in the asymptotic expansion, then we know the
coefficients ofx”y’ for 0 < i < n and hence the first coefficients ofx in the expansion
of the coefficient ofy”. These coefficients can be used to determinenknowns in the
numerator polynomiaV,,. See [4] for details of this procedure.

A different but related method, has been used to find anisotropic generating functions
(see [4] for example). It works by using certain spatial and functional symmetries
of a problem, together with a knowledge of the denominators of its coefficients, to
determine some or all the unknowns in the numerators. Such techniques have been used in
combinatorics and statistical mechanics, and in certain circumstances yield full and elegant
solutions. Unfortunately it does not appear that they can be applied here.

We also note that it is possible to demonstrate the rationaliti,afc) by a transfer
matrix method (see [7-9] for example), however the dimensions of the matrix grow
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exponentially withn, and so give a bound on the degree of the numerators and
denominators that is exponentialinrather than the polynomial bound given here.

5. Conclusions

We have developed new techniques for the examination of anisotropic generating
functions. These techniques allow us to prove a number of observed properties of the
coefficients of bond animal generating functions. It also allows us to find upper bounds for
the exponents of cyclotomic factors appearing in the denominators of these coefficients,
and thus greatly reduce the amount of computation required to obtain anisotropic series
expansions.

We will apply these techniques to other bond animal models, to other families of bond
animals. In particular, it is possible to tighten the bound given in Corollary 20 for specific
families; such results for self-avoiding polygons are currently in preparation [21] and we
are extending to directed bond animals [20].

Perhaps the most interesting extension of this technique is to prove that (in certain cases)
there is no cancellation of cyclotomic factors between the numerator and denominator of
H,(x), as is suggested by the apparent tightness of the denominator bound. In particular, it
is possible [21,22] to prove a lower bound for the exponenafc) in the denominators
of certain coefficients of the self-avoiding polygon generating function. An important
corollary of this result is that this generating function is not differentiably-finite, and hence
distinctly different from almost all solved families of animals.

We also hope that it will be possible to apply some of these techniques to problems in
lattice statistical mechanics, such as Ising-type models of magnets. The thermodynamic
functions in these models can be interpreted as generating functions of bond animals with
complicated weights [25].
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