
EXPANDING GRAPHS AND PROPERTY (T)

LIOR SILBERMAN

1. EXPANDERS

1.1. Definitions and analysis on graphs.Let G = (V,E) be a (possibly infinite) graph. We allow self-loops and multiple edges.
Forx ∈ V theneighbourhood ofx is the multisetNx = {y ∈ V |(x, y) ∈ E}. Let E(A,B) = |E ∩ A× B|, e(A,B) = |E(A,B)|,
e(A) = e(A, V ) for A,B ⊆ V . WeG is locally finite, i.e. thatdx = |Nx| is finite for allx ∈ V . We will consider the spaceL2(V )
under the measureµ({x}) = dx. Note thate(V ) is twicethe (usual) number of edges in the graph.

Definition 1.1. The “local average” operatorA : L2(V ) → L2(V ) of G is:

(Af)(x) =
1
dx

∑
y∈Nx

f(y).

It is a self-adjoint operator onL2(µ) since

〈Af, g〉V =
∑
x∈V

dx

 1
dx

∑
y∈Nx

f(y)

 g(x) =
∑
y∈V

dyf(y)
1
dy

∑
x∈Ny

g(x) = 〈f,Ag〉V .

Two applications of Cauchy-Schwarz give

|〈Af, g〉V | ≤
∑
v∈V

dv |f(v)| 1
dv

∑
u∈Nv

|g(u)| ≤
∑
v∈V

|f(v)|
√

dv

(∑
u∈Nv

|g(u)|2
)1/2

≤

(∑
v∈V

|f(v)|2 dv

)1/2(∑
v∈V

∑
u∈Nv

|g(v)|2
)1/2

= ‖f‖L2(µ) ‖g‖L2(µ) ,

which means‖A‖L2(µ) ≤ 1.
From now on we assume thatG has finite components. Then by the maximum principle,Af = f iff f is constant on connected

components ofG andAf = −f iff f takes opposing values on the two sides of each bipartite component.

Definition 1.2. Thediscrete LaplacianonV is the opeartor∆ = I −A.

By the previous discussion it is self-adjoint, positive definite and of norm at most2. The kernel of∆ is spanned by the characteristic
functions of the components (e.g. ifG is connected then zero is a non-degenerate eigenvalue). Its orthogonal complementL2

0(V ) is
the space ofbalancedfunctions (i.e. the ones who average to zero on each component ofG). Thespectral gapλ1(G) (the infimum
of the positive eigenvalues) is an important parameter. Ifλ1(G) ≥ λ we callG aλ-expander.

Definition 1.3. Let A ⊂ V . Theboundary ofA is ∂A = E(A, qA). TheCheeger constantof the graphG is:

h(G) = min
{

e(A, qA)
e(A, V )

∣∣∣A ⊆ V, e(A ∩X) ≤ 1
2
e(X) for every componentX ⊆ V

}
.

Proposition 1.4. h(G) ≥ λ1
2 .

Proof. Let X be a component,A ⊂ X such that2e(A) ≤ e(X), let B = X \A, and chooseα, β so thatf(x) = α1A(x) + β1B(x)
is balanced. Then we have:λ1(G) ≤ 〈∆f,f〉V

〈f,f〉V
. Now,

∆f(x) =

{
α− |Nx∩A|

|Nx| α− |Nx∩B|
|Nx| β

β − |Nx∩A|
|Nx| α− |Nx∩B|

|Nx| β

x ∈ A

x ∈ B
=

{ |Nx∩B|
|Nx| (α− β)

|Nx∩A|
|Nx| (β − α)

x ∈ A

x ∈ B

so that〈∆f, f〉V = (α− β)α|∂A|+ β(β − α)|∂B| = (α− β)2|∂A| and thus

λ1(G) ≤
(1− β

α )2

e(A) + e(B)(β/α)2
|∂A|.

1
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〈f,1X〉V = e(A)α + e(B)β, so that the choiceβ/α = −e(A)/e(B) makesf balanced. This means:

λ1(G) ≤ |∂A| (e(B) + e(A))2

e(A)e(B)2 + e(B)e(A)2
= 2

|∂A|
e(A)

e(B) + e(A)
2e(B)

.

But 2e(B) ≥ e(X) = e(A) + e(B) and we are done. �

Conversely,

Proposition 1.5. h(G) ≤
√

2λ1(G).

Proof. Let f be an eigenfunction of∆ of e.v. λ ≤ λ1 + ε, w.l.g. supported on a componentX and everywhere real-valued. Let
A = {x ∈ V |f(x) > 0}, B = X\A. We can assumee(A) ≤ 1

2e(X) by taking−f instead off if necessary. Letg(x) = 1A(x)f(x).
Then forx ∈ A,

∆f(x) = f(x)− 1
dx

∑
y∈Nx

f(x) = g(x)− 1
dx

∑
y∈Nx∩A

f(x)− 1
dx

∑
y∈Nx∩B

f(x)

= ∆g(x) +
1
dx

∑
y∈Nx∩B

(−f(x)) ≥ ∆g(x).

Since also(∆f)(x) = λf(x) for all x, we have:

λ
∑
x∈A

dxg(x)2 =
∑
x∈A

dx∆f(x) · g(x) ≥
∑
x∈A

dx∆g(x) · g(x),

or (g �B= 0):

λ1 + ε ≥ λ ≥
〈∆g, g〉V
〈g, g〉V

.

we now estimate〈∆g, g〉V in a different fashion. Motivated by the continuous fact:∇g2 = 2g∇g, we evaluate

I =
∑
x∈V

dx
1
dx

∑
y∈Nx

|g(x)2 − g(y)2|

in two different ways. On the one hand,

I =
∑

(x,y)∈E

|g(x) + g(y)| · |g(x)− g(y)| ≤

 ∑
(x,y)∈E

(g(x) + g(y))2

1/2 ∑
(x,y)∈E

(g(x)− g(y))2

1/2

,

and we note that∑
(x,y)∈E

(g(x)− g(y))2 =
∑
x∈V

dxg(x)
1
dx

∑
y∈Nx

(g(x)− g(y))−
∑
y∈V

dyg(y)
1
dx

∑
x∈Ny

(g(x)− g(y))

= 2 〈∆g, g〉V
and ∑

(x,y)∈E

(g(x) + g(y))2 ≤ 2
∑

(x,y)∈E

(g(x)2 + g(y)2) = 4 〈g, g〉V ,

so:

(1.1) I2 ≤ 8 〈∆g, g〉V · 〈g, g〉V ≤ 8λ1 〈g, g〉2V .

On the other hand, letg(x) take the values{βi}r
i=0 where0 = β0 < β1 < · · · < βr, and letLi = {x ∈ V |g(x) ≥ βi} (e.g.L0 = V ).

Then write:
I = 2

∑
(x,y)∈E

∑
a(x,y)<i≤b(x,y)

(β2
i − β2

i−1)

where{βa(x,y), βb(x,y)} = {g(x), g(y)} (i.e. replaceβ2
b −β2

a with (β2
b −β2

b−1)+ · · ·+(β2
a+1−β2

a)). Then the differenceβ2
i −β2

i−1

appears for every pair(x, y) ∈ E such thata(x, y) < i ≤ b(x, y) or such thatmax{g(x), g(y)} ≥ β2
i while min{g(x), g(y)} < β2

i .
This exactly means than(x, y) ∈ ∂Li and

I = 2
r∑

i=1

(
β2

i − β2
i−1

)
|∂Li| .

By definition ofh, Li ⊆ A ande(A) ≤ E imply |∂Li| ≥ h · e(Li) so:

I ≥ 2h
r∑

i=1

(
β2

i − β2
i−1

)
e(Li) = 2h

r−1∑
i=1

β2
i (e(Li)− e(Li+1)) + 2h · e(Lr)β2

r .
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Also, e(Li)− e(Li+1) = e(Li \ Li+1) so:

(1.2) I ≥ 2h
r−1∑
i=1

∑
g(x)=βi

β2
i dx + 2h ·

∑
g(x)=βr

β2
rdx = 2h

∑
x∈V

dxg(x)2 = 2h · 〈g, g〉V .

We now combine Equations 1.1 and 1.2 to get:

2h 〈g, g〉V ≤ I ≤ 2
√

2(λ1 + ε) 〈g, g〉V
for all ε > 0, or

h(G) ≤
√

2λ1(G).
�

Let us restate the previous two propositions in:
1
2
λ1(G) ≤ h(G) ≤

√
2λ1(G).

1.2. References, examples and applications.The above propositions can be found in [2], with slightly different conventions. We
also modify their definitions to read:

Definition 1.6. Say thatG is anh0-expanderif h(G) ≥ h0. Say thatG is aλ-expanderif λ1(G) ≥ λ.

The previous section showed that both these notions are in some sense equivalent. Being well-connected, sparse (in particular
regular) expanders are very useful, e.g. for sorting networks of finite depth (see ), de-randomization (see ),

The existence of expanders can be easily demonstrated by probabilistic arguments (see [3]). Infinite families of expanders are not
difficult to find, e.g. the incidence graphs ofP1(Fq) haveλ = 1 −

√
q

q+1 (as computed in [6] and later in [1]). However families of
regular expanders are more difficult. The next section discusses the generalization by Alon and Milman in [2] of a construction due
to Margulis [11]. For a different explicit family of regular expanders which enjoys additional useful properties see [10].

We remark here that there exists a bound for the asymptotic expansion constant of a family of expanders:

Theorem 1.7. (Alon-Boppana) For everyε > 0 there existsC = C(k, ε) > 0 such that ifG is a connectedk-regular graph onn
vertices, the number of eigenvalues ofA in the interval

[(2− ε)
√

k − 1
k

, 1]

is at leastC · n.

Corollary 1.8. Let{Gm}∞m=1 be a family of connectedk-regular graphs such that|Vm| → ∞. Then

lim sup
m→∞

λ1(Gm) ≤ 1− 2
√

k − 1
k

.

This leads to the following definition (the terminlogy is justified by [10]):

Definition 1.9. A k-regular graphG such that|λ| ≤ 2
√

k−1
k for every eigenvalueλ 6= ±1 of A is called aRamanujan graph.

1.3. Cayley graphs and property (T). One way of generating families of finite regular graphs is by taking quotients of groups. Let
Γ be a discrete group, and letS ⊂ Γ be finite symmetric (i.e.γ ∈ S ⇐⇒ γ−1 ∈ S) not containing the identity. Then for any
subgroupN < Γ of finite index, we can construct a finite graph Cay(N\Γ;S) as follows: the vertices will be the rightN -cosets
N\Γ, and we will take an edge(x, xs) for any cosetx = Nγ and anys ∈ S. Note that ifS actually generatesΓ then Cay(N\Γ;S)
is connected for allN .

ClearlyG = Cay(N\Γ;S) is an|S|-regular graph. Furthermore, the set of vertices comes naturally equipped with theΓ action of
right translation (which is not an action on thegraphunlessΓ is Abelian). This makesL2

0(V ) into a unitaryΓ-representation with no
Γ-fixed vectors (these would be constant!). Now letA∪̇B = V (G) and consider the balanced functionf(x) = b1A(x)− a1B where
a = |A|, b = |B|. Then‖f‖22 = 1

|S|b
2a + a2b = abn

|S| . It is easy to see that:

|(sf)(x)− f(x)| =

{
a + b

0
x ∈ A, xs ∈ B or x ∈ B, xs ∈ A

x, xs both inA or B
.

Thus we have:

‖sf − f‖22 =
1
|S|

n2|∂sA|.

Where we write∂sA = {(x, y) ∈ E(A,B)|y = sx ∨ y = s−1x} so that∂A = ∪s∈S∂sA and we only need to take one of every pair
s, s−1 ∈ S. Clearly to insure that∂A is large it suffices to make∂sA large for somes ∈ S. It is thus natural to consider groupsΓ of
the following type:
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Definition 1.10. (see Lemma 2.20) LetΓ be a discrete group,S ⊂ Γ a finite subset. ThenΓ hasproperty (T) with Kazhdan constant
ε > 0 w.r.t. S if for any unitary representationρ : Γ → Aut(H ) of Γ such thatH has no nontrivialΓ-fixed vectors, and anyx ∈ H
of norm1 there existss ∈ S such that1 − 〈ρ(s)x, x〉H ≥ ε. The largestε for which this holds is called theKazhdan constantof
(Γ, S).

Note that then‖ρ(s)x− x‖2H = 2− 2 〈ρ(s)x, x〉H ≥ 2ε.

Corollary 1.11. (Alon-Milman[2]) If Γ has property (T) w.r.t. a symmetric generating subsetS then for everyN C Γ of finite index,
Cay(Γ/N ;S) is an ε

|S| -expander.

Proof. Let A ⊂ Γ/N and assume|A| ≤ 1
2n (note that a Cayley graph is regular). Letf ∈ L2

0(Γ/N) be as above. Then for some
s ∈ S, ‖sf − f‖2 ≥ ε ‖f‖2 and therefore (2b ≥ n by assumption!)

|∂A|
e(A)

≥ |∂sA|
|A||S|

≥ 2ε
1

an2
· abn

|S|
=

ε

|S|
2b

n
≥ ε

|S|
�

2. PROPERTY(T)

2.1. The Fell Topology and its properties. Let G be a locally compact group, and letG̃ (resp.Ĝ) be the set of equivalence classes
of unitary representations1 (resp. irreducible unitary representations) ofG. A basis of open neighbourhoods for theFell topology(see
[5]2 from which the following discussion is taken) oñG is the setsU(ρ, {vi}r

i=1,K, ε) defined for each(ρ, V ) ∈ G̃, an finite subset
{vi}r

i=1 ⊂ V of vectors of norm1, a compactK ⊆ G and someε > 0 by:

U(ρ, {vi}r
i=1,K, ε) =

{
(σ,W ) ∈ G̃

∣∣∣∃{wj}r
j=1 ⊂ W : ‖wj‖W = 1 ∧ ∀g ∈ K∀i, j :

∣∣〈ρ(g)vi, vj〉V − 〈σ(g)wi, wj〉W
∣∣ < ε

}
.

This forms a basis for a topology since if(σ,W ) ∈ U(ρ, {vi},K, ε) let {wj} ⊂ W be of norm1 as in the definition.K is compact,
so

δ = ε−max
i,j

∥∥〈ρ(g)vi, vj〉V − 〈σ(g)wi, wj〉W
∥∥

L∞(K)

is positive and thenU(σ,w,K, δ) ⊆ U(ρ, v,K, ε). Also in this spirit we have:

Proposition 2.1. Letf : G → H be a continuous homomorphism of groups. Letf∗ : H̃ → G̃ be the pull-back map of representation.
Thenf∗ is continuous in the Fell topology.

Proof. Let (ρ, V ) ∈ H̃, {vi} ∈ V , K ⊂ G be compact andε > 0. Thenf∗−1(UG̃(f∗ρ, {vi},K, ε)) ⊇ UH̃(ρ, {vi}, f(K), ε). �

Corollary 2.2. If H < G thenResG
H : G̃ → H̃ is continuous, since it is dual to the inclusion map ofH in G.

Corollary 2.3. Assume thatf(G) is dense inH. Since the Fell topology of̂G is its induced topology as a subset ofG̃, and since the
pull-back of an irreducibleH-representation is in this case irreducible as aG-representation, one can replacẽG, H̃ with Ĝ, Ĥ in
the previous proposition and corollary.

Example 2.4. If G is abelian, then the Fell topology on̂G coincides with the Pontryagin topology.

Example 2.5. As in the abelian case, ifG is compact then̂G is discrete:

Proof. Note that in this case we can always takeK = G in the definition above. Let(ρ, V ), (σ,W ) ∈ Ĝ and Consider the
operatorsTV =

∫
G

χρ(g)ρ(g)dg andTW =
∫

G
χρ(g)σ(g)dg acting onV,W respectively. They commute with the respective

representation sinceχρ is a class function,χρ(hg) = χρ(h−1(hg)h) = χρ(gh). So by Schur’s lemma they act by scalars. Note
thatTrTW =

∫
G

χρ(g)χσ(g)dg which is1 if ρ ' σ and0 otherwise. Thus ifρ 6'σ we haveTV = 1
dim V while TW = 0. Now let

v ∈ V,w ∈ W be of norm1, and consider

A = 〈TV v, v〉V − 〈TW w,w〉W =
1

dim V
.

We also have:

A =
∫

G

∣∣∣χρ(g)
∣∣∣ (〈ρ(g)v, v〉V − 〈σ(g)w,w〉W ) dg

and thus

|A| ≤ ‖〈ρ(g)v, v〉V − 〈σ(g)w,w〉W ‖L∞(G)

∫
G

∣∣∣χρ(g)
∣∣∣ dg.

1For set-theoretic reasons, one should only consider representations on Hilbert spaces of bounded (large) cardinality.
2We are considering the “quotient topology” of that paper.
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By the Cauchy-Schwarz inequality,
∫

G

∣∣∣χρ(g)
∣∣∣ dg ≤

(∫
G

∣∣∣χρ(g)
∣∣∣2 dg

)1/2 (∫
G

dg
)1/2 = 1 and thus for any representationσ distinct

from ρ and anyw ∈ W we have:

‖〈ρ(g)v, v〉V − 〈σ(g)w,w〉W ‖L∞(G) ≥
1

dim V
,

Which means thatU(ρ, v,G, 1
1+dim V ) = {(ρ, V )} as desired. �

Lemma 2.6. LetH < G be closed. ThenG/H is a separable locally compact Hausdorff space in the quotient topology.

Definition 2.7. Let H < G be closed, a Borel measureρ on H\G is calledquasi-invariantif ρ(E) = 0 ⇐⇒ ρ(Ex) = 0 for any
measurableE ⊂ H\G and anyx ∈ G.

Let H < G be closed,ρ a quasi-invariant Borel measure onG/H, and letλ(x, y) = dRyρ
dρ (x) be the Radon-Nikodym derivative

whereRyρ(E) = ρ(Ey). This is a continuous function onG. Now let(π, V ) ∈ H̃, and let

W ′ =
{

f ∈ M(G, V )
∣∣∣∀h ∈ H,x ∈ G : f(hx) = π(h)f(x)

}
.

Note that iff, g ∈ W ′ then〈f(hx), g(hx)〉V = 〈π(h)f(x), π(h)g(x)〉V = 〈f(x), g(x)〉V so that〈f(x), g(x)〉V is anH-invariant
C-valued function onG. In particular we can define

W =

{
f ∈ W ′

∣∣∣ ∫
G/H

‖f(x)‖2V dρ(x) < ∞

}
and (identifying functions which are equalρ-a.e.) we obtain a Hilbert space structure onW with the inner product〈f, g〉W =∫

H\G 〈f(x), g(x)〉V dµ(x). Completeness is a direct consequence of the completeness ofV and standard arguments. Furthermore

if f ∈ W andy ∈ G then
√

λ(x, y)f(xy) (as a function ofx) is also inW and has the same norm asf . We can thus define a
representation ofG onW by (σ(g)f)(x) = λ(x, y)f(xy).

Definition 2.8. Let H < G be closed. We call(σ,W ) the representation ofG inducedby the representation(π, V ) of H.

Lemma 2.9. Let H < G be closed. Then there exists a quasi-invariant Borel measureρ on H\G. Furthermore, ifρ1, ρ2 are two
such measures then(ρ1,W1) ' (ρ2,W2) asG-representations.

Let dh be a right Haar measure onH, and letφ ∈ Cc(G, V ) (norm topology onV ). We can then define:

fφ(x) =
∫

H

π(h)φ(h−1x)dh

which is easily verified to be an element ofW . Note thatfφis a continuous function onG with compact support mod H (i.e.
‖fφ(x)‖V is of compact support onG/H).

Lemma 2.10. The space of{fφ|φ ∈ Cc(G, V )} is dense inW .

Also, if φn → φ uniformly on G, all of them supported on a single compact set, thenfφn → f in the topology ofW . We
note that the subspace ofCK(G, V ) (elements ofCc(G, V ) supported on the compactK) generated by the functions of the form
φ(x) = α(x)v wherev ∈ V is fixed andα ∈ CK(G, C) is dense in thesup-norm. We thus have:

Corollary 2.11. The subspaceL = {
∑n

i=1 fαivi |αi ∈ Cc(G, C), vi ∈ V, ξi ∈ C} is dense inW as well.

Theorem 2.12. If H is a closed subgroup ofG thenIndG
H : H̃ → G̃ is continuous.

Proof. Let (σ,W ) = IndG
H(π, V ) ∈ G̃. Let K ⊆ G be compact,{fi} ⊂ W be of norm1 andε > 0. We wish to prove that the

inverse image ofUG̃(σ, {fi},K, ε) contains an open neighbourhood of(π, V ) in H̃. We first replacefi by a “nicer” choice. The
computation (w1, w2, w

′
1, w

′
2 ∈ W

are of norm1):

|〈σ(g)w1, w2〉W − 〈σ(g)w′
1, w

′
2〉W | ≤ |〈σ(g)w1, w2〉W − 〈σ(g)w′

1, w2〉W |+ |〈σ(g)w′
1, w2〉W − 〈σ(g)w′

1, w
′
2〉W |

≤ ‖σ(g)w′
1‖W ‖w2 − w′

2‖W + ‖w2‖W ‖σ(g)(w1 − w′
1)‖W = ‖w1 − w′

1‖W + ‖w2 − w′
2‖W .

shows that if we replacefi with f ′i ∈ L of norm1 such that‖fi − f ′i‖W ≤ ε
3 thenUG̃(σ, {fi},K, ε) ⊇ UG̃(σ, {f ′i},K, ε

3 ). In other
words, we can assume w.l.g. thatfi ∈ L, and specifically that

fi =
n∑

j=1

fαijvj

where‖vj‖V = 1 and w.l.g.‖αij‖∞ ≤ 1 (the last by repeating someαijvj if needed). LetCij = suppαij and letC = {e} ∪i,j Cij

which is a compact subset ofG, containing the support off .
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The idea of the proof is as follows: if we can identify{v′k} ⊂ V ′ in a neighbouring representation that transforms like the{vj}
we can reconstruct anf ′i ∈ IndG̃

H̃
(π′, V ′) that transforms likefi. In fact, letM = H ∩ CC−1CKC−1 (a compact subsetp ofH),

and consider
U = UH̃(π, {vj},M, δ).

If (π′, V ′) ∈ U , IndG
H(π′, V ′) = (σ′,W ′) we will prove that(σ′,W ′) ∈ UG̃(σ, f,K, ε) if δ is small enough. By definition we

can choose{v′j} ⊂ V ′ such that
∣∣∣〈π(h)vj , vk〉V −

〈
π′(h)v′j , v

′
k

〉
V ′

∣∣∣ < δ for all h ∈ C, j, k. We then letf ′i =
∑n

j=1 fαijv′j
∈ W ′, so

that

(σ(g)fi)(x) =
√

λ(x, g)fi(xg) =
√

λ(x, g)
n∑

j=1

∫
H

αij(h−1xg)π(h)vjdh

and

〈σ(g)fi1 , fi2〉W =
∫

G/H

〈(σ(g)fi1)(x), fi2(x)〉V dρ(x)

=
n∑

j1,j2=1

∫
G/H

√
λ(x, g)dρ(x)

∫
H×H

αi1j1(h
−1
1 xg)αi2j2(h

−1
2 x) 〈π(h1)vj1 , π(h2)vj2〉V dh1dh2

=
n∑

j1,j2=1

∫
G/H

dρ(x)
√

λ(x, g)
∫

H

dh2 〈π(h2)vj1 , vj2〉V
∫

H

dh1αi1j1(h1xg)αi2j2(h2h1x).

The same holds forσ′ andf ′i so that:

〈σ(g)fi1 , fi2〉W −
〈
σ′(g)f ′i1 , f

′
i2

〉
W ′ =

n∑
j1,j2=1

∫
G/H

dρ(x)
√

λ(x, g)∫
H

dh2

(
〈π(h2)vj1 , vj2〉V −

〈
π′(h2)v′j1 , v

′
j2

〉
V ′

)
∫

H

dh1αi1j1(h1xg)αi2j2(h2h1x).

Now if C ∩Hx = ∅ thenαi2j2(h2h1x) = 0 for all i2, j2, h1, h2 and thus the inner integral is zero. In particular, the outer integral
can be taken over the compact imageC̄ of C in G/H, and we may assumex ∈ C in the inner integral. If furthermoreg ∈ K then
αi1j1(h1xg) = 0 unlessh1 ∈ CK−1C−1 (we needh1xg ∈ C) so we can take the inner integral overH ∩ CK−1C−1, or:∣∣∣∣∫

H

dh1αi1j1(h1xg)αi2j2(h2h1x)
∣∣∣∣ ≤ µH(H ∩ CK−1C−1)

wheredµH(h) = dh. Secondly, ifx ∈ C andh1 ∈ CK−1C−1 thenh2h1x ∈ C impliesh2 ∈ CC−1CKC−1 i.e. h2 ∈ M . Thus
h2-integral can be taken overM instead, where∣∣∣〈π(h2)vj1 , vj2〉V −

〈
π′(h2)v′j1 , v

′
j2

〉
V ′

∣∣∣ ≤ δ

so that∣∣∣∣∫
H

dh2

(
〈π(h2)vj1 , vj2〉V −

〈
π′(h2)v′j1 , v

′
j2

〉
V ′

)∫
H

dh1αi1j1(h1xg)αi2j2(h2h1x)
∣∣∣∣ ≤ µH(H ∩ CK−1C−1)µH(M)δ.

Since also ∫
C̄

dρ(x)
√

λ(x, g) ≤
∫

C̄

(1 + λ(x, g))dρ(x) = ρ(C̄) + ρ(C̄g) ≤ ρ(C̄) + ρ(C̄K),

we finally have for allg ∈ K∣∣〈σ(g)fi1 , fi2〉W −
〈
σ′(g)f ′i1 , f

′
i2

〉
W ′

∣∣ ≤ n2(ρ(C̄) + ρ(C̄K))µH(M)µH(H ∩ CK−1C−1)δ

and it is clear that(σ′,W ′) ∈ UG̃(σ, {fi},K, ε) if δ is small enough. �

Remark2.13. UĜ(π, v,K, ε) (only one vector!) form a basis for the topology ofĜ.

Proof. Since these are open sets if suffices to prove that everyUĜ(π, {vi},K, ε) containsUĜ(π, v,N, δ) for somev,N, δ.
Takev ∈ Vπ of norm1 such that{σ(g)v | g ∈ G} spanVσ. Then there existT = {tj}r

j=1 ⊂ H and{aij} ⊂ C are such that∥∥∥vi −
∑

j aijπ(tj)v
∥∥∥

V
< δ. Let A = maxi

∑
j |aij |2, M = T−1KT ∪ T−1T and let

U = UĜ(π, v,M, δ).
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We will prove that ifδ is small enough then(π′, V ′) ∈ U implies(π′, V ′) ∈ UĜ(π, {vi},K, ε). By definition we can choosev′ ∈ V ′

such that|〈π(h)v, v〉V − 〈π′(h)v′, v′〉V ′ | < A−1ε for all h ∈ N . Now letv′i =
∑

j aijπ
′(tj)v′ and observe that sincet−1

j2
gtj1 ∈ N

for all 1 ≤ j1, j2 ≤ r, g ∈ K, ∣∣〈π(g)vi1 , vi2〉V −
〈
π(g)v′i1 , v

′
i2

〉
V ′

∣∣ ≤∑
j1,j2

|ai1j1ai2j2 |
∣∣∣〈π(t−1

j2
gtj1)v, v

〉
V
−
〈
π′(t−1

j2
gtj1)v

′, v′
〉

V ′

∣∣∣ ≤ Aδ

by Cauchy-Schwarz. Settingi1 = i2 = i and usingT−1T ⊂ N shows that
√

1−Aδ ≤ ‖v′i‖V ≤
√

1 + Aδ. The analysis at the

beginning of the proof of the theorem then implies that forv′′i = v̂′i then
∣∣∣〈π(g)v′′i , v′′j

〉
V ′ −

〈
π(g)v′i, v

′
j

〉
V ′

∣∣∣ ≤ 2
√

1 + Aδ · Aδ
1+
√

1−Aδ

and it is clear that forδ small enough we are done. �

2.2. Kazhdan’s Property (T). This section is based on Kazhdan’s paper [8], Chapter 3 of Lubotzky’s book [9], as well as de la
Harpe and Valette’s book [4]

Definition 2.14. We say that the locally compact groupG hasproperty (T)if the trivial representation is an isolated point ofĜ in the
Fell topology.

Example 2.15. By example 2.5 every compact group has property (T). Using example 2.4 as well we find that an Abelian group has
property (T) iff it is compact.

Example 2.16. Let G have property (T). Then every quotientH of G has property (T).

Proof. See Corollary 2.3. Note also that iff(G) is dense inH thenf∗ maps non-trivial representations to non-trivial representations.
�

Corollary 2.17. LetG have property (T). ThenGab = G/[G, G] is compact, since it is an Abelian group with property (T).

Definition 2.18. Let σ, ρ ∈ G̃. Say thatσ is containedin ρ (σ ∈ ρ) if ρ has a subrepresentation isomorphic toσ, i.e. if there exists a
G-equivariant Hilbert space embedding of the space ofσ into the space ofρ.

We say thatσ is weakly containedin ρ (σ ∝ ρ) if σ ∈ {ρ} where the closure is in the topology of̃G. In other words,σ ∝ ρ iff
every matrix element ofσ is a uniform limit on compact sets of matrix elements ofρ.

Lemma 2.19. G has property T iff1 ∝ σ implies1 ∈ σ for everyσ ∈ G̃.

A stronger version is:

Lemma 2.20. If G has property (T) then there exists an open neighbourhoodU = UG̃(1, 1,K, ε′) of the trivial representation such
that if ρ ∈ U then1 ∈ ρ.

Proposition 2.21. A group with property (T) is compactly generated.

Proof. AssumeG countable first, sayG = {γn}∞n=1, and letHn = 〈γ1, . . . , γn〉 . ThenHn is a closed subgroup ofG, and consider
the representationρn = IndG

Hn
1 (theL2 functions onHn\G w.r.t. counting measure withG acting by right translation). SinceG

isn’t finitely generated,Hn\G is infinite, and thus there are noG-invariant vectors inρn (i.e. the constant function onHn\G isn’t in
L2) and thus1 /∈ ρ = ⊕̂nρn. On the other hand for every compact (i.e. finite) subsetK ⊂ G, there exists ann such thatK ⊂ Hn

from some point onwards and then any unit vector inρn is Hn-invariant, in particularK invariant so that1 ∝ ρ.
For a general locally compactG, this reads as follows: for each compact subsetK ⊂ G let HK = 〈K〉 (the closed subgroup

generated byK), and consider the representationρK = IndG
HK

1. Note that any unit vector inρK is K-invariant. If G isn’t
compactly generated,HK\G not compact, hence of infinite quotient measure. In particular, there are noG-invariant vectors inρK .
Thus1 /∈ ρ = ⊕̂KρK . On the other handρ contains aK-invariant vector for every compactK ⊂ G by construction, so that
1 ∝ ρ. �

The main result of Kazhdan’s seminal paper3 is:

Theorem 2.22. LetG be a simple algebraic group defined over a local fieldF , of F -rank at least2. ThenGF has property (T).

This is useful for our purposes due to:

Proposition 2.23. Let G be locally compact,Γ < G be a closed subgroup such that there exists a finiteG-invariant regular Borel
measureρ onG/Γ. ThenΓ has property T iffG has property (T).

3The original paper actually claims the result for real groups of rank≥ 3 but it was pointed out later that the proof given there works over any local field and for
rank2 groups as well.
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